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Abstract. Product reviews can provide great benefits for consumers and producers. Number of reviews could be ranging 
from hundreds to thousands and containing various opinions. These make the process of analyzing and extracting 
information on existing reviews become increasingly difficult. In this research, sentiment analysis was used to analyze and 
extract sentiment polarity on product reviews based on a specific aspect of the product. This research was conducted in 
three phases, such as data preprocessing which involves part-of-speech (POS) tagging, feature selection using Chi Square, 
and classification of sentiment polarity of aspects using Naïve Bayes. Based on evaluation results, it is known that the 
system is able to perform aspect-based sentiment analysis with its highest F1-Measure of 78.12%. 
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INTRODUCTION 
 

In its development, online marketing publications media generally provide features to consumers for giving 
opinions of product being marketed. Extracting information, especially about sentiment, from product reviews are 
demanded for both consumers and producers to know market response, thus each of both could take necessary actions 
on the product based on extracted information. However, problems occur since reviews could contain incomplete 
information, biased information, and also diverse information. Extracting and generating information from existing 
reviews could be done by using sentiment analysis. It tries to find sentiment polarity of a sentence and classify it into 
positive or negative class. Furthermore, sentiment analysis could be used to conclude the factors or aspects that are 
often discussed in those opinions. In other words, it is the process of opinions mining and opinions summarization [1].  

As mentioned before, several problems occurs on extracting information of product reviews. We could see those 
problems as a problem of uncertainty. One of machine learning methods that could be used for those problems is 
Naïve Bayes classifier. Naïve Bayes is one of uncertainty reasoning methods that uses probabilistic model and Bayes’ 
rule for inference. Naïve Bayes forces a naïve assumption that is among attributes are assumed conditionally 
independent given the class. Nevertheless, it had been proved of having good performances for many classification 
problems, one of them is carried out by Xhemali et al. [2] which concentrates on comparison of three methods of 
Naïve Bayes, Decision Tree, and Neural Networks for classifying training course web pages. The results showed that 
Naïve Bayes yields best performance for their study domain. Naïve Bayes is also known to have a high level of 
performance with a simple calculation [3]. 
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In this research, we focused on aspect-based sentiment analysis which tries to find an aspect that is being discussed 
in an opinion and its sentiment polarity. There are three processes involving in the system. These are data 
preprocessing, feature selection, and classification of aspect and its sentiment. As the first step, data preprocessing is 
aimed to clean and prepare data for next step. The second step is feature selection in which we employed Chi Square 
to select a subset of relevant terms to be used in the construction of Naïve Bayes model. The last step is classification 
of aspect and its sentiment using Naïve Bayes. We used Naïve Bayes because it is one of uncertainty reasoning 
methods which we believe it is suitable approach for solving uncertainty problem as found on opinion mining task. 

In addition, this research was also conducted to provide final result in the form of a summary of overall existing 
reviews. Data set used in this paper is about product reviews with domain of restaurants obtained from SemEval-2014 
Task 4 which focused on aspect-based sentiment analysis [4]. Each review data owned label of some aspects (food, 
service, price, ambience, and miscellaneous) and sentiments (positive, negative, conflict, and neutral).  

RELATED STUDIES 

National Research Council of Canada [5] applied Multi Class Support Vector Machine (SVM) and dictionary-
based approach as an additional feature in the classification process. Its classification performance in the form of F1-
Measure is 88.57%. In addition, research conducted by the Xerox Research Centre Europe [6] using symbolic parser 
designed with special lexicon and combined with SVM obtained F1-Measure of 82.28%. Another study by the 
University of West Boheemia [7] using Maximum Entropy classifier with 12 features such as words, LDA, bigrams, 
word clusters, tf-idf, and other features provided F1-Measure of 81.04%.  

A research conducted by Citius [8] proved that Naïve Bayes gave high performances in the process of sentiment 
analysis on English Tweets. A similar study conducted by Prasad [9] showed that Naïve Bayes was able to give high 
performances in the process of sentiment analysis on micro-blogging. In addition, the research on sentiment analysis 
conducted by Xhemali et al. [2] in which comparing three methods (e.g., Naïve Bayes, Decision Tree, and Neural 
Networks) showed that Naïve Bayes was outstanding against the two other methods. However, the three mentioned 
researches applied Naïve Bayes classifiers for classifying sentiment polarity only, and the classification of sentiment 
polarity was done at sentence level not at aspect level. While, this research proposed the usage of Naïve Bayes to 
identify an aspect on product reviews and also to classify the sentiment polarity of the aspect - i.e., sentiment analysis 
on aspect level. Naïve Bayes is combined with Chi Square method as well as POS tagging as a feature selectors.  

SYSTEM DESIGN 

Data Preprocessing 

Preprocessing is an early stage in processing data to make data easier or suitable for use in the mining process 
[10]. Preprocessing is done for the purpose of uniformity and readability as well as the classification process. In this 
research, data preprocessing consisted of case folding, tokenization, stop word removal, and stemming. 

The case folding is aimed to make every word in a sentence is in the form of lowercase. While tokenization is 
used to cut a sequence of characters from a given set of documents into pieces of word or token according to the 
requirements system. In the process of stop word removal, every word of the previous results is selected again. The 
deleted words are words which are included in a stoplist. The stoplist used in this research is the stoplist from Stanford 
CoreNLP [11] consisting of 219 words. Part-of-speech tagging (POS tagging) is done to provide a tag or a marker of 
every word in a sentence. POS tagging is typically used to analyze the linguistic text. In this research, POS tagging 
was done by using a library of Stanford CoreNLP [11]. 

The final stage of data preprocessing is stemming that is converting words to their word stem or root form. We 
used Porter Stemming algorithm [12] which is the most common algorithm for stemming words in English language. 

Feature Selection 

The purpose of this process is to extract all terms used in the classification process. At this stage, two bag-of-
words were created. The first one is for a group of words that contain aspects, and the second one is for a group of 
words that contain tendency of sentiment polarity. The words in each group were selected based on the results of POS 
tagging. The words having tags of JJ, JJR, JJS, RB, RBR, RBS were grouped into a group of words containing 
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sentiments, while the words having tags of NN, NNS, NP, and NPS are grouped into a group of words containing 
aspects. All words in both bag-of-words were then selected using Chi Square [10] to choose words that have high 
relevance to each opinion. 

Naïve Bayes Classifier Model 

The classification was performed for two variables called aspects and sentiments. Describing the system in 
generative model, we may say that both variables influence the use of words in sentences. Therefore, probability 
distribution of words depends upon the value of each variable. The conditional generative model of Naive Bayes in 
the system is described by using plate notation in Fig. 1. 

 
 
 
 
 
 
 
 
 
 

FIGURE 1. Conditional generative model using plate notation of constructed Naive Bayes. 

Let A = {a1, a2, …, ai} and S = {s1, s2, …, sj} denote aspects and sentiments, respectively. Given a document  
containing terms  from group of aspect and terms  from group of sentiment, d = {w1, …, wk,,v1, …, vk}, the 
probability of document d to be categorized in aspect ai and sentiment sj is calculated using equation 1. 
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Maximum a posteriori decision rule (MAP) is used to define the final aspect and its sentiment as shown in 
equation 2. 
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Summary of Classification Result  

The last process was making a conclusion based on sentiment polarity of certain aspects. It is done by counting 
the number of positive, negative, conflict, and neutral polarity. The percentage of each amount of data in a predefined 
aspect was calculated. The conclusion is then shown in a rating chart form. Figure 2 shows an example of rating chart 
as summary of classification result. 

 
FIGURE 2. An example of rating chart as summary of classification result 
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SYSTEM EVALUATION 

The aims of examination 

The purposes of examining this system are as follows, 
1) Analyzing the effect of the distribution of the number of training set against the results of the aspects and 

sentiments classifications. 
2) Analyzing the effect of feature selection methods and the significance of Chi Square value against the results of 

the aspects and sentiments classifications. 

Dataset 

The data used in this research is dataset of SemEval 2014 Task 4 about product reviews by consumers on two 
entities or domain. These are laptops and restaurants. However, in this research we used restaurants domain. The data 
was divided into training set and test set. 
1) Training set 

The training set contains 3618 reviews that are divided into five aspects. These are food, service, price, ambience, 
and miscellaneous. Each aspect may have one of four sentiments, such as positive, negative, neutral, or conflict. The 
distribution of aspects and its sentiments on training set can be seen in Table 1. 

TABLE 1. Data distribution of aspects and sentiments on training set. 
 Positive Negative Neutral Conflict Total 

Food 846 201 89 66 1202 
Price 175 113 10 16 314 
Service 319 217 19 34 589 
Ambience 261 97 23 46 427 
Miscellaneous 515 193 349 29 1086 

2) Test set 
Test set consists of 96 reviews containing five aspects and four sentiments as well as on training set. The 

distribution of aspects and its sentiments on test set can be seen in Table 2. 

TABLE 2. Data distribution of aspects and sentiments on test set. 
 Positive Negative Neutral Conflict Total 

Food 21 8 1 1 31 
Price 2 1 1 1 5 
Service 5 1 1 1 8 
Ambience 2 1 1 1 5 
Miscellaneous 32 6 8 1 47 

Results and Analysis  

The topic in this research is one of subtasks of SemEval-2014 [4]. It is Task 4 focusing on aspect-based sentiment 
analysis. It has two subtasks. These are subtasks 3 concerning aspect detection and subtasks 4 concerning polarity 
category of the aspect. This study focused on the process of classifying opinion into a particular aspect and knowing 
the tendency of the sentiment.  

Tests were carried out to examine the effect of training-test distribution to the classification results, and also to 
examine the effect of significant value of Chi Square features to the classification results. The results of this system 
were compared to the baseline and the results of other participants of SemEval-2014 at the same subtasks. 
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The Effect of Training Set Distribution 

Data distribution on training set were examined trough two schemes. The first scheme is classification using 
default data distributions of SemEval-2014 that have imbalance distribution among the aspects and also among the 
sentiments, as can be seen in Table 1. The second scheme is classification using dataset that have been through a 
sampling process to get slightly equal data distributions. We combined undersampling and oversampling technique 
for the second scheme. We did oversampling process for the data of less than thirty so they amount to thirty. The 
number of thirty was chosen because according to Roscoe [13] if the sample is broken down into subsample, then the 
number of thirty is considered as an appropriate minimum size of subsample. The sampling process was not applied 
for data amount to between thirty and one hundred. While, for data amount to over one hundred we did undersampling 
to obtain one hundred data. Data distribution on training set after the sampling process can be seen in Table 3. 

TABLE 3. Data distribution on training set resulted by sampling. 
 Positive Negative Neutral Conflict Total 

Food 100 100 89 66 355 
Price 100 100 30 30 260 
Service 100 100 30 34 264 
Ambience 100 97 30 46 273 
Miscellaneous 100 100 100 30 330 

 

 
FIGURE 3. Comparison of classification between default training set and the result of sampling. 

The results of overall classifications between default training set and sampling result can be seen in Fig. 3. From 
Fig. 3, it can be seen that the results of overall classifications using sampling training set yielded better performance 
than default training set. This is because the distributions of classes in the sampling training set have no significant 
differences compared to the default training set. As the results, the differences of prior probabilities for each class are 
also not very significant. The performance of aspects and its sentiments classification using the data of sampling 
results can be seen in Table 4 and Table 5. 

TABLE 4. Performance on aspects classification. 
Aspect Accuracy Precision Recall F1-Measure 

Food 92.13 92.85 83.87 88.13 
Price 95.34 55.56 100 71.42 
Service 96.47 77.78 87.5 82.35 
Ambience 97.61 80 80 80 
Miscellaneous 87.23 88.89 85.1 86.95 

 
TABLE 5. Performance on sentiment polarity classification. 

Polarity Accuracy Precision Recall F1-Measure 
Positive 69.76 92.85 62.9 75 
Negative 77.92 50 64.7 56.41 
Conflict 92.3 50 40 44.44 
Neutral 71.42 28.57 66.67 40 
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Effect of Chi Square Significant Values to Classification Performance and Run Time 

Chi Square was used to reduce the amount of data to be used in constructing Naïve Bayes models. The smaller 
value of significant Chi Square made higher critical value, and it produced smaller number of selected features. At the 
end, the number of features will influence the classification performances. Several significant values of Chi Square 
were observed. These are 0.2, 0.1, 0.075, 0.05, and 0.01. These values were selected because of their commonly used 
in the features selection process by Chi Square. In addition, we also compared the classification performances that 
were obtained without applying Chi Square. The results can be seen in Table 6.  

TABLE 6. Classification performances on several significant values. 
α Accuracy Precision Recall F1-Measure 

Without Chi Square 95.87 78.12 78.12 78.12 
0.2 92.86 66.67 66.67 66.67 
0.1 89.76 57.41 57.41 57.41 

0.075 89.76 57.41 57.41 57.41 
0.05 87.88 52.73 52.73 52.73 
0.01 82.48 42.00 42.00 42.00 

 
From Table 6, we can see that the data that were not selected by Chi Square method gives best results compared 

to other data obtained through the selection process. This is because of the data obtained without Chi Square have 
more number of features that may enrich information to be learned by Naïve Bayes. Meanwhile, the data selected by 
Chi Square method provide less features. Hence, the learned information become less adequate. However, in term of 
speed of classification process, feature selection by Chi Square can speed up the computation time since it reduced 
the features used in the classification. The average run times of classifications without Chi Square and also with several 
significance values of Chi Square can be seen in Fig. 4. 

 

  

FIGURE 4. Comparison of classification run time among Chi Square significant levels and also without Chi Square. 

From Fig. 4, it is obviously that Chi Square speeded up the computation time of classification. Run time of 
classification held by using Chi Square is three to seven times faster than without using Chi Square. However, Chi 
Square degraded the system performance. This comparison can be seen in Table 6. From Fig. 4, it is also obviously 
that each significance level of Chi Square influenced the speed of run time. The lower value of significance level made 
faster the run time.  

Misclassified Data 

In the process of classification, there were documents that were failed to be classified by system. 
Misclassification can be caused by any of the following reasons, 
a. The number of words that make up the document tends to be slightly to the range of one to nineteen words. 
b. There is an essential feature that is missing resulted by previous processes. 
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c. There is a dominant conditional probability of a term given of a particular class, so that when the term appears in 
a document with a different class, the document likely to be identified as the documents that are in a more 
dominant class. 

Comparison of Results against Baseline and Other Studies 

Table 7 displays comparison of our result against the baseline and other studies for the same subtasks and domain 
of SemEval-2014. It can be seen from Table 7 that the system we built ranked seventh in the subtasks and domain, 
and also it is above the baseline performance. 

TABLE 7. Comparison of the system performance 
against baseline and other studies on SemEval-2014. 

Team F1-Measure 
NRC-Can. 88.57 

XRCE 82.28 
UWB 81.04 

UNITOR 80.76 
SAP_RI 79.04 
SNAP 78.22 

Our Research 78.12 
UBham 74.24 
SeemGo 73.75 
SINAI 73.67 

JU_CSE. 70.46 
lsis_lif 68.27 
ECNU 67.29 
UFAL 64.51 

Baseline 63.89 
COMMIT. 59.3 

Summarization of Classification Results  

To facilitate the users in viewing results of aspect-based sentiment analysis on the overall reviews, the 
summarization of restaurants domain was carried out in the form of rating for each aspect. The rating of each aspect 
was calculated based on the number of each polarity (positive, negative, conflict, and neutral) on the corresponding 
aspect. The summarization of restaurants domain in the form of rating chart can be seen in Fig. 5. 

 
FIGURE 5. Summary of aspect-based sentiment analysis results. 
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CONCLUSION 

Based on several conducted tests, it can be concluded that Naïve Bayes classifier performed well for aspect-
based sentiment analysis with the best F1-Measure of 78.12%. The best F1-Measure for aspect classification is 
88.13%, and the best F1-Measure for sentiment classification is 75%.  

The POS tagging approach and the Chi Square method can be involved for features selection which are further 
used for classification process in Naïve Bayes classifier. The Chi Square also has been proven to speed up the 
computation time in the classification process of Naïve Bayes although it degraded the system performance. 

In addition, visualizing the classification results in the form of rating chart based on specific aspects of the 
product is helping viewers to capture a general conclusion regarding to the assessment on the product. 
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