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ABSTRACT: We discuss JT gravity in AdS and dS space in the second order formalism. For
the pure dS JT theory without matter, we show that the path integral gives rise in general
to the Hartle-Hawking wave function which describes an arbitrary number of disconnected
universes produced by tunnelling “from nothing”, or to transition amplitudes which describe
the tunnelling of an initial state consisting of several contracting universes to a final state
of several expanding universes. These processes can be described by a hologram consisting
of Random Matrix Theory (RMT) or, we suggest, after some modification on the gravity
side, by a hologram with the RMT being replaced by SYK theory. In the presence of
matter, we discuss the double trumpet path integral and argue that with suitable twisted
boundary conditions, a divergence in the moduli space integral can be avoided and the
system can tunnel from a contracting phase to an expanding one avoiding a potential big
bang/big crunch singularity. The resulting spectrum of quantum perturbations which are
produced can exhibit interesting departures from scale invariance. We also show that the
divergence in moduli space can be avoided for suitable correlators which involve different
boundaries in the AdS/dS cases, and suggest that a hologram consisting of the SYK theory
with additional matter could get rid of these divergences in general. Finally, we analyse
the AdS double trumpet geometry and show that going to the micro-canonical ensemble
instead of the canonical one, for the spectral form factor, does not get rid of the divergence

in moduli space.
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1 Introduction

Fascinating connections between a class of spin systems and two dimensional gravity have
been uncovered in the past few years. The SYK model [1-3] is the best studied example
of such a spin system and exhibits an interesting pattern of symmetry breaking, with its
low-energy dynamics being governed by Goldstone-like modes described by the Schwarzian
action. The same Schwarzian theory arises in JT gravity [4, 5] in two dimensional Anti-
de Sitter space (AdS) which in turn has been shown to quite universally describe the
near-horizon dynamics of a wide class of near-extremal black holes, [6-9].

JT gravity in two dimensional de Sitter space (dS) is another interesting system to
study. One can hope to use the simplicity of this theory for understanding some of the
conceptually interesting and deep questions of de Sitter space in general. In [10, 11] it
was proposed that JT gravity in dS space can also be described by a version of Random
Matrix theory which arises in the study of the AdS case, [12], and which is related to the
low-energy sector of the SYK theory.

This paper has two motivations. First, to study the behaviour of JT gravity in dS
space in more detail, including the pure JT theory and also the theory with extra matter
which gives rise to propagating degrees of freedom in the bulk. Second, to analyse certain
divergences which arise both in the AdS and dS cases for JT gravity coupled to matter,
when we consider the theories at higher genus or with multiple boundaries, as has been
discussed in earlier work, [13], in more detail.

Some of the key results of the paper are as follows.

We consider the pure JT theory in dS space and discuss the path integral in the second
order formalism. We argue that there is a non-trivial amplitude in the quantum theory for
producing a single universe, or an arbitrary number of disconnected universes, by “tunnelling
from nothing”. The path integral is carried out along the contour discussed in [10], and
involves in general an intermediate “-AdSs” geometry with two time-like directions, i.e. with
signature (0,2). It gives rise to the Hartle-Hawking (HH) wave function for producing one
or several disconnected universes, or alternatively, depending on the analytic continuation
which is carried out in the vicinity of each boundary, it gives the transition amplitude
for n_ initial disconnected universes to tunnel to n disconnected universes in the future,



with n_,ny taking arbitrary values. The higher genus or additional boundary amplitudes
are suppressed by a factor of X%, where y = 2 — 2H — B is the Euler character of the
intermediate geometry and B, H are the number of boundaries and handles. Sy is related,
upto a factor of 2 to the entropy of the extremal black hole in 4 dimensions from which the JT
theory arises after dimensional reduction. This quantisation of dS JT gravity therefore leads
us to the dizzying picture of a multiverse, where quantum tunnelling can change the number
of universes. These results also agree with those obtained in the first order formalism, [11].

We also discuss the proposal, [10, 11], mentioned above, that dS JT theory has a
hologram consisting of Random Matrix theory (RMT) in the double scaled limit considered
in [12]. The RMT hologram lives on the various spatial boundaries of the disconnected
universes involved in the HH wave function or the transition amplitudes, with the matrix
giving rise to spatial translations along each boundary. We suggest that in fact this proposal
can be further extended with the SYK theory being the hologram instead of RMT. The
SYK model and RMT should approximately agree when the (renormalised) length of each
boundary is big in units of the scale J, which is the single energy scale that characterises
the SYK model. This extension should correspond to adding extra degrees of freedom on
the gravitational side which remain to be understood better.! In fact this is an interesting
proposal to consider both in the context of 2 dim. gravity in dS and AdS space. For some
discussion along these lines see also, [11].

Another topic we discuss in the paper is to consider an orbifold of dS space, obtained
by making an identification along a spatial direction. The spatial direction shrinks to
vanishing size at some time in the orbifold theory giving rise to an interesting toy model for
a big crunch or big bang singularity. Once matter is added we argue, based on the method
of images, that the classical theory has a singularity where the dilaton, ¢ —+ —oc. The
interpretation that a sufficiently negative value of the dilaton corresponds to a singularity
is motivated by thinking about JT theory as the dimensional reduction of a near extremal
black hole in 4 dim. dS space, with the dilaton being the radius of the S%. One might wonder
if quantum effects can cure this singularity. We study this question in the semi-classical
limit where quantum effects of conformal matter are included and find that the singularity
persists along a spacelike locus in the resulting theory.

Next, we turn to the full quantum theory where the gravity-dilaton system is also
quantised. After carrying out a path integral quantisation of the “double trumpet” geometry
we find that the system can have a well defined transition amplitude for the universe to start
off as a contracting dS spacetime in the far past and tunnel to an expanding dS phase in the
far future. The resulting final state wave function for the matter fields depends on the initial
conditions for matter. And the spectrum of perturbations, which is the analogue of CMB
perturbations in this toy model, shows interesting departure from scale invariance which can
persist up to length scales much smaller than the size of the universe. This toy model there-
fore illustrates the possibility of a cosmology, alternative to the big bang, where the expanding
universe arises after tunnelling from an initial smooth spacetime with potentially observable
consequences in the spectrum of quantum perturbations which are produced at late times.

!See [14, 15] for some discussion on this issue in AdS space.



More precisely, we find the well defined transition amplitude, referred to in the previous
paragraph, arises only if the massless scalar fields we study have appropriate twisted
boundary conditions along the spatial direction. In the quantum theory, the path integral
involves a sum over a modulus, which is related to the size of the spatial direction, and
if the matter boundary conditions are periodic instead, without a twist, the integral over
moduli space blows up, as was discussed earlier in [13], and the path integral is ill-defined.
With twisted boundary conditions too, while the divergence is avoided for the particular
tunnelling amplitude we analyse, it is likely to arise at higher genus or in the case with
additional boundaries.

The divergence in moduli space, or their absence, is also a feature of the path integral
with matter in AdS space, instead of dS space, since the path integrals are closely connected
to each other. We have mentioned above in the discussion of the pure JT theory the
possibility of a boundary hologram being the SYK model. In the presence of extra matter,
to control the divergences in moduli space in general, we suggest that one can consider
a further extension of this proposed hologram where additional light matter is added to
the SYK theory. We discuss how this can be done and argue that the resulting quantum
mechanical system should then give finite results. A proper understanding of how this
works on the gravitational side is left for the future.

Two other results we obtain are worth mentioning here. For massless scalar fields we
find that even with periodic boundary conditions the divergence in moduli space can be
avoided if one is calculating the path integral with an appropriate number of cross-boundary
correlators connecting the different boundaries. The analysis we carry out is in AdS space
and is similar to what was found in [16, 17] with massive fields. We also analyse with
considerable care the double trumpet path integral with matter in AdS space and argue
that changing ensembles and going from the canonical to the microcanonical one, does not
allow us to control this divergence and extract a finite result.

The paper is organised as follows. In section 2 we elaborate on the classical solutions of
JT gravity. In particular, in the JT theory in de Sitter space with a black hole we verify that
the second law of thermodynamics is satisfied if the matter satisfies the null energy condition,
when one includes both the cosmological and black hole horizons. In section 3 we study
the semiclassical theory of JT gravity with matter in the orbifold backround mentioned
above. In section 4, we discuss the full quantisation of JT gravity in the presence of matter
and the various related points concerning analytic continuations from AdS, multi-boundary
generalization, connections to Random matrix theory etc. In section 5 we discuss the double
trumpet geometry in the presence of matter with twisted boundary conditions and also
correlations functions with insertions on both boundaries. In 6, we discuss that spectral form
factor and its behaviour in the micro-canonical ensemble. Section 7 ends with a discussion
about SYK theory coupled to additional matter as a possible hologram to JT gravity with
matter in dS and some open questions. Appendix D contains detailed discussion about
attempts to canonically quantise the JT theory in AdS/dS space. Appendix E, F contains
some important details related to section 5. including the calculation of the 4 point OTOC
in the double trumpet geometry. Appendix G is has more details concerning section 6.

Some important references pertaining to this paper include, [6-8, 10-13, 18-81].



2 De Sitter JT gravity with classical matter

In this section, we shall first analyze the classical behaviour of JT gravity in dSo spacetime.
Let us introduce the basic setup. To avoid repetition of various equations in the absence and
presence of matter, we write most the of equations in general form in the presence of matter
but restrict to matter-less case wherever needed by turning the off the stress tensor for
them. The action for Jackiw-Teitelboim (JT) model in 2D de Sitter spacetime is given by,

(/deﬂ¢(R2)2/k)dyﬁ¢K>, (2.1)

—1
Lyr = 167G
where G is the 2D Newton’s constant, R is the Ricci scalar, K is the extrinsic curvature of
the boundary and ¢ is the dilaton field. The boundary term in the above action is the usual
Gibbons-Hawking term added to render the variational principle well-defined for Dirichlet
boundary conditions on the metric and dilaton. Note that a boundary term proportional
to length of the boundary is added in AdS consistent with holographic renormalization,
as a counterterm to cancel divergence that arise in the path integral when the length of
boundary diverges. In de Sitter context that we are interested here, we use eq. (2.1) to
compute the wavefunction and such a counterterm is not to be added. Note we have chosen
units where the cosmological constant is 2.

We consider the JT theory along with conformally invariant massless scalar fields whose
action denoted by I,,, is given by

N
Im = §/d2x\/—g(vug0k)2 (2.2)
k=1

where N is the number of species of matter fields. The factor of 7 inlcuded in the actions
above is so that the path integral in terms of the action just becomes

7= / [Dg] [Dg] [Dpy] ¢ 1= (2.3)

The matter fields only couple to gravity and not to the dilaton ¢. So, the equation of
motion obtained by varying the dilaton is given by

R-2=0 (2.4)

which shows that spacetime is always dS space. Working in the conformal gauge in which
the metric takes the form,

ds? = *77) qutda (2.5)
eq. (2.4) becomes
8040 _w +2e* =0 (2.6)

with one of the solutions being given by

4
i s = ds? =

@ —2) 2d:c+d:u_ (2.7)

(2% —a7)



Varying the JT action eq. (2.1) with respect to the metric gives

2 41
Nt e (VY — 9 720 — gu) (2:8)

Including the contribution from the matter fields, the equations of motion obtained by

varying the metric are given by

8 G(V Vo — guuv o — guu¢) THT)a (2'9)

with T;ST) being the matter stress tensor, defined by

28I,
/=g dgm

Note that the above definition of stress tensor might seem odd at first sight due to an extra

’LT(m)

(2.10)

factor of i, but a glance at eq. (2.2) shows that there should indeed be such a factor to
compensate for a factor of ¢ in the definition of the action. In the conformal gauge eq. (2.5),
eq. (2.9) becomes

—e®0. (e 010) = 87GTYY, (2.11)
2040_¢ + e* ¢ = 167GT" . (2.12)

Let us first analyze the theory in the absence of matter. Working in the coordinate system
eq. (2.7) and setting Tisyyn) = 0, we get the solution for the dilaton as

a+blxt+a7)+cxtx
(z% —a7)

¢ = (2.13)

where a, b, ¢ are arbitrary constants. Doing an SL(2,R) transformation of the coordinates

T, 27, we can get the dilaton to the form

1—pxta

¢ = , p="b*—ac (2.14)

zt —x—

where p is a real parameter which can be either positive, negative or zero.
We analyse all three cases below. Before doing so, let us note the following two facts.
First, dSs in global coordinates is given by

ds? = —d#? + cosh? 7 df? (2.15)

with 7 € [—00, 00], and 6 [0, 27], spanning a circle of length 27. These coordinates cover
all of dS space. The transformations eq. (A.9)(A.11)(A.13), relates these to & poincare
coordinates above. The transformation eq. (A.9) the relates the coordinates to (* = 0+,
with 7, € [0,7],0 € [0,27] in terms of which one can easily obtain the Penrose diagram
shown in 6. Note that, as is well known, the Penrose diagram for global dS is a rectangle,
and a light ray which starts at 6 = 0 at time 7, = 0 reaches the antipodal point of the circle
6=n asymptotically in the far future.



Second, 2 dim. JT gravity can be thought of as arising from higher dimensions after
carrying out a dimensional reduction, with ¢ being related to the volume of the internal
space. Keeping this interpretation in mind we will impose that a singularity arises in the JT
theory when ¢ becomes sufficiently negative in value. For example, as was discussed in [10],
the JT theory is obtained from 4 dim Einstein theory with a positive cosmological constant
after dimensional reduction, by considering a black hole which is close to extremality, with
the cosmological and black horizons close together. Assuming spherical symmetry, the 4
dim. metric can be written as

ds? = gapdr®da’ + ®3(1 + $)dQ> (2.16)

where g,z is the two dim. metric and @ is the value of the horizon radius at extremality.
¢ then plays the role of the dilaton in the 2 dim. JT theory which arises in the near-
extremal limit.

We see in this case that when

¢=—1 (2.17)

the volume of the internal S? vanishes and in fact a curvature singularity arises in the 4
dimensional theory at that locus. With this example in mind, in our subsequent discussion
for definiteness we will take the singularity in JT theory to be located at ¢ = —1. No
important consequences will depend on this precise value.

Let us now consider the three solutions found in Poincare coordinates in eq. (2.14).

zt
Vel

global coordinates we find the dilaton to be

For u < 0 after a rescaling z& — — and using eq. (A.13), (A.9) to go from Poincare to

¢ = —/|p|sinh 7 (2.18)

We see that when 7 becomes sufficiently big a spacelike singularity arises. E.g., for ¢ = —1,
the singularity occurs when sinh 7 = 1/./]u.

Next consider the case p = 0. Here, a singularity will occur along a curve z+ — 2z~ =
const which is again spacelike. For the dilaton taking the form, ¢ = A/(z™ — 27), which is
obtained by rescaling the coordinates in eq. (2.14), the singularity with ¢ = —1 occurs at

rt

— 2~ = —1/A, which is shown in figure 7.

Finally, we take the case u > 0. Here, rescaling 2+ — —ﬁxi, and a further change of
variables to (r,6), by the series of transformation eq. (A.27), (A.25), (A.23), allows us to
recast the solution as,
dr?

ds? = R + (12 — p)d? (2.19)

¢=r (2.20)

The variables (r,6) do not cover all of dS; but can be extended to do so, patch -wise in
standard fashion. The variable 6 has the range, § € [—o0,00]. For r € [—\/1, \/11] we get the
static patch of dS between a cosmological and black hole horizon, see figure 1. The region



r < —,/p lies inside the black hole horizon, while r > /i lies outside the cosmological
horizon. The black hole singularity, at ¢ = —1, lies at »r = —1. Requiring this singularity to
be inside the black hole horizon gives the condition

Vi <1 (2.21)

Bigger values of p give rise to a naked singularity. On the other hand, the smallest value p
can take is p = 0 which gives the extremal or Nariai limit.

It is worth noting that the Penrose diagram for this case can actually be extended
infinitely to give a chain of universes connected across regions containing black holes, as
shown in figure 9.

Finally let us mention that we can consider an orbifold of the solution eq. (2.19) which
is obtained by an identification along the 6 direction, which is an isometry. To describe this
orbifold we first rescale the coordinates and reexpress the solution in eq. (2.19) as

dr?

T+ (r? —1)d6* (2.22)
¢ = Ar (2.23)

where A = ,/p. Next let us make the identification
0 ~0+b. (2.24)

This is done in the two Milne patches, corresponding to 2 > 1, which are marked regions I
and II in figure 1. The regions III and IV, where 7% < 1, are not included in the spacetime
anymore, this can be done consistently since no world line leaves the resulting spacetime.
We will discuss this orbifold and the resulting cosmology in greater detail below.

For now let us note that once the regions 72 < 1 are removed from the spacetime it
does not have a singularity where the dilaton takes value ¢ = —1, more generally where the
dilaton becomes sufficiently negative. However, the resulting spacetime now has a conical
singularity at » = 1 where the 6 circle shrinks to zero size. This spacetime can therefore
be thought of as a simple prototype of a cosmology containing a big crunch/ big bang
singularity. Let us also note that while there are no closed time like curves in it, there are
closed null curves, as will be discussed in subsection 3.1 briefly.

2.1 Some aspects of thermodynamics

In this subsection, we shall discuss some aspects of thermodynamics in dS,. We will work
in the static patch, shown as region III in figure 1, which has metric

dr?
p—r?

ds* = —(u —r?)d6* + (2.25)

with a time-like Killing vector dy. This region contains a cosmological horizon located at
r = r. =,/ and a black hole horizon at r = r, = —,/u. The entropy of both horizons



is proportional to the value the dilaton takes on them. Matching with the 4 dim theory,
appendix C, gives

_ %

Sh - 4G’

(2.26)
so we learn that the cosmological and black hole horizons have entropy :l:}l/—g. Negative
entropy is strange, in fact more correctly, the entropy in the dimensionally reduced case for
each horizon is given by S = % but we will drop the constant term in this section since
we are mostly interested in changes of entropy. It is easy to see that the cosmological and

black hole horizons both have temperature

T= @ (2.27)
2

Thus while the black hole horizon has a negative specific heat, dS/dT" = — 47, the cosmolog-
ical horizon has a positive specific heat, dS/dT" = 5. There is no natural notion of mass
one can associate with the black hole in this case; a “thermodynamic” definition could be
given so that the first law dM = T'dS, is satisfied. This leads to the change in mass being
related to the change in the parameter u by, M = —ﬁ&u. We remind the reader that
the parameter p takes values 0 < p < 1.

We will now consider what happens in the presence of matter. Let us summarise the
behaviour here. We see below that when matter (satisfying the weak energy condition)
comes out of the past horizon of the black hole and falls into the cosmological horizon, the
entropy of the black hole decreases and that of the cosmological horizon increases by the
same amount, keeping the net change to be zero. Also, the temperature of the black hole
goes up, since it has negative specific heat, while that of the cosmological horizon also goes
up by the same amount, making them both equal in the future as well. When matter falls in
from the cosmological horizon into the black hole the entropy of the black hole goes up and
its temperature goes down, while the entropy of the cosmological horizon goes down, and
its temperature also goes down by the same amount. In all cases, whether matter comes
out of the past horizon of the black hole or the past cosmological horizon, the entropy of
the future black hole or cosmological event horizons are non-decreasing functions of horizon
affine time in accordance with the second law of thermodynamics.

In more detail, consider the black hole configuration in Poincare coordinates as

ds? — 4dxtdz~
(et —a)?
1 — poxta~
S i S 2.28
PR s 2.29)

These coordinates are related to (rs,6) (A.39) by?

zt=— 1 coth (M(Q + T*)> , T = —L tanh (M(Q - T*)> (2.29)
N 2 N 2

2The Poincare coordinates actually do not cover the whole static patch and break down at §+7. = 0 where

xt — doo. To be careful one can use the coordinates 1/z", 2~ instead, or use the Poincare coordinates in
coordinate patches where they are valid, and paste the resulting solutions together.
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Figure 1. The yellow line corresponds to a pulse of shockwave coming out from the past black hole
horizon and falling into the future cosmological horizon. The blue line corresponds to a pulse of
shockwave falling from the past Cosmological horizon to the future black hole horizon.

Now consider general infalling classical matter satisfying the null energy condition such that
T+ >0, 7T__>0,7T_=0 (2.30)

The general solution to the equations governing dilaton eq. (2.11), (2.12) can be
written as

h(z™) + k(z™)

6= M) W) K ) (231)

where the functions h(z™), k(z™) satisfy

" (z7) = —167GT-_
K" (%) = 167GTy (2.32)

Thus the general solution can be obtained simply by linearly superposing the response to
the left and right-moving stress tensors. The starting solution eq. (2.28) can be obtained
by taking,

h(a™) =1 — pola™)2 k(z™) =0, (2.33)
Now consider a shock wave consisting of right moving matter with the stress tensor,

B
T = =0, (2.34)

which falls into the black hole from the cosmological horizon moving along the trajectory
2~ = 0, The resulting solution is given by

he™) =1 - pola™)? + O(—z Ju_(a~)? (2.35)

(with k(zT) = 0), where O(x) is the Heavyside theta function. We see that the value of pg
decreases to u = g — u— once the shock wave passes. It is easy to see that this corresponds
to the “mass” of the black hole going up, once the shock wave falls into it, with an increases
in its entropy and a corresponding decrease in the cosmological horizon’s entropy.



Similarly we can consider a shock wave which comes out of the past black hole horizon
with stress tensor,

_ P+ + _ o+
T++ = 87TG6(CL' CL'l ) (236)

we take a non-zero value of ", since olzT| > 1, eq. (2.29)). Starting with eq. (2.33
1 H
the solution is now given by

ba*) = us(a® - af)?0( - af) (2.37)
with h(z~) being unchanged from eq. (2.33). The resulting value of the dilaton for z > 27
is then

so that the discriminant, eq. (2.14), takes the value, b* — ac = g + p (ud(x1)? — 1) which
is greater than pg since from eq. (2.29) (/o z{)? = coth? (M) > 1. Comparing
with the discussion in the previous section we find that the entropy of the black hole goes
down at late times, and once the shock wave passes the cosmological horizon its entropy
goes up by the same amount.

In the examples above we took the stress tensor to satisfy the null energy condition and
in both cases, as mentioned before the entropy of the future black hole and cosmological
horizon increases. It is easy to argue that this will be true in general. Consider a situation
where initially matter falls in from the past cosmological horizon or out from the past
black hole horizon for some time and then things settle down with the metric at late times
being of the form eq. (2.25) with a time-like killing vector. Let the final black hole and
cosmological event horizons be located at z+ = 1‘2_ and = = z_ respectively and let A,
and A, be the affine parameters for the two horizons which satisfy,

dx~ n

Dy —(@" — )’
dz* +_ 2
IV (x7 —x) (2.39)

respectively.
Then using eq. (2.31) and from the equations of motion eq. (2.32) it is easy to see that

2

% = (zf —27)?0_((xf —27)?0-8) = —2m(axyf —27)'T__ <0 (2.40)
b

eSS L

T = (& a7 0 (o — a70,8) = ~2(a; —#*)'Tyy <0 (241)

Now in the far future when A, . — o0, since the time dependence ceases, dS/d\. and dS/d\,,
vanish. It then follows that dS/d\.,dS/d)\, must be non-negative at finite Ay . respectively
and thus the entropy along the two future horizons must be a non-decreasing function of
affine time.

~10 -



Figure 2. A shockwave of appropriate strength causes the spacelike singularity originally hidden
behind the black hole horizon to stretch outwards covering an entire spacelike slice.

We end this section with two comments. First, we considered here the effects of classical
matter. One can also consider the behaviour of the generalised entropy, along an event
horizon or a future @) screen, in the semi-classical theory, which we describe below, with
matter being in various quantum states. We leave such a more complete analysis for the
future. Second, we discussed above what happens in the presence of in-falling or outgoing
matter in the static patch region of spacetime. It is also interesting to look at the behaviour
in other regions. When matter is thrown in from the asymptotic past (the lower Milne
patch shown as in figure 1, the black holes goes towards extremality and eventually the
cosmological and black hole merge. Any excess matter above the extremal limit, when
thrown in from past infinity, causes a spacelike singularity to appear. E.g., starting with a
black hole with mass parameter p, if we throw in matter along a shock wave with a stress
energy tensor of the form in eq. (2.34) with u_ = pp, we find that a singularity forms,
stretching along an entire spacelike slice extending outside the infalling shockwave. This is
shown in figure 2, spacelike singularity inside the black hole has extended over a spacelike
slice outside the shockwave.

In this sense then dS JT gravity is “prone” to forming singularities. The y < 0 and u =0
solutions, eq. (2.14) already have spacelike singularities as discussed above near eq. (2.18).
The g > 0 solution has a singularity but hidden safely inside a black hole horizon. However
once enough matter is sent in, past extremality, again a spacelike singualrity appears.

3 Quantum matter and an orbifold

Here we consider the effects of quantum matter. More precisely we work in the semiclassical
limit where we add N massless scalar fields, with the action eq. (2.2), where

G — 0, N — 0o, GN = const (3.1)

In this limit the metric and dilaton continue to be described by their classical equations
of motion, since their action in eq. (2.1) has a 1/G factor in front, while the matter fields
which evolve in this classical background are quantum mechanical. We see from eq. (2.2)
that the matter fields do not couple to the dilaton. Its equation of motion is therefore
unchanged from eq. (2.4) and tells us that the geometry continues to be (locally) dS space.
The equation of motion for the metric are now given by eq. (2.11), (2.12) with the stress
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tensor T, being replaced by its expectation value (T},,) in the appropriate quantum state
for the matter fields.

First let us consider Poincare vaccum for the left and right movers, with the conformal
anomaly given by

ou_ NR

Working with Poincare coordinate system eq. (A.28) the general solution for the dilaton is
given in general by

a+bzt +z7) +cata N GN

(xt —27) 3 (3:3)

¢ =

Comparing with eq. (2.13) we see that the effect of matter is only to shift the value of the
dilaton. The discussion in section 2 about the three kinds of solutions, eq. (2.14) therefore
carries over here too once we account for this shift. Note that in obtaining eq. (3.3) we used
the fact that if the metric is given by

ds® = —f(¢*,¢T)dt d¢ (3.4)

in some set of conformal coordinates (¢,(™), the stress tensor in the ¢, (™ vacua is
given by

1 .1 _1
Tcici:_ﬁfd ?if 2, (3.5)

see eq. (B.15) and therefore vanishes in the Poincare vaccuum.

Now consider dS space containing a black hole, after suitable rescaling this is the
solution in which the metric is given as in eq. (2.22). Starting with this case we saw in
the previous section that when matter meeting the null energy condition is thrown in, the
black hole evolves towards extremality and if additional matter is thrown, past that point,
it leads to a spacelike singularity. The quantum stress tensor however does not have to
meet the null energy condition and it is interesting to ask about the more general behaviour
that can then result.

We will in particular be interested in the “lower Milne wedge” region shown in figure 1
which is bounded by two cosmological horizons, and in what happens when matter is
thrown in from this region in the far past. Well defined coordinates on the two cosmological
horizons where r — 1 are given by Kruskal coordinates, see eq. (A.32) and figure 8,

X =t Xgp=et (3.6)

at Hy where 6 — oo,r. — —o00, X = 0, while at Hy where 6§ — —oo,r. — —00,
X;g = 0. It is easy to see that the Kruskal and Poincare coordinates are related by
SL(2,R) transformations and therefore the stress tensor components in both the Kruskal
and Poincare vacua are the same and vanish. As a result, in particular the stress tensors in
these vacua are well behaved at the two cosmological horizons.
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Now let us consider more general states. The metric eq. (2.19) has an isometry along
the 0y direction and an interesting class of states are those for which (7},,) is invariant
under translation along this direction. Imposing that the Lie derivative of the stress tensor
along this direction vanishes and that it is conserved leads to a two parameter family of
allowed stress tensors, which in Poincare coordinates becomes:

A

Tptg+ = 7(1 @) (3.7)
Ty = L (38)

(1—(z7)%)?
where A, B are free to vary taking values which can be both positive and negative.
The corresponding components in Kruskal coordinates, obtained using eq. (A.36), are

A
XXk T a(xh)e
B
Ty x- = 12 (3.9)

We see if A, B are non-vanishing the corresponding components in Kruskal coordinates
blows up at either H; or Hs and one therefore expects that the back reaction becomes big
in the vicinity of the locus r — 1.

In fact the solution for the dilaton is easy to obtain. For simplicity let us take the case
where B = A. In poincare coordinates the solution is then given by

xtr——1

zt—z~

izt +eo(xt+x7)+c3
Tzt —x~

b= G?f\f+47rGA—|—47rGA< )(tanh_1x+—tanh_1$_)+

(3.10)

The last term dependent on c1, co, c3 is simply the solution to the homogeneous equations
without the stress tensor source turned on. By an appropriate choice of these constants we
get a solution which preserves the symmetry under dy translations with the dilaton given
in terms of r, defined in eq. (A.27), by,

_ GN

10) 5 +47GA — 47GAr, cothr, — ¢cothr, (3.11)

In the asymptotic past, where r, — 0~ with ¢ > 0 we see that the solution meets the
boundary condition that ¢ — co. When we come close to the region, r — 1, r, — —o0,

& — —ATGA|r|. (3.12)

And for A > 0, when the null energy condition is satisfied, we see that ¢ — —oo and it
follows that a spacelike singularity forms as r, — —oco, as we would have expected from the
previous discussion of classical matter. But when A < 0 and the quantum stress tensor
violates the null energy condition, something different and quite interesting happens —
now ¢ — +o0o. The reader will recall that ¢ arises as the radius of the internal space
when we obtain JT gravity from dimensional reduction; ¢ — +o0 therefore would imply
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that the internal volume is diverging and the spacetime is de-compactifying. However this
happens for finite affine or proper time for geodesics in the resulting spacetime and not in
an asymptotic dS region, suggesting that perhaps in the underlying theory one might be
able to go past the region near r = 1. Unfortunately, a proper analysis requires us to go
beyond the realm of validity of the JT theory, and we will have to leave the study of this
fascinating possibility, in a more complete model, for the future.

3.1 The orbifold

We now turn to studying an orbifold of dS space and its behaviour in the presence of
quantum matter. The orbifold we discuss was introduced above in eq. (2.22) and eq. (2.24).
More precisely we start with dS space consisting of the four regions — the two Milne regions,
I, II, and the “Rindler” regions III and IV, see figure 1, but after carrying out the orbifold
identification, eq. (2.24) we only retain the Milne regions I and II in the spacetime, see
figure 3. We can do this because no world lines leave the regions I and II, once the orbifold
identification eq. (2.24) has been made. As r — 1 we note that the length along the spatial
0 direction between 0 < 6 < b shrinks to zero size, making this spacetime an interesting
prototype for a big crunch/big bang singularity.

The nature of the underlying spacetime becomes clearer in Kruskal coordinates X ;g, Xy
eq. (3.6). In the lower Milne patch, the metric and dilaton are given in these coordinates by

e = AaXjdXy
(14+ X1 X5)?
1-XgXF
o= AL XX (3.13)
1+ X5 Xg
The boost eq. (2.24) under which the points are identified acts by taking
X — Xfe?, Xg— Xge™ (3.14)

We see that the locus r = 1 is given by X?}X = 0. Thus the spacetime has null closed
curves, along, X - = 0 and X}E = 0 and an orbifold singularity at X;g =X,=0

Before considering quantum states for matter let us briefly consider the effects of adding
classical matter. One might intuitively expect that the back reaction becomes big near the
orbifold point, where space is shrinking, and a singularity arises in its vicinity. This ties in
with what we observed in the previous section for dS space without the orbifold, namely
that excess matter beyond the extremal limit causes a spacelike singularity to appear at
which spacetime terminates. Intuitively, one would expect any matter in the orbifold theory
to have “multiple images” and these images to amplify the effect of the matter leading to a
singularity near the orbifold point.

We have carried out a preliminary analysis which supports this intuition. For concrete-
ness let us take a shock wave travelling along the 2" direction (right moving) from the
asymptotic past. One can calculate its effect on the dilaton by the method of images as
discussed in appendix B.1. One finds after adding the images that the total mass being
added to the system is very high, in fact it diverges, see appendix B.1. And this leads to
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/

Figure 3. The Milne patch where the orbifold identification is made. The green coloured region
corresponds to the orbifold geometry.

the conclusion that a spacelike singularity, in effect a big crunch at which spacetime ends,
should appear. However, this conclusion is a bit preliminary, since it could be that the
method of images might itself be perhaps breaking down. and we leave a more complete
analysis of this issue for the future. For a discussion of the use of the method of images for
studying back reaction in such orbifold models in higher dimensions see [82] and for related
discussion, see [83, 84].

Next, let us consider some quantum states. Like above we consider states which preserve
the 0y symmetry of spacetime, the resulting stress tensor should then also preserve this
symmetry and be of the form discussed above in eq. (3.7), (3.8). One would expect that
the orbifold identification which has lead to the spacelike direction # becoming compact
would result in an extra contribution to the stress tensor due to the Casimir effect and this
contributions scales inversely with b. The Casimir contribution is also expected to violate
the null energy condition, i.e. the resulting contribution to 7 or 7__ would be negative.

In appendix B.2 we describe one state for which this Casimir effect is calculated. The
resulting stress tensor has the form, eq. (3.7), (3.8), for Ty ; and similarly for 7 _ with
A = B and its value being given by

1 472

Note, that in the b — oo limit this is the stress energy in the state which is the vacuum
for the modes, log(—X}),log (X;), i.e. the “Schwarzschild” modes. We see that as b — 0
the Casimir effect gets more pronounced and A more negative. From the analysis above it
follows that in this case ¢ will diverge near the orbifold singularity where r — 1. It would
be wonderful to be able to investigate the behaviour of the higher dimensional version of
such a model more completely.

In the following section we will turn to quantising the full theory, including the metric
and dilaton sector. It will turn out that the path integral, for appropriate topology, involves
a sum over all values of b. After carrying out the path integral we will find in some cases
that a transition from the far past to an expanding universe in the future is indeed possible.
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4 Quantisation of JT dS gravity

We now turn to quantising the full theory including the metric and dilaton sector. In fact,
in this section we will only consider pure JT gravity, without matter. The JT theory can
be quantised in the first order formalism where it gives rise to BF theory, see e.g., [12] or in
the second order formalism, [13], where one works directly with g, ¢.

Let us summarise some of the key points in the previous literature and also in the
discussion below at the outset here. With one boundary, the path integral, subject to
appropriate boundary conditions, gives rise to the Hartle-Hawking wave function of the
universe, which describes the universe being “born” by tunnelling out of “nothing”, [37].
When we are dealing with multiple boundaries the path integral, depending on the contour
chosen and the analytic continuation carried out, either gives rise to the HH wave function
for producing several disconnected universes, or transition amplitudes for some number, n,
of universes in the past to evolve to m universes in the future.

We will be interested here in asymptotic boundaries in dS space, which can only be
reached along geodesics at diverging proper or affine time. This corresponds to obtaining
the wave function at “late times” when the universe has a diverging size, or to transition
amplitudes from the far past to the far future. The metric in the vicinity of such an
asymptotic boundary takes the form,

dr?
ds® ~ r*do* — gy (4.1)
We will be interested in boundaries of fixed length [; where the dilaton @B, takes specified
boundary value. Both l;, @B, at an asympytotic boundary diverge and we can write them as

1.
li=—,e—0. (4.2)

Je;’ €

¢B,

Here ¢; is a cut-off defined for each boundary independently and we will be interested in
the limit ¢; — 0. In eq. (4.2) we see that the ratio qui/lAi = Jilz remains finite as ¢; — 0; I;
can be thought of as a “renormalised” length which is also finite.

In general we are interested in the multi-boundary case and at arbitrary genus. The
path integral will then depend on the values ¢p,, ZZ at each boundary.

The JT path integral is evaluated by rotating the contour for the dilaton to be along
the imaginary direction, by taking ¢ — i¢. This gives rise to a constraint that localises the
metric to have constant curvature R = 2. The metric path integral is then done using a
spacetime of constant curvature with (0,2) signature and analytically continuing it to the
dS spacetime of signature (1,1), eq. (4.1). The degrees of freedom which remain are the
moduli, and the boundary reparametrization modes, at each boundary. These are valued in
Diff(S!)/SL(2, R) and described by a Schwarzian action. Each set of these reparametrisation
modes are integrated with a measure which follows from the ultra-local measure for metric
deformations [13] and which exactly agrees with the measure considered earlier in the
literature, [12, 38]. Finally, as mentioned above, in the vicinity of each boundary which lies
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in the asymptotic -AdSs region where the metric can be taken to have the form

d 2
ds® ~ — <r2d92 + :2> (4.3)

for r > 1, we need to continue the metric from signature (0,2) to (1,1) arriving at dS space
in the asymptotic region where the metric is given by eq. (4.1).

4.1 Analytic continuations

In fact two analytic continuations are possible to go from a metric eq. (4.3) to eq. (4.1).
at each boundary and we turn to describing them in some detail next. Note that the
coordinate r in eq. (4.3) can locally be taken to be positive at the boundary of interest, To
continue to dSs in the vicinity of that boundary we can then either take

T — 4 (4.4)
or
r— —ir (4.5)

As was mentioned above the dilaton path integral is done by rotating ¢ — i¢, the bulk
term in the JT action then gives rise to a delta function, 6(R — 2), which restricts the sum
over metrics to constant curvature ones. The only remaining term in the action in eq. (2.1)
then is the boundary term which in -AdSs takes the form,

7lB /
= 4.
SJ ,0 e 5 ds ( 6)

The extrinsic curvature K = V,n# where n* is the outward drawn normal, then goes like
K =1+ corrections, and this gives for the boundary located at rp

gb—B(QWTB) (4.7)

Somo = 81G

at leading order. Now taking the continuation eq. (4.4) or eq. (4.5) gives rise to the action

__igpl

9B
=T 8tG’

i (27['7’3)

Sito=TF r — ar (4.8)
where we used the fact that the length of the boundary is [ ~ 27rp. Since the path integral
in our conventions involves the weighting factor ¥ ~ e~ we get the phase factor in the

wave function

ippl

U~ et (4.9)

with the + arising for eq. (4.4) and the — sign for eq. (4.5). From eq. (4.2) we also see that
at each boundary the phase factor in eq. (4.9) diverges.

What is the physical interpretation of these two analytic continuations? If we carry out a
minisuperspace quantisation in the second order formalism for one universe, the momentum
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conjugate to the length [ is [10] m; = —%, see eq. (D.3), eq. (D.4). Canonical commutation
relations mean that m; = —i0;. Now if the direction of time is taken towards the increasing
value of the dilaton, ¢ > 0, and therefore we learn that for the wave function describing an
expanding universe m;In W = —id;In ¥ < 0. This tells us that for one boundary carrying

—ippl
out the analytic continuation eq. (4.5) which gives from eq. (4.9) U ~ e s+, leads to the
amplitude for a universe which is expanding whereas taking the continuation as in eq. (4.4),

which gives U ~ e%, leads to the amplitude for a contracting universe.> The divergence
in the phase factor in eq. (4.9) can be understood in the minisuperspace approximation
as arising from the fact that for a large expanding or contracting universe one is in the
classical regime, where the WKB approximation is valid.

Similarly, when we consider the canonical quantisation in the first order formalism as
described in appendix D, we find that one can take eé to be a physical clock tppys in the
system. For an expanding universe (in the future where t defined in eq. (D.26) satisfies the
condition ¢ > 0), ej = 2l7r, —%.
Thus we see that the continuation eq. (4.5) gives rise to a state where i, In ¥ > 0 in the

where as for a contracting universe, t < 0 in eq. (D.26), ej =

future whereas the continuation eq. (4.4) gives rise to a state for which i, In ¥ >0 in
the past.

In an analogous manner when we have several boundaries and we continue n of them
using the continuation eq. (4.4) and m using eq. (4.5) we would be describing a transition
amplitude to start in the far past with n contracting universes which tunnel in the far
future to m expanding universes. If all the n boundaries are continued in the same way we
have the HH wave function for producing n expanding universes, eq. (4.5), or n contracting
universes, eq. (4.4).

The different continuations are illustrated for two boundaries in figure 4.

Let us end this subsection with one comment. In AdS space the path integral with one
or more boundaries corresponds to the partition function or to correlations functions of
the partition function of the boundary theory(ies). And a divergent term related to the
one we have discussed above is absent, after a counterterm is added in the action as per
the procedure of holographic renormalisation. This counterterm is local in the boundary
theory and we are legitimately allowed to add it, as per standard renormalisation theory,
when calculating the partition function. However in the dS case we are calculating a wave
function (or a transition amplitude) and the divergent term cannot be cancelled and in fact
has physical significance, as we have discussed above.

4.2 One and two boundary cases
Let us give some more details for the one and two boundary cases now.

One boundary. The one boundary case gives the wave function for one universe with
dilaton ¢ and length I, denoted \If[i, OB

—L¢Bf

3 Also, while we are not considering matter in this section, as discussed in [10], the phase factor, e &=G |
with a Klein Gordon norm, <\il, U) = f dl[i’@l\ll — 61\11\11], gives rise to a sensible positive norm |\I’matter|2 for
the matter part of the wave function, which we will use in section 5.
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Nothing to two universes

Figure 4. AdS to dS double trumpet analytic continuations.

This case is special and one can either consider a contour with metric of (0, 2) signature,
as mentioned above, or (2,0) signature, in evaluating the path integral with one boundary.
The dilaton integral forces the metric to be of constant positive curvature and the (0, 2)
and (2,0) signature contours involve the same metric

r2

d 2
ds® = — ((7-2 —1)df? + —~ 1) : (4.10)

with r taking values » > 1 and r < 1 for the (0,2) and (2, 0) cases respectively. The resulting
path integral gives rise to the Hartle-Hawking (HH) wave function which is obtained by
continuing the result to dSs space.

To continue to dSy from -AdSs case we go to r > 1 and can then take r — —ir, eq. (4.5).
In the (2,0) case we continue at r = 0 by taking » — —ir. Both calculations give the same
answer, as was discussed in section 5 of [13] and gives the wave function corresponding to
the branch of the HH wave function which describes an expanding universe,

3/2 ppi in
UGR(l, ¢p] = Ne® (qﬁlB) P el (4.11)
where Sy is the half the 4D extremal entropy, discussed in appendix C. This result also
agrees with what is obtained in the first order formalism. From the discussion in the
previous subsection it follows that this wave function corresponds to a universe which is
expanding. Note that we have not fixed the overall normalisation N of the wave function.
This normalisation is uncertain partly because the overall normalisation of the measure in
the path integral is ambiguous and also because there is a phase factor whose value needs
to be decided carefully.*

Alternatively continuing the (0,2) or (2,0) metrics by taking » — +ir as given in
eq. (4.4) gives rise to the wave function for a contracting universe, as also follows from the

4With the definition of the measure and our conventions as chosen in [13] we get N = (—327riG)7%. This

gives rise to the phase factor of N, referred to above eq. (4.15), to be 6 = ‘%’or 0=—7.
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discussion above, leading to,

A~

3/2 ippi ing
coni dp| = (N)*eSo (?) eSTrBG' ~aGr (4.12)

Note that while the overall normalisation of this branch cannot be determined either, it can
be shown to be the complex conjugate of the expanding branch wave function.® Accordingly
we have denoted it by (NV)*. Thus we see that the expanding and contracting branches of
the HH wave function are complex conjugates of each other.

We also remind the reader that we have only carried out the path integral in the
asymptotic dS limit where both the dilaton and the length diverge, meeting the condition,
eq. (4.2). Also, strictly speaking, the wave function in both branches contains an extra factor

of the ratio of determinants ﬁ%, see eq. (5.40), (5.41) of [13]. This ratio, depending

on how the determinants are regulated, could go like e?. Such a term, for the asymptotic

dS case, can be absorbed by shifting ¢ by a constant.5

Adding the expanding and contracting branches we see from above that the result we

obtain is
Uun(l, ¢8) = Yk, o5) + Ui (L, 65), (4.13)
which is real.

The (2,0) signature contour is an S? hemisphere which is continued to dS space at the
equator, this is the 2 dimensional analogue of the S* instanton for dS; which was considered
by Hartle and Hawking in defining their wave function [37]. In that case the boundary
condition imposed was that ¥ should vanish for Vh < 0, where Vh is the volume element
of the 3-geometry in ADM gauge, and this also gave rise to a real wave function (its being
real is tied to the CPT invariance of the state).

From the discussion in appendix D it follows that in the minisuperspace approximation
the wave function which agrees with the asymptotic limit, eq. (4.13) is given by,

R 712 ) /12 — 472 ) /12 — 472
(i, ) = %0 N (l i > goq) (LBVE AT iy (( 28V AT

4G \ 2 — 472 871G 2 RYe.

(4.14)

where Hél), (22) are the Hankel functions of the first and second kind respectively and
denoting the normalisation A in eq. (4.11) by N = |[N]e? we have

e = —¢0=%) (4.15)

For a = 0 we find a rather nice result,

U(l, ¢p) = —e% V] ( 197 >J2 Oyl i (4.16)

2V/G \ 2 — 472 871G

®Any phase in the overall normalisation of the measure will be common to both branches and is a

standard phase ambiguity in the wave function in Quantum Mechanics.
SWhen there are more than one boundaries this shift (by the same constant) will take care of such a
term at all boundaries.
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This wave function is well defined at the turning point where [? = 472 and it vanishes when
[ —0or ¢ — 0. However, as mentioned above, we are not able to fix the phase e? with full
certainty and therefore cannot establish whether this is the wave function which arises from
the path integral quantisation described above. For other values of o the wave function
diverges at the turning point.

It is also worth commenting on our result above in relation to some of the recent
literature. The expanding branch of the HH wave function was discussed in [10] and [39].
In [39] the wave function for finite [, ¢, as opposed to the asymptotic limit, was obtained
and a wave function of the form eq. (4.14) was also considered. In [18] these wave functions
were also discussed and by quantising the closely related Kantowski-Sachs model in the
mini-superspace approximation it was found that the HH wave function was in fact of
another form. We leave a further study of these discrepancies and different possibilities for
the future.

Two boundaries. For two boundaries the path integral is carried out using the “double
trumpet” geometry of (0, 2) signature and analytically continuing it, as discussed in section 6
of [13]. This gives,’

\I/[ZR7¢BR7ZL7¢BL] :/bdbz‘;t((éBLvszb)Z}l:(¢BR7ZR7b) (417)

Each “flaring” boundary of the double trumpet gives rise to a Zy factor which is a
function of the respective boundary values ¢p, [. The two boundaries are denoted by L, R
here. The two different analytic continuations, eq. (4.4), eq. (4.5) give rise to the two
possible factors Zfi respectively at each boundary, with Z]jf(qu, Z, b) being given by

. 1 pi Bl b2 )
Zi ,l,b - - (87rG 167G Jl 4.18
Fon b= gen (4.18)
and
1 ¢5

. Note that in our conventions here v/£i = eFim/4,

The r.h.s. in eq. (4.17) arises after integrating over boundary diffeomorphisms at the
two boundaries. The two sets of diffeomorphisms decouple from each other, both sets are
governed by a Schwarzian action, and the path integral involves the measure we mentioned
above which arises in the one-boundary case, The variable b in eq. (4.17) is a modulus
which arises from the metric degrees of freedom, we see that the Z; factors also depend
on b. In fact both the b modulus and the boundary diffeomorphisms correspond to metric
degrees of freedom which arise from zero modes of the operator P!P, defined in section 2.1
Vet PTP

det(V2+2)
is an ambiguity in this b-dependence due to the way the determinants are regulated, as discussed in detail

"There is an additional factor given by in eq. (4.17) which can be b-dependent. However, there

in [13]. To get agreement with the results in the first order formalism, we take this factor to be unity here
and in the rest of the paper.
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of [13]. The measures for integrating over them arises from the ultra local measure over the
space of metric deformations (the Weil-Petersson metric),

(69ab 6Ged) = / 022 /59 06 gab6 e (4.20)

This has a close parallel to what happens in the first order formalism where these degrees of
freedom arise from flat connections and a measure on flat connections give rise to the same
measure as obtained in the second order formalism, for summing over the diffeomorphisms
and the b modulus.

In the discussion below we will be particularly interested in the case where one boundary
say L is continued to the “past” using eq. (4.4), while the second say R is continued to the
“future”, using eq. (4.5). This will give rise to a tunnelling amplitude describing an initially
contracting universe which will tunnel to an expanding one at late times. In this context it
is worth noting that in the double trumpet integral for a fixed value of the modulus b the
dSy geometry after continuation from -AdSs is given by the metric

2

ds® = (r* — 1)d6? — (7~2dr_1)’ 0 ~0+0b (4.21)
where 6 ~ 6 +b. We therefore see that for any given value of b we have an orbifold of the
type discussed in section 3 above, and the full quantum path integral involves a sum over
all values of the orbifold parameter . Once this sum is done, in the full quantum theory,
one can avoid the big crunch singularity we encountered in the semi-classical theory in
section 3 and for suitable boundary conditions on the matter at least, get a finite transition
amplitude to go from a contracting universe in the past to an expanding universe in the
future as we will see below in section 5.

Let us note that the geometry for the tunnelling amplitude we are considering has two
boundaries, and is therefore suppressied compared to the one boundary HH wave function
by a factor of =50,

Multiple boundaries and higher genus. The second order formalism has not been
fully fleshed out beyond the two cases mentioned above. However there is good reason to
expect, based on the first order formalism, [10-12], that the result for the path integral
should be given by,

I(n,g) = %2071 / II {bidbiz}t(¢3iaii,bi)} Vo (b1, b2, by) (4.22)
=1

Here Z?E(gﬁgi,li, b;) is the factor given in eq. (4.18) that would be associated with each
“flaring trumpet”, depending on the analytic continuation carried out, and V(b1 ba, - - - by,)
is the volume of moduli space, which follows from the Weil-Petersson metric, eq. (4.20), for
bordered Riemann surfaces of genus g with n boundaries of geodesic lengths b;,i =1,---n

In the second order formalism the boundary diffeomorphisms and moduli would both
arise from the zero modes of PTP [13]. We note that Fenchel-Nielsen type coordinates (b;, 7;)
in hyperbolic space can be extended to describe spaces with the “flaring trumpet” asymptotic
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boundaries considered here as well, with one extra pair of moduli (b, 7) corresponding to
each asymptotic boundary. A symplectic form can then be defined in moduli space using
these coordinates [48, 49, 85] given by, Q = >, db; A d7;, and it is reasonable to expect,
based on the double trumpet case worked out in [13] as well, that the associated top form
Qk—f then agrees with the volume form in moduli space arising from the Weil-Petersson
metric,® [47], leading to eq. (4.22).

4.3 The hologram for the multi-boundary dS case

In an important analysis [12] showed that the path integral in JT theory in AdSs, for any
number of boundaries, can be related to the correlation functions in a Random Matrix theory
in the double scaled limit and this correspondence holds to all orders in the genus expansion.

In [10] and [11] it was pointed out that the analysis of [12] could be extended to the dS
case and the same Random matrix model in the double scaled limit could also provide a
hologram for dSs. This is a very interesting proposal which needs to be studied further.
We will only elaborate on a few points here.

First, note that the JT path integral in dS space gives rise to an extra phase factor
e%. This factor is removed in the AdS case by adding a boundary term in the action,
and the correspondence with the RMT follows thereafter. To extend the discussion to the
dS case we therefore have to remove this phase factor on the gravity side for each boundary
and then relate the result to the matrix theory.

Since these phase factors are independent of the b; moduli appearing in eq. (4.22) they
can be taken out of the moduli space integral. Defining

At Fiop,l; I ~
Zf (¢Bi) L, bZ) =e 8¢ Zf (¢Bi7 l;, bl) (4‘23)

we then consider in the gravity theory the integral
[A(n, g) = eS0(2—2g—n) / H bidbiZA}t(¢Bi, li, bi)Vg(bl, coby) (4.24)
i=1

Note that I; is related to [; as in eq. (4.19). The arguments in [10] and [11] then imply that
I is related to appropriate correlation functions in the hologram.
It is worth reviewing some of the details. Consider the integral

n_ ny

T(1;,1;, g) = e@~20-n——n1)5 /HHbdbb db; 21 (6,1, 01) 27 (63,15, b))

i=1j=1 B
XV(bl,-' b _,bl,"'anr) (4.25)

which gives the genus g contribution for the transition amplitude to go from n_ contracting
universes to ny expanding ones. Summing over all genus then gives

T(1i,1;) ZT (i, 15, 9) (4.26)

8We thank Mahan Mj. for patiently explaining some of these points to us.
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The argument is that this transition amplitude is equal to a correlation function of the
Random matrix H

Tl 1) = (Tl“e_illH .. Tre inHyeilh H Tl“eii"+H> (4.27)

where on the r.h.s. we are computing the expectation value in a particular RMT in the
double scaling limit (corresponding to eq. (58) in [12]). For the case when n_ = 0 in
q. (4.25) we are dealing the with expanding universe branch of the Hartle-Hawking wave

functlon and we obtain a relation between this branch \IfeXp

and the matrix theory. More
correctly we define, in analogy with Z7 7 in eq. (4.23), the “stripped off” expanding branch
wave function

iop

ViR () = et e \IJeXp(Z) (4.28)
Then we get from eq. (4.25) the relation
P (D) = (Tre H .. ety H) (4.29)

In a similar way we can relate the contracting branch of the HH wave function after removing
the phase factor,

1¢Bl

ViR (L) = e e U (L) (4.30)

to the matrix model by
Ueon(1;) = (Tre W H ... Tye~in-H) (4.31)

The correspondence in eq. (4.27) arises from noting that the r.h.s. after an integral
transform gives the correlation functions for the Resolvant of H, which can be expanded in
a genus expansion. The same integral transform of the l.h.s. gives rise to an expression for
the genus g contribution coming from eq. (4.26), involving the volume of moduli space of
genus g bordered Reimann surfaces. These two expression are known to be equal from the
work of [45] and [46]. The integral transform of the Lh.s. is

—zoo n+ oo 9 A -
H/ (izie le H/ dlj(—izj)e B T(li,1;) (4.32)

which gives

Wy(zi, %) = 2nl+n+/1_[z) .db; l—Ilb jdbje VI g GE NIy () By D)
’ (4.33)
Here v = ﬁ. On the r.h.s. of eq. (4.27) we get
Dt [Tz (R(=28) -+ R(=2_)R(=27) -+~ R(=7;)) (4.34)
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where R(—z2) the Resolvant is given by

9 1
R(:?) = Tr (22—H> (4.35)
On setting v = 1, it follows from [45] that eq. (4.34) and eq. (4.33) are equal order by order
in the genus expansion.

One can consider a further extension of this holographic correspondence by replacing the
double scaled RMT by the SYK theory, in the large N limit, see also, [11]. The low-energy
spectrum of the SYK theory agrees with the spectrum in the RMT but at higher energy the
SYK theory is different. An important comment in this context is that the genus counting
parameter Sy of the JT theory, which is the analogue of the entropy of dS space, (in fact on
dimensional reduction from 4 dim. Sy is the entropy of the extremal dS black hole geometry,
upto a factor of 2, as was noted in appendix C) goes like the number of fermions, N, with
a constant of proportionality that is calculable in the SYK model. Also, in the SYK case
the hologram comes equipped with a well defined Hilbert space of N/2 qubits on which the
N Majorana fermions act. The operator H is the “momentum operator” which generates
translations along the spacelike boundary. Thus while there is a well-defined Hilbert space
and an operator which generates translations along the boundary theory, there is no notion
of time in the hologram.

There are several important issues that remain to be understood. Most importantly,
in our minds, an inner product needs to be defined to obtain probabilities from the wave
function or transition amplitudes (this is of course different from the inner product on
the space of the N/2 qubits mentioned above). We have not been able to define such an
inner product yet. The fact that transitions which can change the number of universes
are allowed, suggests that one should work in the third quantised theory, consisting of the
multi-verse with an arbitrary numbers of universes, to define a norm which is conserved.
We hope to return to this question in further work. Also, let us note that the SYK model
is just one example of a whole class of theories which exhibit the same pattern of symmetry
breaking at low energies — resulting in reparametrisation modes governed by a Schwarzian
action. There is also the option of considering a version of these SYK theories with random
couplings or a particular realisation for these couplings. This whole class are candidate
holograms for dSo, and constitute a large set of possibilities. Perhaps additional consistency
conditions, including the existence of a well defined norm, might cut down this set.

Let us mention that it was also suggested recently in [86] that the SYK model in a
particular limit could be a hologram for dS space. But in this case the hologram being
considered is on the cosmological horizon, instead of at asymptotic inifinity, as in our
discussion, and also the limit being considered is at high temperature, whereas in our
discussion we expect a match approximately with the JT gravity limit when T" < J.

5 Addition of matter

We will now turn to the discussion in the presence of conformal matter. We focus on the two
boundary case with the double trumpet topology. Mostly we will consider massless scalar
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fields, our analysis can be extended to other kinds of conformal matter in a straightforward
manner. The one boundary case, which gives the HH wave function, was discussed in [10, 13].
It was argued in [13] that for Euclidean AdSs, in the two boundary case, the b modulus
integral, discussed in section 4, diverges when b — 0 in the presence of matter. This
divergence can be thought of as arising due to the Casimir effect which gives rise to a negative
ground state energy. The metric for the double trumpet belongs to the conformal class,

ds® = db? + dr? (5.1)

where 6 ~ 0 + b, r, € [0,7]. To study the b — 0 limit we can do a rescaling and take 6

to have periodicity 27 while 7, now has range [0, %] If H is the Hamiltonian generating
o2
translations along r,, the matter integral evaluates the transition amplitude (Sy|e 5 |SF),

where |S7), |SF) denote the initial and final states at the initial and final values of r.. As
long as their overlap with the ground state |0) of H is non-zero the ground state will give the
leading contribution to the transition amplitude, when b — 0, giving rise to an exponential

dependence,
—21r2 H —27r2 Eg

(Srle™ v [Sk) ~ (5r]0){0[SF)e

(5.2)

If Ey, the ground state energy, is negative this diverges when b — 0. In fact, it is well known
that for a real scalar field satisfying periodic boundary conditions along che 0 direction
(with periodicity 27), Ey = —% leading to a divergence which goes like e’ When we go
to dS space by continuing the AdSs result, the divergence persists.

Here we will discuss two possible ways to control this divergence. First, in subsection 5.1
we take the scalars to be in a twisted sector where they do not satisfy periodic boundary
conditions along the 6 direction. For a range of values of the twist parameter the ground
state energy is now positive and the path integral is well behaved. Continuing to dS space we
show that the final state of the universe, produced by tunnelling from an initial contracting
phase, is different from the state described by the HH wave function, analysed in [10].The
tunnelling transition amplitude is suppressed compared to the HH wave function by a

—5%_ This toy calculation suggests the interesting possibility for the universe to

factor of e
have been born by a tunnelling event from a prior dS or Robertson Walker phase and for
quantum perturbations, which in this model are analogous to those giving rise to the CMB
perturbations in 4 dimensions, then allow us to distinguish between the tunnelling wave
function and other possibilities like the HH wave function.

Second, in subsection 5.2 we consider standard periodic boundary conditions for the
scalars but now study correlation functions which include cross-boundary correlations. We
find that sometimes the calculation for such correlations can also be free from the divergence
mentioned above.

Before going any further let us alert the reader to one notational inconsistency which
we will indulge in here. In section 4.2 we referred to the two boundaries in the double
trumpet as the left and right boundaries, L,R. The superscripts & in Zy, eq. (4.17) referred
to the two different analytic continuations, eq. (4.4), eq. (4.5). In this section, we will
almost exclusively focus on a transition amplitude which is obtained by carrying out the
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continuation eq. (4.5) on the R boundary and eq. (4.4) on the L boundary. And at the
risk of some confusion, we then refer to the L,R boundaries here as the —, + boundaries
respectively, so that the — boundary corresponds to the past with a contracting universe,
and the + boundary to the future with an expanding one. The notation of this section will
also be used in rest of this section and in the appendices E, F. Another important point is
that the analytic continuations discussed in section 4.1, in particular eq. (4.4), (4.5) are
based on a local coordinate system at each asymptotic boundary. However, for the case of
double trumpet there exists a single coordinate chart that covers the entire geometry and is
given by

2
ds? = (r* +1)d6* +

S (5.3)

where the asymptotic boundaries are now located at r = r1 > 1,r = r_ < —1. The

corresponding analytic continuations to obtain a past to a future transition in terms of this
r coordinate is then given by

Ty — —iT+
r_ —ir_. (5.4)

The analytic continuation for two expanding universes to be produced from “nothing” is

rL — —iT+

r_ — —ir_, (5.5)

Before going to the twisted boundary conditions let us warm up with the periodic
boundary case and work out a formula for the path integral with two boundaries as a
function of the boundary values taken by the scalar field. This will already bring out some
of the important differences between the wave function obtained from tunnelling and the
HH wave function.

The metric for AdS, asymptotically takes the form

dr?

ds® ~ r2dh® + = (5.6)

For the b modulus having value b, 6 € [0,b]. We expand the scalar field in modes

p=> "oi(r) (5.7)
k=—00
where k takes values over integers and
-~ 21k
k= % (5.8)

At the boundary

r— =00, @p(r) = ¢y

r—o00,  (r) = . (5.9)
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The full path integral then gives®

oB, € " op_€e_ w
Byt fduSch{tanh<6+(1)>}— 5 fduSch{tanh<072( ))} S
e~ M,bZM

= / bdb[DO_|[Db4Je O 2 57

(5.10)

where Sch denotes the Schwarzian action. Expanding 0 (u) as

b
Oy(u) = P +ex(u) (5.11)
and noting that u € [0, 27], the path integral becomes
=v? (1 1| _(Sle-}  Slet}

I— / bdb[De_|[De]e ™7 () (P2 >e(*SM’b+'")ZM (5.12)

where Dey corresponds to the integral over the time reparametrization modes at the left
and right boundaries. The measure for the sum over these modes is the symplectic measure
discussed in [13, 38] and S{f} denotes the action for these modes given by

S{60) = % /0 " du (9'(u)2 + ‘Ze”(@?) (5.13)

with u being the proper time along the respective boundary.
Here we have carried out the path integral over the scalar. Sy; above is given in terms
of the boundary values of the scalar by, see appendix F.2 for an analogous calculation in dS,

b X - o ~ _ ~
B Z k ((gofsz + ¢~ 5 ) cothkm — 207, o) csch /m) (5.14)

k=—o00

Smp =

The ellipses in the last exponent in eq. (5.12) denote the couplings of these boundary values
to the time reparametrisation modes at the two boundaries which we have denoted by
0_,04. 1_,l  are the renormalised lengths of the two boundaries and

Zulh) = = (5.15)

is the matter determinant. The couplings of the boundary values of the scalars to the
reparametrisation modes results in corrections to the matter correlations which are sup-
pressed in G, the gravitational coupling. Neglecting these couplings and integrating out the
reparametrisation modes then gives

b2 (1,1
I= /bdbem“c"(l++l—) Je~Sne (5.16)

1
—  Zul
1672G T/ M [

9Note that there is in general an additional factor, due to various determinants, which is b-dependent as
was also metioned near eq. (4.17). Again, to get agreement with the first order formalism without matter
we set this factor to unity.
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We can continue to dS space in different ways as discussed in the previous section. If
we consider the transition amplitude obtained by the continuations eq. (5.4) we get

iop iy isp_I- —iv2 (1 L) 1
I=e %G e w0 /bdb s (2 7y [ble” M 5.17
1672GT /L1 ald] (5.17)
Here, besides introducing the relevant factors of ¢ we have also introduced the two phase
factors in front, which were discussed extensively in the previous section. To summarise,
eq. (5.17) gives the transition amplitude to go from an initial contracting dS universe with
dilaton and length ¢37,ZA_ to a final universe with values ¢p +,lAJr. The initial and final

asymptotic values of the scalar are ¢, , <,0;€'r respectively. Note also that d)lB = Jl, at both

boundaries, eq. (4.2).
Now consider the case where we start with an initial state for the matter field of the form,

oo
(¢~ [S1) = exp (—27r > Emso:mgo;> (5.18)

m=—oo
where the state |¢ ™) is an eigenstate of the asymptotic value of the field operator ¢ in the
far past. When

r— —00,p — Z @ etmo (5.19)
m
and |¢~) satisfies the condition,
Pmle™) = emle™) (5.20)

An initial state |S7) with such a Gaussian wave function is a reasonable one to consider, e.g.
the ground state in the vacuum with respect to the coordinates, 2=, defined in eq. (A.29).
The details of the computation of eq. (5.18) for this ground state are shown in appendix F.3,
for which we get E,,, = |m)|.

We can now compute the final state wavefunction’s dependence on ¢ by integrating
over ¢~ for the initial state eq. (5.18) to get

ivg | ivg 1_ a2 (11
\IJ[QDJF] — e 2}3317+G++SB;77G /bdbe 1677GJ(1_,_ L)ZM—[b]
x [0 exp(=Saa)te7151) (5.21)

On carrying out the ¢~ integral this gives

1
ivg | iop 1_ o2 (1 1 2 5 —2mbBEy(e])?
\If[(p'*‘]:e_ BB7r+G++4SB7TG /bdbe 16”GJ(Z+ l_)16 Qi}]\j;[b]l l (b—l—iﬂZE) e b+47r2E(())
m Vi—ty 7I8 0

2 2
Ul + o4 - - b“m* csch” mm
X — b th — .
Wgo ArE,. + b coth i eXp{ ‘pm‘p—m< O T B+ bm cothmn

(5.22)
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We note that the b modulus integral above diverges. In the next section we consider twisted
boundary conditions for which it will converge. The reason why we have all the details
of eq. (5.22) is that the dependence on ™ in the twisted case will not be very different
from the equation above which is somewhat simpler and allows us to extract most of the
important physics as we will see in subsection 5.1.1.

5.1 Twisted boundary condition

We now turn to considering twisted boundary conditions. We take a complex scalar field
satisfying the boundary condition

(0 +b) = ™p(0), <a< (5.23)

[\.')M—A
N | —

A standard calculation now shows that the Casimir energy for the ground state of H — the
translation operator along r., eq. (5.1) — is given by

1
E — 7(2|a| — 1) (5.24)
For
1 1
B — < = 2
5505 <191 < 5 (5.25)

we see that Fy > 0 and the divergence when b — 0 discussed above will be absent.
In this case, as discussed in appendix E.1 the scalar determinant is given by

2 i1911(v,7)

det( v2) — %q%m (5.26)

where

o0
Y11(v, 7) = —2sin(mv) q% H (1—q™)(1 — 2g™)(1 — 2~ 1g™),
m=1

1oo

T = ?7 v = 27—;)2(1, q — e27ri7" = €2ﬂ'i1} (527)

m. With the scalar field operator taking the form

with ZM[b] =

r — 00, Z gl(m+a)f

m=—0o0

o0
r— —00, @ — Z @ e mta) (5.28)

m=—0Q

the on-shell action is obtained to be, see F.2

S =10 Z (k+a) (((Spk ord + (1) Ter) COth( )

k=—o00
— ((eD)er + (9l eseh(k +a)r) (5.29)
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We choose an initial state of the form

\Sz>=exp<—27r i Em(som)Twm> (5.30)

m=—0o0

This gives a final state wave function

ivg, Iy iepg I_ a2 (11
g / pive” 7 (7 l>16 22‘{? [b]z l
m Vi=ty

n

g EOO 27 By +b(m+a&) coth(m~+a)m

m

X exp{ —ot ()T (b(fh—l—&) coth(m+a&)m

_ b(mA4a)? csch?(m+a)m
27 By +b(m+a) coth(m+a)r ) |
(5.31)

Note that the b integral above is now finite but complicated to carry out, and depending
on the relative importance of the various terms the support for b in the integral can come
from different regions of moduli space.

Let us end this subsection with one more comment. The contribution to the wave
function with two disconnected boundaries, i.e. with two disks, would be enhanced compared

to the double trumpet geometry by a factor of e2%.

However once twisted boundary
conditions for the matter fields are imposed the disk amplitude, i.e. the amplitude to tunnel

out of nothing, vanishes. Thus the tunnelling amplitude would be the leading contribution.

5.1.1 Some consequences

Let us now discuss some of the physical consequences of the wave function eq. (5.31)
obtained above. For the HH wave function as was noted in [10, 13], the dependence of the
wave function on the boundary values of the scalar (for a real scalar) is given by

U~ exp{—27r Z g0+mcp,+nm} (5.32)

m>0

This is to be compared with the dependence on the boundary values for the real scalar
with periodic boundary conditions in eq. (5.22) and in eq. (5.31) for a complex scalar with
twisted periodic boundary conditions. Note that eq. (5.31) has double the number of modes,
o, @ since we are dealing with a complex scalar.

Comparing eq. (5.22) and eq. (5.31) it is easy to see that the effect of the twisted
boundary condition, as far as the dependence on boundary values @™ are concerned, drop
out when we take modes of mode number m,n > 1, since then m + o ~ m. This is simply
because modes which are sensitive to the boundary conditions must have a wavelength of
order the size of the universe and for modes which are much smaller in size the dependence
on boundary condition, parametrised by «, becomes unimportant.

More interesting is the deviation compared to the HH case in the width of the Gaussian
in T which appears in the wave function. The dependence in the HH case corresponds to
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a scale invariant spectrum, with

1

Tt V= 5.33
(Om®PTm) pr (5.33)

In contrast we see from eq. (5.22) and eq. (5.31) that the two point function now has
departures from scale invariance. It is easy to see that the departure persists for mode
numbers, m < b. How big these departures end up being therefore depend on what region
of the b modulus integral contributes dominantly. This could depend on the details of what
the total matter content is, etc. If the region b < 1 contributes, then only the smallest mode
numbers, corresponding to wavelengths of order the size of the universe, will be sensitive to
the departure. However if the region b > 1 contributes in a significant way, the departures
will persist upto much larger mode numbers, i.e. upto wave lengths much smaller than the
size of the universe.

These departures from scale invariance lead to a bigger value for the width of the
Gaussian than in the HH case and thus to smaller power at the wavelengths where the
departures occur. The departures also depend on the parameters FE,, which are determined
by the initial state, thus the departures from scale invariance would tell us about the nature
of the initial state from which the tunnelling occurs. If in a variant of our model the final
dS phase can end and match at late times to a more conventional FRW type cosmology,
then the shorter wavelengths will re-enter the horizon earlier than the very long ones and
there would be a chance of observing them, and thus by detecting the departure from scale
invariance observe the nature of the wave function of the universe and the initial state.

Suppressing the twist angle «, we see from eq. (5.22) that the width of the scalar
Gaussian is determined by the function f[m,b, E,,] given by

(5.34)

2 h2 ~
flm,b, By = (mcothmﬂ— e M )

2E,, + mcothmm

Thus the ratio m/ f[m, b, Ep,] is a measure of the departure of the scalar power spectrum
from scale invariance. We give a plot of this ratio in figure 5 with E,, = m, which illustrates
that the departure from scale invariance persists uptill bigger momentum m, as b increases.

The suggestive lesson which can be drawn for the early universe from this toy model is
then as follows: there could be alternatives to the HH wave function in which the universe
tunnels from a prior dS or FRW phase and the spectrum of perturbations could carry
signatures of this tunnelling wave function which depends on the initial state.

We end this subsection with two comments. First, the breaking of scale invariance in
the matter correlators in eq. (5.34) is connected to the dependence of the matter correlator
on the b modulus. The disk geometry has an SL(2,R) isometry and this is reflected in the
matter correlators which arise from the HH wave function being scale invariant. In contrast,
the double trumpet geometry only has an U(1) isometry, corresponding to translations along
the 6 direction, eq. (A.42). The remaining two isometries are broken by the identification
0 ~ 0+b, and this breaking then allows for the lack of scale invariance in f[m,b, E,,]. When
b — 0, the two boundaries, in effect, move far apart with a distance going like 1/b, and
the past boundary become unimportant; this is why f[m, b, E,,] approaches the HH result,
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Figure 5. The plot for the ratio W shows that the departure from scale invariance in the
scalar two-point function persists for modes with momentum m <~ b.

eq. (5.33) when m/b — oo. In this way we see that the geometry of the double trumpet
instanton is directly responsible for the violations of scale invariance in the matter correlators.

Second, while using twisted boundary conditions allowed us to avoid the divergence
in the b modulus integral, similar divergences are expected, even with the twisted boundary
conditions, at higher genus or with larger numbers of boundaries in the path integrals. To get
a finite result at all orders, we therefore have to consider embedding the JT theory in a more
complete UV theory, analogous to SYK model with matter, as we discuss further in section 7.

5.2 Matter correlators

Here we return to the case AdSy and take matter fields to have periodic boundary conditions.
The action is given by eq. (5.17) with the matter action Sjysp, being given by eq. (5.14).
Writing the matter action in position space variables on the boundaries gives,
2
Smp =75 (

10)
)

where G(6,60), H(6,60) are defined as

L /+ /+ d6dis* (0)¢ (0)G(6, ) + [ [ d0dig(0)¢~ (6)G(0,0)

/+ /_ d0dis* (0)p~ (G)H (0, 9)] (5.35)

4r® in(0—0)
TG(H,H)— Z n coth(nm)e
neZ—{0}
47 7] ~ -\ _in(0—6)
TH(G’O): Z ncsch(nm)e (5.36)
neZ—{0}
with
2
ﬁ:% (5.37)
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In general the 6 variables along each boundary differ from the proper time u, us along them
due to reparametrisation modes being turned on, but neglecting these modes here, since
their coupling will make a subdominant contribution to the correlators we are calculating,
we can take

b

0(u) (5.38)

The Kernel functions G, H defined in eq. (5.36) can be written in terms of Weierstrass
functions after a rewriting of them in terms of csc function series, some of the details of
which are provided in appendix E.2, see p.434 of [87], as follows

472 .

%G(ul, ug) = Z ncoth(nm)e™"? = —p(t12, w1, w2) + ¢,
n#0

47T2 ~ ~ mui2 ~

TH(ul’ ug) = Z ncsch(nm)e = —p(l12 + w2, w1,w2) + ¢, (5.39)
n#0

where p(z,w1,w2) is the Weierstrass P function with half periodicities wq and wo satisfying
o(z, w1, ws) = p(z + 2wy, wi,ws) = p(z + 2wa, w1, w2). (5.40)

Also, in the formula above w12 = w1 — us, and the coordinate @, the half-periodicities w1, ws

R bu T |b . T
U= —=, w1 =—4{]—, wg=1T4/—
w2’ 7o\ 2 b

w1 2nm?
c=-7 (3 - Z csch? (b)) (5.41)

neZ—{0}

and the constant ¢ are

Now, we come to main point of this subsection. Consider a two point function for
boundary operator dual to the scalar ¢ with one operator being on inserted the 15 boundary
and the other on the 2"¢ boundary. In this case only the term proportional to H (u1,us)
will be relevant and we get

621

= (O(u1)O(u
3 (u1)dp® (u2) | 1) Zg w21 (Olur)Oluw2))

b2

ferGe Zpyi[b]H (u12)  (5.42)

1 o0 _
[T
167G IS0 /0 ‘

where
-
Iy +1-

Ge = 16mGJ, leg = (5.43)

As an aside, if the reader is wondering physically how relative locations on the two
boundaries are being compared, we note that for any value of the b modulus there is a
minimum length geodesic from any point on the 1% boundary to some point on the 27¢

boundary and this allows us to relate the locations on the two boundaries.

~ 34—



We will see now that the b integral on the r.h.s. is well behaved when b — 0. This
2

us *7l'2
follows from eq. (5.15) that while Zy; — e, H(ujz) — e v , independent of wuis, as
discussed in appendix E.4. The integral is also well behaved as b — oo, since Zy; — O(1),
in that limit while,

H(Au) = (5.44)

—kob® + ..., b— o0, Au=0,
—kob? exp(—ksb) + ..., b— oo, Au#0

where ko, k3 are O(1), which can be obtained from the full expression eq. (E.38), (E.37).
_p2
As a result the factor e’etGe in eq. (5.42) dominates the behaviour and ensures convergence.

For N matter fields if there are n cross boundary contractions the integral will be well

defined as long as
n> Y (5.45)
6

Some saddle points which can arise in evaluating such correlators when N — oo are
discussed in appendix E.4.

Let us note that there will of course always continue to be some correlators which are
divergent. The path integral without any operator insertions is the simplest example, or
more generally if the number of cross-boundary contractions is small in number not meeting
eq. (5.45).

We end with three comments. First, in the paper, [16] similar cross-boundary correlators
were considered for massive matter and it was argued that the modular integral would then
be finite. Second, let us also comment on the dS case. Doing the analytic continuation
to go from -AdSs to dSs leaves the matter action Sy; the same as eq. (5.14) above, with
the qualification that ¢+, now refer to the asymptotic values the scalar takes at the
two dS boundaries. Consider the transition amplitude discussed in eq. (5.17). For this
case, the calculation above of the two point function, with one matter operator inserted at
each boundary, tells us about how the wave function of the state in the future will change
in response to a change in the wave function of the initial state in the far past. This is
connected to what we saw in the previous subsection, namely that the matter correlators
do depend on the initial state, e.g. the parameter E,,, eq. (5.30).

Third, though not related to moduli stabilization, in appendix E.3, we discuss the
calculation of the four point out-of-time order (OTOC) correlator, which is useful to diagnose
the chaotic nature of a system. Interestingly, we find that the OTOC for the double trumpet
geometry does not exhibit exponential growth at large time, as opposed to the case of the
disk geometry which is well known to have exponential growth with the Lyapunov exponent
saturating the chaos bound. Instead, in the double trumpet the OTOC has an oscillating
exponential at large times eq. (E.55), (E.56), (E.58). The underlying reason for this can be
traced to the absence of an SL(2,R) worth of zero modes for the time reparametrisation
modes in the double trumpet which instead only has an U(1) worth of zero modes. We
elaborate more on this in appendix E.3.
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6 Comments on the double trumpet spectral form factor

The spectral form factor is defined to be
SFF(8,T) = (Z(B +iT)Z(B — iT)) = (Tre” B= T Hpe=(BHT)H) (6.1)

It has proved to be an important correlator to study, for understanding chaos and more
generally the behaviour of complex systems. Here we will consider its behaviour for the
theory with conformal matter and specifically will be interested in the contribution made
by the Double trumpet topology to it.

Before we turn to a detailed analysis let us briefly review some basic features. The
specific heat of the theory arises from the disk topology. The presence of matter fields does
not change the 5 dependence of the partition function, so that the specific heat of the JT
theory with matter is the same as that without matter and given by

CZQGWMJF; (6.2)
Thermodynamics is a good approximation when C > 1, i.e.
B < = (6.3)
GJ
In terms of energy, E = 7/4G.JB% + 3/23, the condition is
E>GJ (6.4)

For the case without matter the leading contribution to the SFF which arises from the
topology of two disconnected disks gives,

B
e2GJ(B2+T2)

167G3(B2 + T2)3/2

250 (6.5)

SDisk, SFF = €

where G is defined in eq. (5.43). For the Double trumpet we get

VT (6.6)

SpTsFF = —— 3
For large times
T>p (6.7)
we get, from eq. (6.5), eq. (6.6)
B
Spis, seF = € 1;2;;3 - 16;2;§T3 (6:8)
SDT,SFF ~ 4Tﬁ (6.9)

— 36 —



1/4

We see that for T ~ e50/2 (G%) the double trumpet topology begins to dominate over

the disconnected disk ones and one enters what is referred to as the “ramp” region, [44].
Now let us turn to the case with matter. From eq. (5.16) it is easy to see that after the

matter path integral is done we get

: : > eXP{ —& (Bﬁkiif?) }
Zo(B —iT, B +iT) = /0 bib 2l — et (6.10)
Here Zj/[b] is the matter determinant, eq. (5.15), it is 5,7 independent, and only depends
on the b modulus. This is easy to see since the matter does not couple to the dilaton and by
dimensional analysis the lengths of the two boundaries only appear together with the scale J
characterising the fall off of the dilaton towards the boundaries, eq. (4.2). It then follows that
the b integral in eq. (6.10) diverges when b — 0, since in this limit Z; — 676%, eq. (5.15).
One way to try and get a meaningful answer is to consider the microcanonical, instead
of canonical, ensemble in the SFF. More specifically we carry out an inverse Laplace
transform of the SFF, eq. (6.1), going from J to energy FE,

Zpr(E,T) = /Cdﬁ e*PE 7y (B — iT, B +iT) (6.11)

and examine if Zpp(E,T) is well behaved. The contour for the 5 integral above is the
Bromwich contour, 8 € (7 — io0,y + ic0), where ~ is real and chosen so that the contour is
to the right, i.e., at a larger value along the horizontal-axis, than all the singularities of
the integrand in the complex § plane and it is parallel to the imaginary axis. We can then
write the integral variable § = 7 + iz where, x € [00, o0]. Note that we will also take the
energy E to be big enough and satisfying eq. (6.4).

To flesh this out more, notice that by exchanging the order of the b modulus and 3
integrals on the r.h.s. of eq. (6.11) we get

) b2 23
1 Fico exp{-& (5%}
Zpr(E,T) = /bde b / dpe?PE < 6.12
or(E,T) vil e @ GIF+ T9) o2
The idea is that perhaps Zp1(E,T) as defined in eq. (6.12), after reversing the order of
the b, 8 integrals, will be well defined. Although at first sight this looks promising, here we

argue after a more careful analysis, that it is not true. Even with the order reversed the
integrals on the r.h.s. of eq. (6.12) give a diverging answer with the divergence coming still
from the b — 0 region of the b modulus integral.

The reason to be hopeful at first sight [71] is as follows. Taking the limit 7' > ( in

_v2(_28 _ 2p8b2
eq. (6.12), one might then like to approximate the exponential term, e (’32+ Tz) ~e GeT?

This gives,
00 2(ytiz) | E— =1
Zor(E,T) ~ / bdbZ;[b] (;le e “*“”( GeT2) (6.13)
bZ (D] b?
~ /db 2G.T 5<E a.17 (6.14)
1
>~ iTZM[bO] (615)

— 37 —



where
b = EG.T? (6.16)

So it seems that the divergence at b — 0 has indeed been successfully cut-off by the ¢
function which only has support at b = bg.

However this argument is too quick. As a first pass at being more careful let us express
the d function above as a distribution

2
b ()
| E = lim e 1o , (6.17)
a—0

2\/ma

then eq. (6.14) gives

1 00
ZDT(E,T) = lim ——— bdeM[b]ei o (618)

a—0 2 /T Jp,

2
where we have introduced a lower cut-off in the b integral as well. Now since Zy;[b] — eo®

when b — 0 we see that if we take b. — 0 first and then take v — 0, the result will diverge,
whereas if we take the limit the other way around it will be finite. This alerts us to the fact
us that we need to be more careful in evaluating eq. (6.12).

6.1 A more careful analysis

To proceed more carefully, we break up the b integral in eq. (6.12) into two parts. From
[0, bc] and [b., oo], where b, is sufficiently small. We will make more precise how small b,
needs to be shortly. This gives,

bZ [b] o0 YA, [b]

be . N
Zor (B, T) = / db 200+ [ ab A0 (6.19)
0 Ge be Ge
where with x = % we have
Z(b) / P
_= €r————
c V1422
() =281~ 21 (6.20)
z) = z(1l— 5—— .
b1+ a2

Here C in the Bromwich contour and by is given by eq. (6.16).

Now consider the case where 0 < b < b.. To evaluate it we expand the exponent

oS(@) — 2ETx (1 _ f; +.. > (6.21)
B 1+ a2 '
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This gives'?

. Y-+ioo g2ET 2ETx b2
Z(b) = d — = bt
) [y—ioo x\/1+:v2< 1+$2b3+0( )>
2ETH\ 2
= Jo(2ET) <1 — < ; b> +O(b4)> (6.22)
0

Here Jy is the Bessel function of the first kind with index 0. We see that subsequent terms
in the expansion are suppressed in
2ETb 1

Kl=2 bk —— (6.23)
0 EG;

We take b, in eq. (6.19) to satisfy this condition,
1

VEGZ!

and this is the precise condition referred to above for its smallness.

b < (6.24)

In particular we have learnt that in the region 0 < b < b,, Z (b) makes a leading order

contribution independent of b. On the other hand Z;; diverges as e%. It therefore follows
that the contribution to Zp7(E,T) from this region diverges.

On the other hand we will argue below and in appendix G that when b > b. the
contribution of the second term in eq. (6.19) is finite. Putting these together then leads
to the conclusion that working in the microcanonical ensemble does not help after all and
Zpr(E,T), like its Laplace transform Zpr(3,T), also diverges. In fact once a lower cut-off
b is non-vanishing — the argument in eq. (6.14)-eq. (6.18) would already suggest that
the second term in eq. (6.19) is well behaved and finite. A careful analysis outlined in
appendix G indeed establishes that this is true.

The main points of the argument in the appendix G are as follows. We divide the
integration region into three parts:

b > by, (6.25)

b—b
m 0«1, (6.26)
VEG;!' >1 & b < by (6.27)

Note that the lower limit in eq. (6.27) can be made of order b, which is the upper limit in
eq. (6.23). We then argue that the saddle point approximation involved in evaluating Z(b)
eq. (6.20) is a good one when b lies in 1% and 3' regions, eq. (6.25), eq. (6.27). From this
we obtain an estimate of Z (b) which leads to the conclusion that the b integral in these
regions is finite and in fact in region 3, eq. (6.27), its contribution mainly comes from the
region near the lower limit, which is of order, b.. In the middle region eq. (6.26) the z
integral involved in Z (b) has a rapidly oscillating phase factor which suppresses it and we

10A quick way to obtain the result eq. (6.22) is to use the “InverseLaplaceTransform” function in
Mathematica.
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use this to conclude again the finiteness of the result. These arguments establish that the
dominant contribution to eq. (6.19) comes from the first term on the r.h.s. which we have
argued diverges.

We will have more to say about how to control this divergence in a more complete
embedding of JT coupled with matter in section 7.

7 Discussion

We end with a discussion of some open questions.

We saw above that once matter is added, the partition function in AdS, for surfaces with
two or more boundaries or at higher genus, and correspondingly wave function/transition
amplitudes in dS space, can be divergent, due to contributions arising from the boundaries
of moduli space. While this divergence is absent in the double trumpet, once the matter
satisfies suitable twisted boundary conditions, it is expected to reappear in higher genus
contributions, because states in the vacuum sector of the theory, as opposed to the twisted
sector, can propagate along the additional handles. We studied conformal matter above but
such a divergence is also expected with massive matter, of mass m. This is because in the
limit when the modular parameter b defined in eq. (A.42) vanishes, b — 0, the divergence
arises from wavelengths much smaller than 1/m.

Let us now discuss a proposal for how such divergences might be avoided once the
JT theory with matter is embedded in a more complete SYK theory which also contains,
correspondingly, additional matter.

7.1 SYK -+ additional matter

We had mentioned in section 4.3 while discussing the pure JT theory without matter, a
somewhat revised proposal for holography with the RMT being replaced by SYK theory,
see also [11]. This could serve as the hologram in both the AdS or dS cases along the
lines discussed in section 4.3. Here we will discuss a further revision of this proposal which
includes additional matter coupled to the SYK theory, and argue that it could serve as a
hologram for the gravity theory with additional massless or light matter.

For completeness, before proceeding, let us briefly note that the SYK theory is given
by the action (here for simplicity we only consider the ¢ = 4 model):

Ssyi = / SO+ S T g (7.1)
7 11<i9<13<14

In eq. (7.1) 4%, i = 1--- N are N flavours of Majorana fermions, and the coupling J;, iyisi, is
a random coupling drawn from a Gaussian ensemble with two-point correlator

6.J2
Jiiasis,is Jjujadsia) = g Oini OiagaiagaOiaja (7.2)

J is the only energy scale in the theory, and the large N limit is obtained by taking N — oo
while keeping J fixed. The system can be solved in this limit using saddle point methods.
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At low energies, F < J, in the conformal limit, the saddle point value of the two-point
flavour singlet Green’s function is given by

Go= § ZWOHO) = e db=17 (73)
At low temperatures, T, or energies, F, with, T/J,E/J < 1 the fluctuations about the
saddle point are given by the time reparametrisation modes. At higher E, T, extra degrees
of freedom come into play. This means that pure JT gravity will agree with the SYK theory
when the length of boundaries becomes small, 1/J] < O(1), where [ is the renormalised
length eq. (4.2), but will differ when 1/J1 > O(1). It would be interesting to figure out
on the gravity side what the additional high energy degrees of freedom are when the dual
hologram is taken to be the SYK model.
Now consider adding an additional scalar field ¢ to the SYK theory with the action,

)
Sscalar = /dt %+ Z gijklwlewk¢l¢ (74)
1<j<k<l
where the coupling g;;; is taken to be random and drawn from a Gaussian ensemble
g2
(Gijr1Gijr1) = W(no sum). (7.5)

At low enough energies the time derivative term in eq. (7.4) can be neglected. Integrating
out the fermions gives a description in terms of the flavour singlet bi-local G, 3y fields.
The resulting coupling to ¢ is

2
9 4
Ste = gy [ AHEG () p(E)e() (7.6)

It is easy to see that the saddle point equations can be consistently solved by taking ¢ at
the saddle to vanish. For good measure, note that we have taken the coupling ¢ to be
O(1) rather than O(N) in eq. (7.6) to ensure that the coupling ¢ is sufficiently weak and
the saddle point for the fermions continues to be that discussed in the theory without ¢.
With G replaced by G., eq. (7.3) we then get eq. (7.6) to become

2 4 /
_ 99y so(t)e(t’)
Sise = 48N4/dt/dt it— ]2 (7.7)

This shows that ¢ behaves like the source of a dimension 1 operator.

In general a bulk scalar of mass m? (in Raqs units) would give rise to an operator of

1 /1
A_—* - 2 .
2—i— 4+m (7.8)

we see therefore that ¢ above corresponds to a massless scalar in the bulk. This was to be

dimension

expected since its coupling to the fermions was marginal.
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We note in passing that a Yukawa-like coupling of ¢ to the fermions, which would be
the simplest one to consider,

%w:/ﬁ%ww% (7.9)

after averaging over the random coupling g;;, would give rise to a bulk scalar of mass
m? = —1/4. This is the lowest mass allowed in AdS space.

The coupling of time reparametrisations to ¢ follow from the action eq. (7.7) and it is
easy to see that the resulting dynamics of the reparametrisation modes coupled to ¢ would
then exactly agree with what is obtained in the bulk by coupling a bulk massless scalar
to JT gravity theory with ¢(t) playing the role of the boundary value for the bulk scalar.

In this way we see how degrees of freedom corresponding to extra massless or light
matter (with mass m?R3,5 < 1) on the gravity side can be added to the SYK theory. Our
proposal is then to consider this SYK theory with the additional matter as a UV completion
of the JT theory in AdS with additional massless or light matter.

The SYK theory with the extra matter is of course finite with no divergences in multi-
boundary correlation functions. This suggests that the extra degrees of freedom in the
SYK theory must regulate the divergences we discussed above which appear in the JT
theory [68, 88]. Understanding how this works more explicitly is an interesting question
which we leave for the future.

The discussion above can also be extended to dS space. As discussed in section 4.3, one
could also consider a version of holography for pure JT theory in dS space with the SYK
theory rather than RMT being the hologram. This could then be extended with additional
matter on both sides along the lines above.

In parallel with the AdS discussion above, here one expects that the resulting transition
amplitudes or wave functions obtained from the SYK-+matter theory would be closely
related to JT dS gravity with matter, when the renormalised lengths of all boundaries are
large, meeting the condition % < 1. Note also that the correspondence in the dS case
extends to both transition amplitudes of the type considered in section 4.3 and also to those
where the boundary value for matter fields are turned on, giving rise to the wave function
or transition amplitudes as a function of these boundary values. This more general case

+iHI

would correspond on the SYK side to calculating correlations of Tre in the presence of

the corresponding sources for the matter fields.

7.2 Some additional comments

Let us end with three more comments. First, as also noted in section 4.3, the proposals for
a hologram in the dSs case are incomplete in one important respect. We have not defined a
suitable norm on the space of wave functions. This will probably need to be done in the third
quantised theory, since the number of universes can change through quantum tunnelling.

Second, there are several different models besides the SYK model which give rise to
the same low-energy theory of boundary reparametrisation modes and all of them can be
candidates for dS holograms as well. It will be interesting to explore if additional consistency
conditions can cut down this bewilderingly large set of possibilities.
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An important distinction is between models which involve random averages over
couplings and those which involve single realisations of these couplings. The (connected)
correlation functions for the partition function in a single realisation case would vanish, and
this suggests that the related transition amplitudes or multi-boundary wave functions in
the dS case would also vanish. The presence or absence of the multiverse in these systems
would therefore seem to depend on whether we are dealing with a boundary theory that has
a random average over couplings or one whose coupling constants are fixed, say at typical
values. It is worth emphasising that the random average theories might be sensible ones to
consider, especially in the dS context, as candidate holograms.

Finally, one of our motivations behind this work was to explore in the precise manner
afforded to us in two dimensions, Coleman’s important idea that wormholes could determine
the values that coupling constants take in nature [89]. In studying this idea one wants a
model where there are local degrees of freedom present, along with their associated coupling
constants, and this was one of our motivations for considering gravity in the presence of
extra matter. Hopefully, having dealt with some of the issues outlined above in a satisfactory
manner, we can also complete a careful study of Coleman’s ideas in the context of two
dimensional gravity.

We leave an exploration of these fascinating ideas for the future.
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A Coordinate transformations

In this appendix we will list out various coordinates systems and the corresponding trans-
formations between them that are used throughout the main text. We will also show
important Penrose diagrams that illustrate the regions in the full spacetime covered by
these coordinate systems. First let us consider the de Sitter spacetime.

A.1 de Sitter

Let us first note that dSs can be thought of as an embedding in R%? Minkowski spacetime as

ds? = —dxd + da? + da3,
—zg a2t fai=1 (A.1)
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where we have taken the dS radius to be unity. The global coordinate parametrization of
de Sitter is obtained by taking

2o = sinh 7, z; = cosh 7 cosf, 3 = cosh# sin @ (A.2)
Using this to find the metric in terms of 7,8 will give
ds? = —d?? + cosh® 7 d§? (A.3)
It is easy to see from eq. (A.2) that with the range of 7.0

7€ (—o00,), 6¢€]0,2n], (A.4)

the coordinates z; have the range z; € [—00, 00| satisfying the constraint in eq. (A.1) and
so cover whole dS spacetime. Casting the line element eq. (A.3) in the conformal form by
defining the coordinate 7, as

dr
diy = ———
" cosh(7)
= 7, = 2arctan (tanh<;>> (A.5)

the metric in the 7., # coordinates becomes

d9? — di?
ds* = ———=* A.

5 cos? 7y (A.6)

We will find it useful to shift the . coordinate by 7 .i.e.,
m%m+g (A7)

so that the range of the coordinate 7, and the new line element are
d9? — di? ;
2 * N

ds® = W, Ty € [0,71'],9 S [07277] (AS)

as in eq. (A.8), it is easy to see that the Penrose diagram in this case would be as shown below.
Various other useful coordinate systems to describe the global dS are the following.
The transformation

r = cot 7y = sinh 7 (A.9)
gives
ds? = (1 +1%)df* — dr® (A.10)
r2+1 '
Defining the null coordinates
(F=0+r, (A.11)



= . 27
0
Figure 6. The coloured horizontal line corresponds to fixed 7, and coloured vertical line corresponds

to fixed 0 and the wavy line indicates the singularity where ¢ = —1.

the line element in these coordinates becomes,

d¢td¢

d82 =
siHQ(LEC )

(A.12)

The coordinate transformation

rt = tan(ir) ,xT = tan(i) (A.13)

The line element eq. (A.12) becomes

o
ds* = m (A.14)
Written in terms of the conventional Poincare coordinates 7, z given by
et =240 (A.15)
in terms of which the line element becomes
ds* = dz2n_2d772 (A.16)

The metric in eq. (A.16) can be obtained by the following parametrization of the embedding
coordinates x; in terms of 7, z

1/1 2 1/1 2
13022(77—77>+Z, :C1=2(+77>_Z, $2:E (A.17)

Instead of using the above to construct the Penrose diagram, we use the relations between
Poincare and global coordinates to understand the region of full dS covered by these
coordinates. From eq. (A.13), we have

Z:I:n:tan<9:;r*>, (A.18)
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Figure 7. The green curves correspond to curves of constant 1 and blue curves corresponds to
cuves of constant z and red curve corresponds to ¢ = —1 singularity.

It is easy to see from the above relations that

sin @ sin 7y
z = ~ , N = ~ (A.19)
cos 0 + cos 7y cos f + cos 7y

Using the above information, it is easy to see that the patch of the full dS spacetime covered
by the Poincare coordinates can be represented as below,
The Milne patch is given by the metric

ds? = —fjl + (P -1)do*,  F>1 (A.20)
Defining the coordinate 7 as
7 = coshr (A.21)
the line element becomes
ds* = —dr® 4+ sinh? 7 df?, 7€ (—o0,0) (A.22)

To rewrite the metric eq. (A.20) in conformally flat form, we define 7, coordinate as
7 = — coth r, (A.23)

in terms of which the line element becomes

ds? = m, rs € (—00,0) (A.24)
Defining the null coordinates
(F=0+r, (A.25)
the line element in terms of ¢(* becomes
ds* = dede (A.26)

sinh?(<54)
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Further defining the coordinates xz* as
C:t
2% = tanh > (A.27)
the line element becomes
ddxtda—
2 _

When we consider the theory with identification of # coordinate, discussed in section 3, one
particular set of null coordinates z* that will be useful, are defined as

772

25 = exp (b + ZZ;TCi> (A.29)

Let us now analyze the Penrose diagram. We see that the above coordinate system
breaks down at ¥ = £1. Indeed, the cosmological and black hole horizons are located
at 7 = +1 where the geometry is smooth even though coordinates break down. So these
locations are just coordinate singularities. To find the maximal extension of the spacetime,
we devise a pair of Kruskal-like coordinates. As a first step, we define the coordinates u, v as

1

dF Fol
v—0+/7z27_1—9+§ln 77_‘_1‘ 0+T‘*
dF 1 |i—1
—— [T g2 —0—r, A.30
" /f2—1 2nf+1’ " (A.30)

Define the Kruskal coordinates X;g, X} in the future Milne wedge, shown as region I in
figure below where 7 > 1 as

Xp=—et=—et Xf=ec=etm (A.31)

These X;g, X} coordinates can be extended to the regions II, III, IV by just taking
the appropriate signs

X =+e 0 X =+t (A.32)
From the above, we see that

Jr —
2 —4X§X{< . (A.33)
(1+ X Xp)

Moreover, we also have that

F=0 = XfX;—1, Fo1 = X}{X;z—0, 7--1= XtXg— o

(A.34)

From the above, we see that the X;g, X} coordinates break down near the black hole horizon

corresponding to 7 = —1. So, we need to define a new pair of Kruskal-like coordinates
X;g, X;{ as

Xp=—e" Xg=—¢" (A.35)
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Figure 8. Region of the Penrose diagram of dS covered by one set of Kruskal coordinates.

Figure 9. Maximal extended Penrose diagram for dS.

This procedure can be repeated infinitely and so we get an infinite chain for the Penrose
diagram.

For completeness, we note down the relation between the Kruskal coordinates eq. (A.32)
and the Poincare coordinates eq. (A.27), say in the region II, to be

L XE+1 o 1-Xg

Al A.36
A L G| (4.36)

The analog of the coordinate system eq. (A.20) in the static patch corresponding to the
region III in figure 8 is given by

dr?

ds? = 2
>

(1 —72)do?, 7 < 1 (A.37)

So, in this region we have a time-like Killing vector dy. To go to the conformally flat form,
we can define the coordinate 7, as

7 = —tanhr, (A.38)

in terms of which the metric becomes

B dr? — db?

ds? 3
cosh” 7,

(A.39)
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To further go to the Poincare coordinate system, we can do the coordinate transformation

0+ r. _ 0 — r.
:c+:—coth( —;T ), x :—tanh( QT) (A.40)

following which the metric becomes

ddrTdx~

ds? = ———— A4l
° (xt —27)2 ( )

A.2 Euclidean AdS double trumpet

The line element for this geometry is given by
dr?

2 2 2

ds (r*+1)do +(7"2+1)’ 0~60+5b ( )

The two boundaries correspond to the limits r — oo and r — —oo. Performing the
coordinate transformations

r = sinh(p) (A.43)

we find that the metric is given by
ds? = dp* + cosh?(p)db? (A.44)
It has to be noted that the 8 direction is periodic with period 27. Defining 7, coordinate as
r = cot(ry) (A.45)

In term of the r, coordinates the metric becomes

2 2
ds? = ﬁizgtfﬁif (A.46)
sin® ()
This can be written in complex coordinates as
C=re+i0,( =1, — i (A.47)
the metric becomes B
ds? = de d¢ (A.48)

To get it to the Poincare form, consider the further coordinate transformation

x = itan(g), =1 tan(§> (A.49)

and hence the metric becomes
4dxdx

2 _
ds® = 5

=7 (A.50)
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B Orbifold theory

B.1 Classical matter

In this subsection, we shall mention some formulae to compute the stress tensor in the
orbifold theory discussed in section 3. Consider a matter stress tensor 71 of the form

Ty = ugd(a™ —ag) (B.1)
where

=
T = tanh<02ro> (B.2)

To compute the backreaction in the orbifold theory, it is convenient to use the procedure of
method of images and work in the un-orbifolded theory. Let the full stress tensor including
the images be given by

T = 3 ot - o) (B.3)
where
i = tanh(W) (B.4)

Now, we need to find the compute the strength of the images p,,n # 0. To do this, we
note that the full stress tensor with images in eq. (B.3) should be invariant under the shift
of the coordinate 0 as § — 6 + b, where x* is related to 6 by eq. (A.27).Viewing the shift

0 — 6 + b as a coordinate transformation under which ¥ — % where % are given by
0+b+r,
3t = tanh(w) (B.5)

and hence, using the transformation rule for the stress tensor as a rank two covariant
tensor, and noting that the full stress tensor remains unchanged under this coordinate
transformation, we arrive at

+ 50t _ ot :(1_(x+)2) 50t _ ot
DR — ) = (T m 0 ) (B.6)

From the above, we get

L (=@
ot = B ()P

And so, we get

+ (- (z3)%)? (B.8)

+
" (1= (@h)?)?

[y = H

Now, we need to solve for the dilaton given the stress tensor eq. (B.3). Since, the equations
of motion involving the dilaton in eq. (2.12), (2.11) are linear in dilaton and the stress tensor,
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we can solve for each of the image sources and obtain the full solution by superposition
of the response from each image source. Starting from a dilaton solution of the form
eq. (2.31), (2.33), and noting the solution eq. (2.37) for a source of the form eq. (2.36), we
get the full solution for the stress tensor eq. (B.3) to be given by

Kat) =D g (@ —a)?0@t —af) (B.9)
n
We can now construct the solution for the dilaton by substituting this function in eq. (2.31).

Consider x;r <2t < a7t | for some j. We find the dilation solution to be given by

J+1
a+blat+a )+t
o= N : )- (B.10)
zt —zx
where
=R b= Yutel e= w4 Xt (B
n<j n<j n<j

. We see from eq. (B.8) and eq. (B.4) that for b large, the sources become larger as n
increases and so the backreaction becomes stronger and stronger.
B.2 Stress tensor transformation

In this appendix we give some formulae for the stress tensor of a massless free scalar field
transforms corresponding to a choice of the coordinates with respect to which the vaccuum
state of the matter fields is defined [40, 90]. Consider two coordinate systems denoted by
(X, X7)and (z*,2~) with metric,
ds? = —F(XT, X7)dXtdXx~, (B.12)
ds? = —f(z", 27 )daTdz". (B.13)

Then, the stress tensor components for the system in the vaccuum with respect to coordinates

X+ but computed in the coordinate system z* is given by
1
(X | Tyt g | X) = (| Tyt gt | ) — Esch(xtg;*), (B.14)
where
1 1.9 .1
<x|Tx+x+‘x> = _127Tf26;5+f 2. (B-15>

There is an analogous formula with (X, z7) being replaced by (X, z7).
Now, in the case of orbifold theory considered in section 3, for the matter fields in the
vaccum with respect to the coordinates eq. (A.29),

1 b?
T, N=——|(1+-— B.16
<Z ’ z*z*‘z > 487T(Z+)2 ( + 471'2) ( )
Using the coordinate transformations eq. (A.25), we get the stress tensor components as
A 1 42
T, =—=—|[14— 0 B.17
Tes e =7 487r< T ) = (B.17)
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where (* are defined in eq. (A.25). Further using the coordinate transformation to go to
the Poincare coordinates, (A.27), we see that the stress tensor becomes

A

(Ty 1) = (Tyx 4x) = m (B.18)

C dS, from dS,

In this subsection, we shall show the steps illustrating how dSy x S? arises in the near-Nariai
limit of the dS4 black hole. The 4D black hole solution to the action

1
Lup = d*zy/=g(R -2 1
1P 167Gl / 2/ =gk =2) (C.1)
is given by
2 2 dr? 2402 2 M
ds® = _f(r)dt + f( ) + o dQQ where f(?") =1—7r°— =, o =r (Cz)
r r

Requring f(r) = 0 gives a cubic equation in r whose solutions correspond to horizons. Let
them be denoted by r¢, 1y, 7, Where r. > r, > r,. It is easy to see that these satisfy the
relations

Tet+Tp+7ra=0, rrpyre=—pu (C.3)

The cosmological horizon is given by r = r. and the black hole horizon by r = r,. The
temperature, as computed by requiring that the Euclidean circle shrinks smoothly, say as
r — 1. is given by
! 1-3 2
n =1 (re) _ "c (C.4)

¢ 47 477,

In the near-Nariai limit r. — 7. Let the extremal value of the horizon be 7. The value of
rp, can be easily calculated from eq. (C.3) and is found to be

1
= <‘2‘> g \}g (C.5)
In this limit, f(r) has a double zero given by
Fr) = =3(r —rn)? (C.6)
Slightly away from this limit, parametrizing 7., as
Te=Tp+ 06,y =1p—0, 01y (C.7)

we get the form of f(r) as
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Let 7 = =™ and so f(r) = —36%(#2 — 1). Taking t — % the line element becomes

1 dr?
ds? = < (—,ﬁ’" G 1>dt2> + (1 + ¢)d3 (C.9)
where
2(r —r
Dy =1y, ¢~ (Th”) (C.10)

We see from eq. (C.9), the geometry becomes dSs x S2. The full 4D entropy would be given
by the sum of contributions from the cosmological and black horizons and reads

) (I)2 3
) ST TR (C.11)
CH

2
+ @5
BH

e

4D 7T 2
P =
g ( 0 Gi 4Gy

where the limit at the end in the above equation corresponds to the extremal limit with BH
and CH denoting black hole and cosmological horizons respectively. Doing a dimensional
reduction of the action in eq. (C.1) with the ansatz

ds? = Gapdr®da’ + ®3(1 + $)dQ3 (C.12)

would give the 2D JT action in eq. (2.1) with the identification

1 47
— = — C.13
G- (C.13)
The genus counting parameter in JT gravity that corresponds to the topological term has
the value
4n®3  wpd
So=—2=—"— C.14
074G, T 8G, (C14)

which is half the extremal entropy of the full 4D black hole solution eq. (C.11).
The spacetime is defined to have a singularity when the dilaton, ¢, becomes sufficiently
negative that the radius of the transverse sphere in 4D shrinks to zero. This happens at

¢=—1 (C.15)

D Remarks on canonical quantisation

In this section, we shall discuss some aspects of canonical quantisation of the JT theory in
dS both in the second and first order formalisms.

Second order formalism. The quantisation of the theory in the second order formalism
was carried out in [41] and [42]. Here we will mainly review a few points which allow us to
connect to the main text especially section 4.1, and also bring out some key features of the
quantisation.

Writing the metric as

ds® = —dt® + e*dh*, 0~ 0+ 2r (D.1)
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The action for JT gravity in the minisuperspace approximation in which ¢, p depend only
on time ¢, becomes

St =15 [t @p+o)er (D.2)

The canonical conjugate variable 7y, m, are given by
Tp = ———p, M = ——— (D.3)

Written in terms of the length of the boundary [ = 2meP , we get

m el
q:#z—ﬂﬁ (D.4)
l 4Gl
We see that ¢ > 0 leads to m; < 0 as discussed in section 4.1.
The Hamiltonian constraint for the wavefunction in the quantum theory then be-

comes, [10],
((87G)%8,04 + ¢1) Wi, ] = 0 (D.5)

A more careful quantisation, as discussed in [41], see also, [39] which keeps track of

factor ordering ambiguities shows that it is ‘il(f, @) = w which actually satisfies the

WDW equation. Keeping this in mind it is easy to see that an exact solution of the WDW

[2 — 472 o\ 12 — 4r?
Ap (OVEZAT) | gy (VAT
2 ( 81G + 2 87G

where A, B are two constants and H2(1’2) are the Hankel functions with index 2 of first or

equation is given by

(i) = P

D.6
12 —Ax2 (D-6)

second kind. For appropriate A, B this agrees with eq. (4.14) in section 4.2.

The WDW equation is second order and involves two functional derivatives. One of the
main points in the quantisation discussed by Henneaux [41] is to simplilfy the constraints
in the classical theory by partial solving and replacing them with constraints which involve
only one functional derivative. And then going to the quantum theory where these simplified
constraints are imposed. The step where the constraints are partially solved gives, see
also [39],

I, = +/(99) + (M + W(¢))e? — e’ \/M + W (o) (D.7)
%Uer + 026 — Ogpyp L %Uep
V(999)* + (M + W(p))e* M+ W (o)

M, =+ (D.8)

Here 04W = U, and U = A¢, with A = 2 in our notation, eq. (2.1), in units where 87G = 1.
M is an integration constant, and the last expression on the r.h.s. in both equations are
the values in the mini superspace approximation. Comparing with the mini superspace
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approximation, eq. (D.3) we see that we have to choose the — sign in eq. (D.7), eq. (D.8),
to describe the expanding branch and the + sign to describe the contracting branch.
However to describe the possibility of a tunnelling solution which goes from a contracting
universe to an expanding one, we cannot make a particular choice and one must instead
therefore return to the original WDW equation which involves second order functional
derivatives and try to solve it. This is more complicated and provides us with the motivation
for considering the canonical quantisation in the first order formalism which we describe next.

First order formalism. The quantisation of the theory in the first order formalism was
considered by Strobl, [43] and we briefly review it next. In particular we will not be working
in the mini-superspace approximation, and instead consider the theory with all its degrees
of freedom. It will then turn out that imposing the constraints allow us to set all the
spatially varying modes to vanish, showing that the mini-superspace approximation is in

S:/c

1
L=14 <dXA + 5fjg‘CXB A XC> (D.9)

fact exact in this theory.
The action is

where X4 is the vector of 1-forms made of Vierbeins, €, e! and spin connection, w, and
fjéc are the structure constants of the de Sitter symmetry group SO(2,1) parametrized by
the generators T4, where

1
TA = 5(0’1,1'0'2,0'3) (D]_O)

with o; being the Pauli matrices. Note that m, is the dilaton ¢. In order to describe
tunnelling transitions we take the bulk manifold to have a cylindrical topology with the
spacelike direction being identified, 6 ~ 6 + 2.

Expanding the Lagrangian eq. (D.9) in terms of components reads

1
L=ma (atxg‘ — 00 X{" + o (XPXF - XfXE)) (D.11)

We see that the momenta conjugate to XQA are 74, and the momenta conjugate to X;*
vanish. The XtA variables therefore serve as Lagrange multipliers imposing the Gauss law
constraints which are given by

oL
t

To quantise the theory we take the dynamical variables to be 74, Xé“ and impose the
canonical commutation relations on the pair (74, X4')

{X3'(t,01), 75(t,05) } = 655(01 — 02) (D.13)

In addition we impose the constraints G4 ~ 0 on the states.
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The constraints eq. (D.12) satisfy an SO(2, 1) algebra
{Ga(t,01),Gp(t,02)} = fip6(01 — 02)Ge(t, b1) (D.14)

and in particular close among themselves. The constraints are therefore not Abelian, i.e.
do not commute with each other. One strategy followed by Strobl [43], which is the one
we discuss below, is to carry out a canonical transformation on the 74, Xé4 variables after
which the constraints become Abelian. This is done for the non-zero modes with respect to
the spatial direction 6.

One set of such variables are

(G’+7_C;W7Q;7TUJ77T+7P+> (D15)
T+ T
with

89@ = 7T+G7 + 7T7G+ (Dlﬁ)
and

1
Ty = my £ 71, Xét = 5(68 :teé)

pt=-=4 Q=mym_ +72 (D.17)

Straightforward algebra then shows that the only non-zero commutation relations at equal
time are

{Q(61), PT(02)} = 6(61 — 62),

{2000} =506 - 02

T4
Gu
{—(91)7W+(92)} = —0(01 — 62) (D.18)
T4
Having Abelianised the constraints we can now simply set the constraints to vanish,
Gy G-
= —=0=0 D.19
T+ Pr @ ( )

and remove all the non-zero mode degrees of freedom.

All that remains then is the sector involving the zero modes of 8. Thus we see clearly
that the system has no local degrees of freedom, and that the mini-superspace approximation
is in fact exact.

For the zero mode sector we continue to work with the original variables, i.e. with the
¢ independent modes of 74, X7', satisfying the commutation relations {Xz'(61), 75(62)} =
646(01 — 09).

The constraints in this sector become,

Gy =2X,m, — Xjnp =0,
G_=2X,m,— Xjn_=0
Go=Xny—X;m_=0 (D.20)

Only two of these three constraints are independent.
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To proceed, we now fix gauge in the zero mode sector by setting
X§=0 (D.21)
It then follows from the G, constraint that
T +m_=m=0 (D.22)
From the other independent equation, we get
Xgm, + Xgm =0 (D.23)

In the quantum theory we then have the variables Xal, Xg’ and their conjugate momenta
71, T, Let us remind the reader that 7, is actually the dilaton, ¢, and X91 = eé, which we
denote below as e'. The spatial component of the metric ggg = (e')2. And the length along
the spatial direction is then given by

I? = (2mel)? (D.24)
In the quantum theory with X; = id,, m = —i0,1 we then get from eq. (D.23)
(0401 + ¢ )T =0 (D.25)

We see that this agrees with the equation we obtained above in the second order formalism,
eq. (D.5), (noting that we have set 87G = 1 here) with one important caveat. | — the
length of the spatial circle — must be positive but e; — the value of the vierbein — can be
either positive or negative.

Indeed, for the case of transition amplitude from the past to future, the spacetime has
the metric and the dilaton given by

ds* = —dt* + sinh®td#*, ¢ = Acosht (D.26)

Taking the vierbein to be e! = sinht, we see that it continuously extrapolates from the far
past to the future, being negative in the far past, as ¢ — —oo and positive in the far future
t — oo. Thus e! could serve as a good “clock” for describing such transitions. See also the
discussion in section 4.1 in this context.

In summary, we see that the variables of the first order formalism could provide a more
convenient description for the study of transition amplitudes. We have not completed this
study, including an analysis of how to solve the problem of time, define a good norm, and
the relation to the quantisation in the second order formalism. We leave this for the future.

E Matter in AdS double trumpet

E.1 General boundary conditions for scalar fields

In this appendix we shall outline the calculations for the determinant of the scalar fields for
the general boundary conditions mentioned in eq. (5.23).
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We shall carefully evaluate the determinant of scalar laplacian, det(—V?). We will
consider massless scalar in the background of the AdS double trumpet topology with the
metric written in conformally flat coordinate system, eq. (A.46), as

B drf + db?

. )
sin? r,

ds’ re €[0,7], 6€[0,0] (E.1)
We can compute the dependence on b by noting that the metric above is conformally flat
and so we can use the conformal anomaly to evaluate the contribution due to the conformal
factor and then compute the contribution from the flat metric separately. The b dependence
coming from the conformal factor can be evaluated using the conformal anomaly since
the theory of a massless scalar field is a conformal field theory. The relation between
determinants of conformally related metrics g,, = €27 g, is given by

det(—V?) { 1 [1 / 9 b _ _

———C =expy—— |= | d°x\/g(g* 0,000 + Ro +/d§KU:|} E.2

det(—V2) p 67 |2 \/5(9 a0 Op ) 5 (E.2)
where quantities denoted by bars are calculated with respect to the metric g. The computa-
tion for the conformal factor is explained in detail in [13] in appendix I and we shall just
present the results here which is

det(—V?)

— = e

det(—V?2)

Sl

(E.3)

Now, we shall compute the contribution from the flat part of the metric in eq. (E.1). To
implement these boundary conditions, we expand the scalar fields in a mode expansion as

p(re,0) = Y 00 (1) (E4)

The eigenvalue equation for the scalar field then becomes

02 om — (M + &)20m = —Aom (E.5)
where
2mm 2o
= 5= 217 E.
m o @ 2 (E.6)

The general solution to the above equations is given by
Om = Amei v )\—(fn—i-d)%"* + Bme_i v )\—(fn—i-d)ZT* (E?)

Imposing the Dirichlet boundary conditions at the boundary r, = 0 then relates A,, and
B, as

Ay, = —Bp, (E.8)

following which the solution becomes

Om = 2iA, sin (r* A — (m+ d)Q) (E.9)

— H8 —



Further imposing Dirichlet boundary condition on this solution at r, = 7 then gives the
eigenvalues to be

Amn =n*+(m+a)? n>1,meZ (E.10)

The determinant is then given by
B o0 (o, ¢]
det(—VZ) =TI II >wn (E.11)
n=1m=—o00

We shall compute the product above by using the (-function regularization. Following are
some useful formulae that we shall use,

> _ nP(l—ng)
nzzjllog(n—no)— 1 -

n=1 a
S (0 - a) :i—é@a—lf (E.12)

First, let us regulate the product over n in eq. (E.11). Using the second formula in eq. (E.12),

we get
dt(—?Q)—ﬁL.h 277T2( + )
e i Ny sinh| ——(m +a
2
b 0o 2, 2= ((mta)+(m—a)) an? an?
— 2 sinh(ra 1 —<m+a>) (1_ —(m—a))
T (m&) ng 472 (m + a)(m — «) ( ¢’ ¢’

o2

sinh(ra@)l'(1 +a)(1 —a)gz
T

-
w"‘

!
==r

(1—2¢™)(1—2""¢"™)
1

a2
iq z Y11(v, T)

T2 sin(mwa)n(7) (E-13)

where 11 (v, 7) is the theta function with characteristics and 7(7) is the Dedekind Eta
function.

oo
Y11(v, 7) = —25sin(mv) qé H (1—q¢™)(1—2¢™)(1—2z"t¢™)

m=1
1 o0
n(r)=q2= [[(1-q™)
m=1
qg= e27ri’r’ 5= 627r721)
271 271
r= % v = ”bw‘ (E.14)
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47r2a

7r2
which then implies that ¢ = 6747,2’ = ¢ & . The full determinant including the

contribution from the conformal factor is given by

o2

o T (v, 7)
det(—V?) = etz 2 © E.15

¢ ( ) 2sin(ma)n(7) (E-15)
We can now look at the various limiting cases. First consider the limit b — 0. It is easy to
see that in this limit ¢ — 0 and so we have

2
z’bE

(1) = q75, 911 (v, 7) — —"%gs = det(—W) Sein(ra)

(E.16)
where F is given in eq. (5.24). So the matter contribution in the partition function can
be made finite by choosing « that satisfies eq. (5.25). Now let us analyze the limit of
b — oco. To estimate the value of the determinant in this limit, we have to use the modular
transformation properties of the 117 and n functions which read

1771) 1
1911(’0,’7') :Z(—’LT) % T 1911 < —)

T

n(r) = (E.17)

Using these transformation properties, we find that the determinant is given by

7,'71'1)2 a2
=) e~ gz on(%,-1)
B v2) T E.1
det( V) 2sin(ma) n(—1) (E-18)

In the limit of b — oo, we find
det (—2) ~ 712 = det(—V?) ~ O(1) (E.19)

Now, we show an alternative way to derive the casimir energy in eq. (5.24). The alternate
way is to canonically quantise the scalar matter field and compute the zero point energy
directly. For the complex scalar field with the action

S = /d2x Dapl 0% (E.20)

The equations of motion then read V2p = 0 the solution for which can be written in the
mode-expanded form as

—Z(Un(t-‘r0) dn —i&)n(t—g)) E 21
Y= \fn_z;m (\/27Twn + \/ZTrG)ne (E.21)

The periodicity condition that

(0 + 21) = ¥ (h) (E.22)
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determines the quantisation condition on w,® as

Wpn=n—a,, =n+a«a (E.23)
Without loss of generality, we take o > 0. The canonical conjugate momenta are given by
IL, = ¢, I+ = ¢. We then impose the canonical commutation relations [p(6), I1,(¢')] =
i6(0 — ¢'). The Hamiltonian is given by

H= /(¢T¢+ D' 0pp) (E.24)

which after inserting the mode expansions becomes
o0 [e.e]
> wnalan + Y @na)an (E.25)
n=—oo n=-—oo

To compute the normal ordering constant, we note from the expansion eq. (E.21) that the
annihilation operators for the right movers correspond to a, for n > 1 and for the left
movers correspond to a, for n > 0. Thus, the zero point energy that is obtained by the
normal ordering of the operator expansion above for the Hamiltonian gives

E = an+2wn—2n—a)+2(n+a) (E.26)
n=1 n=0

which gives the correct Casimir energy mentioned in eq. (5.24) upon using eq. (E.12).

E.2 Bosonic fields in AdS double trumpet

In this appendix, we will elaborate on the details of the calculations related to the two-point
kernels for the matter action in AdS double trumpet given in eq. (5.36). We will show the
steps leading to eq. (5.39). First consider the function G(u) given by

4
2 G(u ngooncoth(mr) gl (E.27)

The derivation goes as follows.

472 _2mi - -\ inu
2 —G(u) = bf)u( Z coth(nm)e )
n=—00,n#0
2mi - ~ mu

= —78 (2:1 coth(nr)e ) + (v — —u) (E.28)

So we shall focus on the computation of the sum above for n > 1. We can futher split this
sum as follows

2eznu nmw

Z coth(nm)e M =ttty = Z e 4 Z e (E.29)
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where t1 and to denote the first and second sums after the last equality above. The sum
denoted by t; is easier to do for which we get

= (E.30)

1 —ew

The sum in %9 is slightly non-trivial which is done as follows
o 2€znu nm 9 oo 1
_ Z’LL ’Tl'p
=) o 23"y =2) ] (E.31)
n=1 n=1p=1 p=1

Combining these, we get

oo . ezu oo 1

~ mu
E 1coth(mr)e =1 —+2 E 76(2@_“0 —
n= =

—?8 (io:l coth(ﬁﬂ)em“> = —2% csc () - — Z csc ( + Zﬂp) (E.32)

From eq. (E.28) we then get

2 00
4%G(u) = —% Z csc? (; + iﬂﬁ) (E.33)
p=—00

It then immediately follows from p.434 of [87] that the function G(u) is related to the
Wieierstrass function as in eq. (5.39) The above series for G(u) is well-suited to analyze
the region b — 0 but not for the region b — oo. A small manipulation can be done to
rewrite this series in a different form as below. We will have to use the following infinite
sum representations of the csc and csch functions which are given by

o0 o0

esc?(u) = — Z (u —mm)~2,  csch?(u) = Z (u — imm) =2 (E.34)

m=—00 m=—00
Using the csc sum above, we have

e T — o fu .
3 —G(u )__E Z csc <2—H7rp>

p=—00

:_72 Z <u 27sz mﬂ>2

P=—00 M=—00

R— b b
=—— Z csch? (Z + m> (E.35)

where we used csch representation as an infinite sum in eq. (E.34) to obtain the final result.
We shall now repeat the steps for the function H(u) in eq. (5.39)

4 0 )
Z Hw = Y fcsch(fim)e™ (E.36)
n=—o00,n#0
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Following the same series of steps as in the case of G(u) above to obtain eq. (E.33), we get

47; H(u) = —?8 <Z csch(fm)em“> + (u — —u)

2
= —@8 (Z Ze"(w_ 2p=1) Qb)) + (u— —u)

n=1p=1
00 -1
= —@& > (e_i“+(2p_1)2wb2 — 1) + (v — —u)
b\ &
T w w2
=3 Z csc? (2 —(2p — 1)b> (E.37)
p=—o00

A similar manipulation as in eq. (E.35) will then give a csch function representation for the
function H(u) as

472 h & bu im nb)

- —_ 2 - - —
3 H(u) i _z_:oo csch (477 + 5 T3 (E.38)

E.3 OTOC calculations

In this appendix, we calculate few out-of-time order correlation functions for the matter
fields in AdS double trumpet geometry. For this appendix and the next one, E.4, we follow
the convention used in section 5.2. We introduce a time reparametrization as

O(u) = %u + e(u) (E.39)

The reparametrization mode €(u) at the boundaries is mode expanded as follows

ew)|, .= Z ek gimu (E.40)

We now expand various terms in the action in eq. (5.35) noting that the boundary values
of the scalar field $*(#) remain fixed under these reparametrizations, i.e. $*(0) — ¢*(u).
Thus, we get, the terms of O(e) as

Smp= Sﬁ?ﬁsﬁb
S](Vlfb— b//dudu ST (@) (e (u)+€e™ (@) G (u, @) +€e (1) 0, G (u, @) +et ()0 G (u, @)
b / / dudii 3~ ()3~ (@) (€~ () + " (8))G (u, )+ (0)Bu G, @) +e (@)FaCu, 1))

— /+ [ dudii 3 ()~ (@) (€7 (w) 4~ (@) H (w, @)+ () H (u, @)+~ ()0 H (u, @)
(E.41)

where S](\g)[)b is just given by the O(e’) term, eq. (5.14). We now calculate various 4-pt

functions. For this we consider two different species of matter fields V, W. Also, to study the
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4-pt functions of matter correlators, we need the propagator for the time reparametrization
mode €(u). This can be derived from the action for these modes which is given by

1 0(u) 1 0(u)
= - h h{ —= |, u| — ———— h h({——= ),
S, S GIly Jo, du Sc [tan ( 5 ) u] ST o du Sc [tan ( 5 ) u}
(E.42)

where [,l_, J are the quantities that characterizes the dilaton on the boundary and the
length of the boundary in the asymptotic AdS limit as

- I+
~ .~ = E.43
O+ Te + ( )

and Sch(u) is the Schwarzian function given by

e "(w 2
sl )] = L) - 3 (50) (E.41)

Expanding the action in eq. (E.42) to quadratic order using eq. (E.39), (E.40), we get

T [2m\2 of o b2\ (&hel  €meim
SE_TGJ (b) L%;Om (m + <27r> I + I (E.45)

The propagator for the € modes is then given by

4G Tl [ b \? 1
(Em€m) = - + <27T> -~ <m2 " (%)2) (E.46)

In terms of position space the propagator becomes

u| —m)? 272 2 q2
<€i(u)6i(0)> _ 4G7;]li l(| | > ) _ 2bcsch<g> COSh<2Z;_(|u‘ — 77')) + 47 _ ]

One crucial thing to note here in the above propagator for the time reparametrization mode
is the presence of hyperbolic cosh function unlike the case of disk where we would get the
trignometric sin function. The reason for this can be traced to the momentum space two
point function for €, in eq. (E.46) which is different from the case of disk which has

1
(€Em€—m)disk ~ m2(m? 1)
u| —m 2
= (e s = |~ (u) - ) sin(fu) (E.18)

Moreover to construct the position space propagator one has to exclude the m = 0,+1
modes which are the SL(2,R) zero modes on the disk whereas in the double trumpet we
have to only exclude the m = 0 mode corresponding to the U(1) isometry. This difference
results in the absence of an exponential growth of the 4pt OTOCs as we show below.

— 64 —



For two different matter fields V, W, there are various combinations of four point
function with two V’s and two W’s on either of the boundaries. We shall focus particularly
on two types of correlators, one which has all the fields on the same boundary and another
in which one field is on either boundary for each of the species,

(VT (u) W (uz) V¥ (ug) W (ua)) (VT (u)) W (ug) V™ (ug) W™ (ua))

) E.49
W)W @)V @)V () W )W () (Vv () )
We shall compute these correlators with the ordering of the times as

Uy < Ug < ugz < Uy (E50)

To compactify the notation a bit, we shall use shorthand notation as mentioned below

Uiy = Ug — Uy, 0; = 8’114'7 6'?: = ei(ui)v 6?;’ = <6i(ui>6i(u]‘)>a
~ 0;G (uij)
Gij = G(uij), Gij = =
J ( J J G(uu)
J J J H(uw)

Using the vertex functions in eq. (E.41), we have for the first of the correlators above

(VF (u)W (ug) V' (ug) W (ua))
(W (uz) W (ua)) (VF (ur)VF (u2))

T0,G €+32G12 €+33G34 6+84G34
—{(oper + SDT2 4 g 2RERN (5 | BT g o+ G4
< 1 Gi2 272 Gi2 33 Gy 454 Gsy
= —8%6]3 - 8%%4 - 83633 - 3363—4 + (?12@34(61% - Eﬂ - 653 + 634)
+ (G12 — G34)(0aed, — O1€f3) + (G2 + G3a) (D2 — Orety) (E.52)

The exact analysis for arbitrary value of b is difficult as the functions G(u), H(u) are
complicated functions of b. We first consider the limiting case of b — 0. In this limit, the
function G(u) becomes

1 U

G(u) ~ I csc? (2> (E.53)

To diagnose the chaos behaviour, we consider the analytic continuation to Minkowski time
and take the coordinates u; as

up =m,ue = 0,ug =7+ 1t,ug = it (E.54)
Further, we take [+ = 27 and ¢ to be large so that tb > 1. In this limit, we get

(V)W )V () WH ) _ a (ib) +@<1) (E.55)

(WH (uz)WH (ug))(VF(ur) VH(ug)) — b2 b

where « is a constant, the exact value of which is not important for the following discussion.
Thus, we see that the ¢t dependence is not an exponential but a phase factor. In the
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case of disk the sin function appearing above is replaced by sinh and so gives rise to an
exponential growth. As mentioned earlier, although the function G matches with the disk
case, the propagator for time reparametrization differs from the case of disk in that it has a
hyperbolic function, see eq. (E.47), whereas the disk propagator has a trignometric function,
see eq. (E.48). More generally, this conclusion about the 4pt correlation function holds true
for any value of b and we will not get a exponential growth in the double trumpet. As
another special case, we consider the case of b = 27. Using the exact form of the function
G in eq. (5.39), we find that the OTOC in eq. (E.52) is of the form

(VT (un) W (ug) V' (ug) W (ug))
(WH(uzg)WH (ug) ) (VH(ur)VH (uz))

= ag + are’ + age™ (E.56)

where g, a1, ag ~ O(1).
Now for the second correlator in eq. (E.49) with operators on two boundaries, again
using the vertex functions in eq. (E.41), we get

(VT (u) W (ug) V™ (ug) W™ (ua))
(W (uz) W= (ua))(VF (u1) V™ (u2))

6+(91H12 €+63H34 6+(92H12 6+64H34
=( (01 + L= ) | Osed + 222 ) V(| Ooef + 222 | | Ogef + 22
<< i Hiz o Hsy 2 Hiz i Hsy

= —(8%61_3+8226;4+ﬁ12ﬁ34(61i_3+€;4) +(ﬁ12+ﬁ34)(8161"_3 —8262_4)) (E57)

Again letting the coordinates wu; to take the values in eq. (E.54), with [ = 27,b = 27,
we get

(V7 (u)) W (ug) V™ (ug) W™ (ua))
(W (uz) W= (ua))(VF (u1) V™ (u2))

= G + Gyt + Gge (E.58)

where again &y, &1, a2 ~ O(1). So, we again see that we do not get an exponential behaviour
rather a phase factor, which is again tied to the presence of a hypergeometric function in
eq. (E.47).

Thus, we conclude that we do not have a chaotic growth of the OTOC’s on a double
trumpet geometry with two boundaries. Indeed the argument can be extended to an
arbitrary higher genus surfaces with more than one boundary. As shown by working in
the first order formalism in [12] the partition function of the surfaces with higher genus
or boundaries can be written as an integral over moduli with the integrand containing
a factor of volume of the underlying bordered Reimann surface and products of Single
trumpet partition function for each of the asymptotic boundaries, see eq. 127 of [12]. Each
of such single trumpet partition function will have a time reparametrization mode whose
propagator is of the form in eq. (E.47) which when used in the computation of OTOC leads
to a phase factor as in eq. (E.58), (E.56). Finally, matter 4-pt functions in de Sitter are
discussed in [10, 11].

E.4 Moduli stabilization and saddle points

In this subsection we shall show how to stabilize the double trumpet by inserting operators
at the boundaries. Suppose we have N species of scalar matter fields. Each of these N
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species of matter has 2-pt functions as given in eq. (5.39). Now consider 2n operators with
n of them inserted at each of the boundaries. We would like to analyze the 2n-pt function of
these operators. For the moment let us only examine the cross-boundary correlations. Even
in this case, one has to do a bit of combinatorics to get the exact 2n-pt correlator. Let us
look at any one particular configuration. The 2n-pt function in the double trumpet geometry
will be given by an expression analogous to eq. (5.42) for the 2-pt function and reads

(O1(u1) . .. Osm(tinn)) = / bb ¢ Ser <\/det(—V2))_N H(Au)" (E.59)

where Ger = Geler with G, leg as given in eq. (5.43), Au is the difference between the
locations that are contracted, one on either boundary, which is taken to be the same for
every pair of contraction. The scalar determinant is given by

\/det(—=V?) = ein (;Z) (E.60)

and so the correlator above can be written as

o0 v Nb
(O1(uq) ... Ogp(ugy)) = / dbexp({Inb— — — — —Nlnn+nln H (E.61)
0 Gegr 24
Let us denote the full exponent above by Fexp and is given by
2
N
Fexp:lnbéeﬂszlnnJrnlnH (E.62)
The asymptotic forms of the Dedekind Eta function read
2
ib Ime=%  b—0
0 <Z> _ Ve ® - (E.63)
2m e 24 b — oo

For the case of n = 0, we see that the integrand diverges near b — 0 due to the n function.
The presence of cross-boundary contractions can control that divergence as we will see. The
asymptotic behaviour of the H(Awu) is given by

2

kie” o b—0
H(Au) = § —kob® + .. ., b— o0, Au=0, (E.64)
—kob? exp(—ksb) + ..., b— 0o, Au#0

where ks, ko > 0, k1 are constants of O(1) that can be obtained from the full expression for
H in eq. (E.37), (E.38). We see from the b — 0 behaviour above, that the full exponent
has the behaviour in this limit given by

N\ 72
Fexp=—(n——)— E.65
= —(n- )2 -
which renders the integrand finite for
N
n>—=mny (E.66)

6
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Having stabilized the b integrand, one can look for possible saddle points. Just looking at
the asymptotic values of Fexp, we have

N\ =2
—(n—%)% b—0
Fexp:{ (b2 G)b (E.67)
e b— o0

So, the function Fexp — —oo both near b — 0, 00 as long as eq. (E.66). Thus there should
be atleast one extremum for this function. Although it will be hard to exactly evaluate
the saddle points, we shall be able to evaluate the saddle points analytically in the limits
of b — 0, 00 where one expects various expressions to get simplified.

Let us first analyze the saddle around b ~ 0. Using the corresponding asymptotic forms
for Dedekind Eta function in eq. (E.63) and correlation function H in eq. (E.64), the full
exponent in eq. (E.62) in this limit becomes

N ¥ Nb N\ 72
Fexp~ (1+ —|lnb— — —— — (n— =] — E.
P <+2> T Ga 24 <n 6>b (E-68)
Extremizing it we get
OFexp N\1 2o N N\ 72
=(1+=)> -2 - — - =)= E.69
ab <+2>b Gon 24+<” 6)b2 (E.69)

Now considering the limit of b?> > G.gN, we have that

OFexp N\ 72 2b
a :‘<"—6>bz‘aeﬁ—°

b (culn-2)5) 7

we can still have a saddle point provided GegN is sufficiently

N
6
small so that the first two terms in eq. (E.69) become important for which we get the saddle

For the special case of n =

point as

p— Gt (1 + N) (E.71)

Both these extrema are stable saddle points which is easy to either using by evaluating the
second derivative of Fexp or just by looking at the qualitative graph of the function.

Now we look for saddles in the region b > 1. In this region the function Fexp has the
following form after using eq. (E.63), (E.64)

2

Geff

Fexp= (2n+1)Inb— — nksb (E.72)

Extremizing it gives

OFexp 2n+1 B 2b
ob b Geft

— nkg = 0. (E.73)
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Since k3 > 0 for generic Au # 0 and b > 1, it is not possible to obtain an extrema in this
region. However, for the special case of kg3 = 0 as in the case of Au = 0, we do find an
extrema, whose location is given by

b~ (n + ;)Geﬁ“ (E.74)
It is easy to see that this too corresponds to a stable saddle point.

One should analyze the full form of Dedekind Eta function and H function to understand
the saddle points for other generic values of b, which is not analytically tractable, as far
as we can say. However, one interesting observation one can make is for the case when we
have saddle points both in b — 0 and b > 1 regions, which as mentioned earlier correspond
to stable saddles. Thus, there must be atleast one more saddle point in between these two
saddle, which is unstable.

We shall now repeat the analysis for the case of same boundary insertions. The strategy
remains the same except that now all the operators are inserted on the same boundary and
so the analog of eq. (E.59) now reads

b2

(O1(u1) ... Oy (u2,)) = [ bdbe™ Gert (/det(—V2)) NG (Au)" (E.75)
where the function G(u) is given in eq. (E.35) The full exponent in this case is given by

Nb
Fexpzlnb—G————Nlnn—i—nlnG (E.76)
From eq. (E.35), we find

() = {—417r csc(Au)® + O(e*%) b—0

4 ~ E.77
—@w@m0%¢)+“w b — 00, Au %0 (E.77)

where ko, ks are again constants of order unity. We see from the above that the b — 0
behaviour of the function G is a constant which cannot counteract the divergence due to
the scalar determinant. The expression eq. (E.76) then becomes

b2 Nb N2

— —— —nln(4rsin®(A E.
G 24 + iy " n( 7 sin®( u)) (E.78)

Fexp ~ (1—}—];7) Inb—

Extremizing this gives

e Tt

2

Nt ( N)l N 2b _0 (B.79)
for which no extrema are possible. Let us now analyze the region b > 1. Comparing
eq. (E.77) and eq. (E.64), we see that both G(Au) and H(Au) have similar behaviour in
this region for Au # 0 and so we can rely on our earlier analysis to conclude that there
will be no extrema in this region for the same boundary correlators. Although it is hard to
prove that there are no extrema in the intermediate region, the numerical plots that we
had obtained have shown no presence of an extrema.
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F dS double trumpet

F.1 Schwarzian action calculation

In this section, we shall derive various results related to the de Sitter double trumpet. First
let us extend the calculations related to the b dependence in eq. (6.20). The boundary term
in -AdS» is given by

023 /
S_ads; = ——— ds(K — 1 F.1
The metric for -AdSs double trumpet is taken to be
ds® = — dr® + (r* 4 1)d#* 0~60+0b (F.2)
r2+1 ’ '
The outward pointing normal vector at the boundaries located at r > 1, normalized as
ntn, = —1, are given by
ny=vr2+1, nl =—-Vr2+1 (F.3)
The extrinsic curvature at the boundaries is then given by
r
Ke=V.n" —o.n" =+ _ F.4
+ it Tty 2 T 1 ( )
The line element on the boundary is given by
ds = \/|ges|d0 = V1 + 12 df (F.5)
The on-shell action at the right boundary » — r, > 0 is given by
¢B
S_ =——= do K-1
AdSH = T | Al )
_ ¢80
167TG7'+
b2
L — F.6
167TGJZ+ ( )
where we used that ry = b%‘ Analytic continuation gives
ibop ib? .
S, = t = , — =+ F.7
S+ = T 6nGry T 16mGIL T T (F.7)
Similarly, at the other boundary r — r_ < 0, we get
bB_
S_Ads— = ——— db K-1
AdS, 357G Jy. VA )
__ ¢B.b
- 167Gr_
b2
R — F.8
167G JI_ (F-8)
where we have used the fact that at the boundaries r_ = —b%. Analytic continuation gives
.b 4b2
Sas,— =+ b _ 1 r_ — +ir_ (F.9)

167Gr—  167GJL_’
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F.2 Matter in dS double trumpet

In this subsection we shall show some steps detailing the calculation of on-shell action for
matter fields in dS spacetime. We shall follow the same template of first working in -AdS
spacetime and then analytically continuting to the dS spacetime. To begin with, consider
the double trumpet geometry in (0,2) signature AdS spacetime whose metric is given by
eq. (F.2) The action for a massless scalar field in the (0,2) AdS DT is given by

Sar = —% / &\ /§(V)? (F.10)

Note the presence of an additional minus sign in the action above compared to the conven-
tional action in the (2,0) signature metrics. This minus sign is required to render the path
integral well defined in the (0,2) signature. The on-shell action after imposing the equations
of motion, noting the outward normals given in eq. (F.3), to leading order in |r| > 1 at the
asymptotic boundaries becomes

SOP = }/ r2dfp(r)drp(r) — }/ r2dfp(1)drp(T) (F.11)
2 Jo, 2 Jo_
Now doing the analytic continuation in
o —ar_, ry — —irg (F.12)
gives the matter on-shell action as

S]%S - ! r2dp o(r)ore(r) — L r2df @(r)0rp(r) (F.13)
2 Jo, 2 Jo_

For the other analytic continuation corresponding to

o — —ir_, ry — —irg (F.14)
we get the matter action to be
SO = 71/ r2dfp(1) (1) + 3/ r2d0p(r)drp(r) (F.15)
2 o, 2 Jo_

We shall now use these results to compute the dependence of the wavefunction on the
boundary configuration of the matter field. For now, the matter fields are taken to have
periodic boundary conditions along the 8 direction, i.e.

p(r, 0 +b) = o(r,0) (F.16)
First consider the solution of the equation of motion for a matter field in the AdS Double
trumpet geometry. The most general solution is given by
ik ik

o(r,0) = Zeiéewk(r)a or(r) = 01<T +Z) ’ + cz<r+1:> N (F.17)

r—1 T—1
k
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This expansion is only valid for k # 0. For k = 0 mode, the most general solution is given by
¢(r,0) = po(r) = a1 + az tan” ' (r) (F.18)

We shall first calculation the on-shell action for modes k # 0. Expanding this solution near
r — Foo following the phase conventions

Inz =In|z| +iArg(z), Arg(z) € [—m, 7] (F.19)
we find
k
gpk:cl+02+;(02701), 7 — 00
R A N
= cie + coe”" + — (Cge —cre ) , T — —00 (F.20)
r

In the de Sitter region, we would like to impose the boundary conditions

i o0 = of
Jim ), = @ (F.21)

Let us first consider the case of past to future transition. Doing the analytic continuations
as in eq. (F.12), we get

ik
gOk:C1+02+?(CQ—Cl), r— 00
i N A ]
= 16 F 4 cgef™ — i (CQek” — cle*k”) , r— —00 (F.22)
T

and hence the boundary conditions eq. (F.21) read

1k
cit+c+—(ca—c1) = gog
T+
~ ~ ];. ~ ~
c1e T 4 cpef — ;— (CQek” - cle_’”) =, (F.23)

Solving these for ¢1,co and plugging them back to find the solution for the matter field,
we find

X ik - 11
@k:¢§—~(g0§coshk7r—gok)(_>7 r— 00

sinh km A
_ ik _ - (11
= ¢p + -~ I;W((pk+ — ¢, cosh kmr) (r — 74_), r— —00 (F.24)

Now using these results to compute the on-shell matter action in eq. (F.13) as a function
of @? and ¢, , we get

b ) o ~ - .
Sm = 2 Z k ((sofsz + ¢y ) coth km — 207, o esch ]m) (F.25)
k40
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Now, for the k£ = 0 modes, expanding the solution eq. (F.18) near large |r| gives

=a+a(3-7), o
r)=a+a |- —— r— 0o
¥0 1 2 9 r)
1
:al—a2<72r—|—r), r — —00 (F.26)

which after analytic continuations eq. (F.12) becomes

@0(T)_a1+a2(g—i>, r— 00
=a; —ay <72T - ;) , T — —00 (F.27)
The boundary conditions then mean that
ai + % - i:f = 6’

The on-shell action for these modes using eq. (F.13) then becomes

b

So =5 (#5 — 0y ) (F.29)

So, the net action, combining eq. (F.25) and (F.29) then becomes
b ~ o ~ . ~
Sm = 5 Z k ((gpfkcpz + ¢y ) coth km — 2g0f,€cpk csch kﬂ) (F.30)
k

where the sum is now over all integers, with the £ = 0 term understood to be taken as a limit.

Now, we shall redo the same analysis for the case of transition from nothing to two
expanding universes. Again, starting from the nAdS solution in eq. (F.20) and eq. (F.26),
we now have to do the analytic continuation in eq. (F.14). Imposing then the boundary
conditions in eq. (F.21) we find, the analog of eq. (F.23) as

ik
c1+co+ 7(02 —01) = go,i'
T4

O e ik i
c1e P 4 cpefm — (czelﬁr —ce k”) = ¢y,
r_

maz ey _ 4
a1 + 9 r 0
s iCLQ _
=5 = P Yo (F.31)
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which upon solving leads to

or = o — Smf%ﬁ(so? cosh kr — 90’“)(71« - rl+) r— 00
_¢;—Si;&r(¢k+—gogcoshl~m)(i—i), r— —00

wozﬁ—;(ﬁ—s@&)(i—i) r— o0
2900—;(903—900)(:,—:) r— —o0 (F.32)

Inserting this solution in eq. (F.15), we find that the on-shell action is still given by
eq. (F.30).

One can repeat the above steps to compute the on-shell action for the complex scalar
field with the twisted boundary condition eq. (5.23). The solution for the complex scalar
field now is still given by eq. (F.17) but with & — k + &. The action for the complex scalar
field is taken to be eq. (E.20) which has an extra factor of 2 compared to the real scalar
field. These facts combine to give the final on-shell action to be that in eq. (F.30) with &
replaced by k + & and an additional factor of 2, and so the final expression reads as given
in eq. (5.29).

F.3 Initial state

In this subsection, we shall evaluate the inner product of an appropriate initial state with
a field eigenstate. The natural initial state in the past is vacuum state with respect to
the coordinates in eq. (A.29) for which we have carried out the semi-classical analysis in
section 3. The scalar field ¢ will have the mode expansion
ib > “n -n
p=po—mn(zz)+ Y (ar(n)2i" +a(n)2") (F.33)
4 n=—00,n#0

where z4 are related to 7y, 0 as

211

zy = exp(b(r* + 0)) (F.34)

The initial state is the vacuum state annihilated by the modes a4 (n), i.e

at+(n)|0) =0 Vn > 0 (F.35)
Defining an operator A,
) > 07
o L " (F.36)
a_(—n), n <0

in terms of which the condition of vacuum state in eq. (F.35) becomes

A0 =0  Vn#£0 (F.37)
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However, the Hamiltonian H, which involves derivatives acting on ¢, will be independent of
0. Thus a general vacuum will be a one-parameter state |p) satisfying eq. (F.35) and also
mo|p) = p|p), with p being a continuous eigenvalue. For now, we consider the case of p =0
and the corresponding vacuum state is denoted |0). The scalar field mode expansion becomes
2mi
© = Qo + mors + Z Ay exp (—b(nﬂ + Enr*)) (F.38)
n#0

where E,, = |n|. The vacuum state condition then becomes

b
n o o 9r.¥n = F.
((p QWEna -7 )’O> 0 (F.39)

where ¢, is the Fourier transform of ¢(6) and is given by

Om = ll)/dﬁe%bmggp(é?) (F.40)

The equation eq. (F.39) should now be expressed in terms of the field ¢ and its canonically
conjugate momentum IL, = 0, . Imposing the canonical equal-time commutation relations
i

[@(9)71_[@(9')] = ’i5(9 - 6/) = [Somv ng,n] - Bém—&-n,() (F~41)

Thus the operator Il , in terms of ¢, is given by Il , = féa@_m. Taking inner product
of eq. (F.39) with field eigenstate (p| gives

0
(50— +27Bnn) (al0) =0 (F.42)
P—n
which has the solution

<80n‘0> = eXp(_Qﬂ-EnSOfn(Pn) (F43)

and so it follows

(¢7|0) = exp (—2w > Enw;sa;) (F.44)
n#0

A more general vacuum state with a non-zero eigenvalue for mg will have the sum in the
exponent above to also include n = 0 term with Ey being a function of that eigenvalue.

The above calculations can be generalized to the case of twisted boundary conditions
eq. (5.23). For the complex scalar field, the mode expansion is still given by

oo

w= Z (a_,_(n)zj_(nfa) + a_(n)z:(n+a)) (F.45)

n=—oo

The annihilation operators that define the vacuum are now given by

R PR
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The vacuum state condition still is given by eq. (F.39) but with E,, now given by E,, = |n + a/.

Noting that 11 Oy, and that upon imposing canonical commutation relations

ot =
(P(0),T1,(0)] = i6(0 — ) = [pms Tl = 30
(! (0),1IL(0)] = i6(6 — 8) = [phy, Tyt ] = 5 0m (F.47)

are now defined to be

Lo it

1 b L
M, = / i +TL (9)

where now ¢}, Ui,

(SD / dbe —i(R+a&)0 T(H)
/ A0l (9), (F.48)
Further noting that Il,, = —%% we get the analog of eq. (F.42) to be
0
Pt + 27 Enpon <‘Pn’0> =0 (F'49)
Ovn
and so we get
(¢7]0) = exp (—27T > EM@);%) (¥.50)

where now E,, = |n + af.

G Double trumpet SFF

In this appendix, we shall show expliclity in detail, the way the integral eq. (6.20) is
evaluated. Consider the integral

2(b P
)_/C x\/l—i-arz

o1

Here C' is the Bromwich contour in terms of the variable z = % Our aim in this appendix
is to show that the integral in eq. (G.1) is finite in the region

VEG;t>1 (G.2)

It is difficult to do the z-integral exactly in eq. (G.1) and so we will carry out the
analysis in the saddle point method wherever possible. We shall see that we can further
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split the region eq. (G.2) into various sub-regions. In some such sub-regions saddle point
analysis leads to a good estimate of the integral. In regions not amenable to saddle point
analysis, we shall use other arguments to justify that the value of the double trumpet SFF
is finite in that region. The various sub-regions are as follows

b > by,
b— by
bo
VEG,!' >1 & b < by (G.3)

<1,

As can be seen from eq. (G.1), the integrand has a square root branch cut. To
compute the saddle point and the corresponding on-shell action, we first adopt the following
conventions where we work with two Riemann sheets with the following definitions

S sheet = (1 + x2) = (1 + $2) 6% arg (14x2)

274 sheet = (1+22)= ‘\/ + 22)

where argx € [—m, 7).

arg (1+22) (G4)

The saddle point equation for the z integral obtained from eq. (G.1) is given by

b2 1 — 2

_ = G.5
B+ 2, x/EG 1+w2 (G5)

For the saddle point analysis to be a good approximation, we require
ET > 1, (G.6)

which in effect plays the role of A~1. It is easy to see from eq. (6.16) and eq. (6.24) that
bo > b. when eq. (G.6) is satisfied. Since we are working in the regime where eq. (6.4), (G.6)
is satisfied, it is easy to see from the saddle point eq. (G.5) that we can neglect the last
term and so the saddle point equation becomes

b2 1 —a?
1-— %m =0 (G.7)
The saddle points are given by
2 _ b? b b2
y==x <1+2bg>i2bo %—FS (G.8)
For b > by, two of the saddle points in eq. (G.8) are along the imaginary axis and two along
the real axis of the complex x-plane. For the case b < by, all the four saddle points are
along the imaginary axis. At b = by, two of the saddle points are at the origin while the
other two are along the imaginary axis. Following are the values of the saddle points in the
extreme limits

ii(l%—%),ii(l—#bo) b < by
z i+ 3t) £(1-28) b>> by (G.9)
0,0, +iv3 b= by
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The saddle points have a small positive real part when the contribution of the last term in
eq. (G.5) is treated perturbatively. The saddle point value is a good approximation only
when the following condition is met

S'"(:C*)
S”(x*)

(@ — )

<1l= ‘ <1 (G.10)
S//(

where z, is one of the saddle points in eq. (G.8) through with the contour is deformed to
pass. Computing the second and third derivatives of the action from eq. (G.1) by ignoring
the log term for reasons mentioned around eq. (G.6), we get

4AETVx (2* - 3)

S (x) =
( ) b02 (1‘2 + 1)3
12ETV? (z* — 622 + 1
S"(x) = — 2<5”2 = +1) (G.11)
bo (CL‘ + 1)
using which the consistency condition eq. (G.10) becomes
S" () 3bg (x* — 622 + 1) /(22 + 1)
| = — (G.12)
S(z)2 2VET (z (22 — 3))%/

It is easy to see from the above expression and using the saddle point values in the limiting
cases given in eq. (G.9), that the saddle point condition fails in the region b ~ by or
alternately |q| < 1. The failure of the saddle point analysis in this region is due to the
smallness of the second derivative as a result of two of the saddle points coming close to
each other around the origin. Away from this region, the saddle point approximation is
good and we shall show then that the value of the b integral is finite in those regions.

G.1 b>bg

The relevant saddle point in this region is given by

b [b? b2

The range of the saddle point for b > by is x, € (0,1). The appropriate contour that passes

through this saddle point is shown in figure 10. The z-integral in eq. (G.1) gives
Z(b) eS(@)+ig (@14
VA + )5 (w)] '

where the phase factor of 7 is due to the steepest descent direction. Now, the b integral

becomes
0 bZr b S(xx)+i%
Zor(B,T) :/ iy Zmll e — (G.15)
(+qbo  Ge  /(1+a2)]S"(w)]
where ¢ = % > 0 but is not very small compared to unity. As it is hard to do the

b-integral exactly for b in the range under consideration, we shall argue for the finiteness
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b < by b > by === 1St Sheet

o 21 2nd Sheet
o1 Original contour
(in First sheet)
T2
T3
=
T3
X4

Ty

Figure 10. Double trumpet contours.

of the integral indirectly. First notice that the value of the integrand is finite near the
lower limit as long as ¢ is not sufficiently close to zero. Moreover the integrand is a smooth
function of b. Let us now look at the upper end of the integral. In this region, b > by and
the saddle point gets closer to unity,

2b2
This region in comparitively easier to analyze. We shall see that the integrand is an
exponentially decaying function of b in this region. Combined with the finiteness at the
lower end and smoothness of the integrand in the range under consideration, this will allow

us to conclude that the full integral is finite. The on-shell action and its second derivative

2 2
S(z) ~ —%\/EGQI, §"(z) ~ Z—\/EGgl (G17)

0 0
Doing the z integral and using the asymptotic form of the matter contribution from

are given by

eq. (5.15), then gives, upto numerical factors,

[ _? Gt
Zpr(E,T) ~i 22 /dbe by V PG (G.18)

As mentioned earlier, the integrand for the b-integral is exponentially decaying in this region

and hence there will be no divergence arising from this region. This result combined with
arguments mentioned earlier suffice to argue that the net value of the b-integral is finite in
the region ¢ > 1. Let us now analyze the region around b — by < byg.
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G2 b«

As discussed earlier after eq. (G.12), the saddle point method fails in this region for the
saddles corresponding to the contour deformations in figure 10 and so we shall argue for
the finitiness of the second term in eq. (6.19) in a different way. The x-integral in eq. (G.1),
exactly at b = by becomes

2BT -2
A e x“+1

Taking z = v 4 tu, with v < 1 and dropping all the v dependent terms, we get

w3
1—u2

7 P
b_LOO b \/1—U2

Away from u = 0, the phase of the above integral is wildly oscillating due to the large factor

—2iET
(G.20)

of ET in the exponent which leads to a suppression of the total integral. In particular for
u > 1, the phase is wildly oscillating and the magnitude is also suppressed. Near u = 0, the
integrand is well behaved. The only region which appears to be troublesome is the region
near u ~ 1. Let us consider the region around u = 1. Let u = 1 + € and hence the above
integral becomes
iET
Zp =~ /de\e/_;ze (G.21)

This integral is convergent around ¢ = 0 as can be easily checked by doing a variable

transformation ¢ = % and looking at the region s > 1. So, in all, the above integral
eq. (G.19) is well-behaved and leads to a finite answer. Let us now analyze the last of the
regions in eq. (G.3).

G.3 BEG;'>1& b< by

This region is amenable to saddle point analysis as we shall detail below. The region under
consideration is

# < b < b (G.22)
VEG!

The contour can be deformed to go through two saddle points in the first sheet and none in
the second, which is shown in the first of the plots in figure 10. The corresponding saddle
points through which the contour passes are complex conjugates of each other, labelled
x2,x3 in figure 10, and are given by

— | b2+8—<1+b2> (G.23)
T\ 26\ B2 202 ‘

The z-integral then gives the analog of eq. (G.14) with the contribution from both the saddle

points included. The b-integral is hard to do exactly. But, since the range of the b integral
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is finite, and the matter contribution in eq. (6.19) is also finite as b is away from zero, the
value of the b integral in this range will be finite. However, we can show that the b-integral
is dominated by the contribution from the lower end of the region eq. (G.22). Hence, we
L_ « b < 1. In this region, the matter contribution

G71

shall just focus on the region

increases towards smaller b which results in the b-integral dominated by its lower limit as
we shall show in detail below. In this region the saddle point, the corresponding on-shell
action and its higher derivatives are

, b
T~ :tz(l — \@bo>
S(x) ~ +i2by\/ EG! (1 - ﬁ?)

2 /=1
S (x) ~ i@\/im

b
4
6b2VEG:" (/2b
" (2,) ~ e (V2b (G.24)
bo b
The steepest descent angles at the saddle points are 7, ij. The b-integral,upto numerical

factors, then reads

¥

™

Zo1r(E,T) ~ /db b’ <e2i\/ EGZ ! (bo—v/2b)+ 2 + e 2V EGe_l(bo—\/ﬁb)—&-?’Z’)
271G

bo(EG: 1)1
(G.25)
The condition for the saddle point estimate to be good is given by
1
— K1 (G.26)
VB(EGZY)T
which is satisfied in the range eq. (G.22). So, we need to do the integrals of the form
« iy
In=[ dye™tv, a>1 (G.27)
Yo

where yq is such that it satisfies 1 < y9 < a, with & ~ O(VEGz') and the variable y
is related to b as y = bv/ EGz L. Tt is easy to see that the above integral gets maximum
contribution from the lower limit of the integral, i.e. near y = yq

Io ~ew (G.28)

So, we are forced to estimate the value of the integral when b is even smaller than the
regime mentioned in eq. (G.22). This region has already been analyzed with the result in
eq. (6.22). Thus we see that the contribution to the spectral form factor from the double
trumpet geometry diverges.

Open Access. This article is distributed under the terms of the Creative Commons
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