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This paper describes the existing NLR hierarchic computer network, especially the 

communication aspects of the datatransmission between computers of the various levels. 

From the user and network requirements a "most desirable" set of rules for oon~unica- 

tions is derived. The existing communication procedures are compared with the most 

desirable set of rules. The major part of the discrepancies, originated by this compar- 

ison, can be solved by the implementation of a programmable front-end processor. 
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I. INTRODUCTION 

The National Aerospace Laboratory of the Netherlands (NLR) has two settlements, geo- 

graphically separated about 100 km (Amsterdam and North Eastern Polder), 

Fig. 1 

( ~  NLR-LABORATORY 

~)  HLR-LABORATORY 

Nof'~ Sea A~$TERDAM 

W Germany 

Geographical location of both NLR settlements 

The computer related activities of NLR can be divided into four classes: 

a) acquisition arid processing of data 

a.1) windtunnel tests 

a,2) flight tests 

b) pure digital simulation 

b,1) flows 

b.2) structures and materials 

h.3) operatio1~,l aspects of airplanes 

o) simulations with systems that contain digital computers as well as other 

specific hardware 

c.I) flight simulator containing an airplane cockpit on a four degrees of 

freedom motion system 
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0.2) flight simulalor containing a three axis serve driven flight table for 

space flight simulation 

d) miscellaneous computer applications (including the management information 

system). 

The above mentioned activities contain time critical elements. Due to the NLR philo- 

sophy to execute this type of tasks locally, three eategories of compuler systems have 

become necessary (ref. I): 

- dedicated computers for the airplane flight simulator and the space flight simu- 

lator (c) 

- local or source computers to fulfil tasks in the areas of data acquisition, 

measurement equipment control, and real time processing: monitoring, data logging, 

data conversion, and quick-look mainly for windtunnel and flight tests (a, part- 

ly) 
- large general purpose computer(s) for extensive data processing, pure digital 

simulation and miscellaneous computer applications (a, partly, b and d). 

The first category (dedicated computers) is beyond the scope of this paper. For the 

other two categories (local computers and large general purpose computers) the histor- 

ical development gives a better understanding of the motives leading to the archi- 

tecture of the present network with the related problems. 

In the following chapter this historical development is deseribed~ furthermore the 

definition of the partly solved, partly unsolved problems is given. From the problem 

definition and experience eo~munioation rules are derived, which may be useful to 

solve similar problems. The communication characteristics of the presently available 

network components are compared with the characteristics prescribed by these rules. 

Finally, the occurring discrepancies are considered as well as the measures to be 

taken. Moreover, NLR experience related to system responsibility, and to required 

computer communication characteristics will be considered in so far as they may benefit 

other network managers. 
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2. HISTORICAL DEVELOP~ENT AND PROBLE~ DEFINITION 

The present NLR network, its development and justification is extensively described 

in ref. I. 

2.1 Historical development 

The development of the network has started in the years 1969-1970 as a long term plan 

for the coming decade. In both settlements a stand-alone general purpose computer was 

available, the system in the settlement Amsterdam being obsolete at that moment. It 

was decided to realise a system with one large general purpose computer for both 

settlements and adequate communication and remote entry facilities. As a first step 

towards this objective, several measures were taken: 

- the realisation of a simulation package, which enabled simulation of the obsolete 

computer in the Amsterdam settlement on the general purpose computer in the other 

settlement~ co~unication between both settlements was achieved by a paper tape data 

link and by mail; 

- the obsolete general purpose computer in the settlement A~isterdam was removed; 

- for some activities - such as extensive data processing and large digital simulation 

packages - initiated in both settlements, a large general purpose computer of an 

external commercial data center was enlisted. In order to facilitate the use of that 

computer in the settlement North Eastern Polder a rented non-intelligent terminal 

was installed. In the settlement Amsterdam a rented process computer was installed; 

besides the terminal activities, this computer enabled NLN to acquire experience in 

the area of connecting windtunnel data acquisition equipment to a process computer; 

- in September 1973 the stand-alone computer in the settlement North Eastern Polder 

was replaced by a larger general purpose computer provided with the mos± advanced 

communication equipment then available from the same manufacturer. Again this com- 

puter was installed in the settlement North Eastern Polder for reasons of long term 

planning. The connection of the rented process computer in the settlement Amsterdam 

was switched over from the external data center computer to the computer in the 

other settlement. Moreover, a local processor for flight test magnetic tape conver- 

sion activities - in the mean time installed in Amsterdam - was connected to this 

computer as well. 

As will be seen in fig. 2, all computer elements in the network were obtained from one 

manufacturer, to enable that manufacturer to carry the system responsibility for the 

entire network. 
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fig. 2 Network at the end of 1973 

Summarizing, at the end of 1973 the firs~ part of the system was realised: one large 

general purpose computer for both settlements provided with simple connections and 

remote entry facilities. For the next phase of the realisation of the network the 

following developments are important. 

2.1.1. Changing attitude towards system responsibility 

The windtunnel data acquisition hardware had to be replaced by local computers beeause 

of technical obsolescence and the introduction of mere demanding measurement and con- 

trol techniques. For cost reasons it was not attractive to select computers of the 

same make as the computers already installed in the network. The primary selection 

criterion was the fulfilment of the renovated data acquisition tasks, for the communic- 

ation only the possibility of hardware connection to the available process computer 

was considered. 

This development - connection of multi-supplier hardware - is based on a management 

decision. This implies that the system responsibility of the manufacturer from this 

moment on is limited %o his components within the network. The heart of the matter is 

that the network manager takes at least the responsibility for the integration of the 

various components into a total system. NLR has accepted the system responsibility for 

%his integration because of the in-house availability of knowledge and capabilities. 

In general, there is a number of reasons, which may have a strong impact on multi- 

supplier!s network considerations, for instance: 

- historical reasons: several computers of different make are available and in use 

before the idea to set up a network is bornl 
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- technical reasons: 

- economical reasons: 

it is necessary %o insert as yet dedicated computer systems of 

another make into an existing network. 

the requirements of some specific applications are of such a 

nature that the manufacturer of the existing network elements 

is not able to meet these requirements. 

the price/performance ratio is bad in comparison with computers 

of other suppliers. 

2.1.2. Workload 

The workload from both settlements for the central computer had been increased. 

2.1.3. Communication facilities 

The Dutch PTT was able to offer more extensive communication facilities, such as voice 

lines up to 9600 BPS and special 48 KHz circuits for transmission speeds up to 50.000 

BPS. 

2.1.4. I/0 facilities 

More and better input/output facilities were required: terminal facilities in both 

settlements as well as line-printer and plotter facilities in the control rooms. 

2.2 Problem definition 

The above mentioned developments made it easy %o predict that the capacity and flex- 

ibility of the network would not be sufficient for a long period, The demanded capacity 

and flexibility is expressed in the following rough user requirements: 

- adequate turn around time 

- data stream identification facilities 

- independency of code. 

Phase one having been completed (with emphasis on the implementation of one general 

purpose computer for both settlements), phase two is characterized by the realisation 

of more adequate cormmnieation and remote entry facilities. The problem definition 

which is in principle the same for both phases, but with different emphasises in prac- 

tice, may be formulated as follows: 

Set up a network consisting of one large general purpose computer and of a 

number of remote entry systems (intelligent or not) from which some systems 

have, apart from the remote entry task, also specific local time critical 
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tasks, in such a way that the network will meet the user requirements. 

2.2.1. Present situation 

The in phase one realised communication facilities had insufficient capacity to pro- 

cess the total workload and to meet the demanded turn around time. To solve this prob- 

lem a 48 KHz circuit (50.000 BPS) was ordered. 

Also the capabilities of the in phase one rented process computer were insufficient 

to execute the modified and more demanding tasks within the network. The task exten- 

sions are in the areas of: 

- large increase of data, offered by the local computers due to modified measure- 

ment techniques~ 

- increase of the number of connected prooessors~ 

- more demanding communication facilities (48 KHz circuit). 

The distribution of tasks between the process computer and the local computers changed: 

%he application oriented chcckir~g procedures are executed at the source. The above 

mentioned new policy concerning the system responsibility enabled an extensive market 

investigation. This resulted in the purchase of a computer having a good price/perform- 

ance ratio suited to the communication tasks required by NLR. 

To safeguard the continuity of the applications, the decision was taken to attain the 

solution of NLR's communication problem in three steps: 

- implementation of the concentrator computerl 

- implementation of the 48 KHz circuit; 

- extension of the front-end communication facilities. 

At this moment the first two steps have been taken. 
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Fig. 3 Details of the present NLR computer network (April 1976) 

2.2.2. Near future 

In the present situation it is not possible to meet completely the user requirements, 

such as addressing facilities and code independency. A third step has to be taken: the 

implementation of a programmable front-end processor. 

Making use of the experience acquired during phase one - implementation of one large 

general purpose computer for both settlements with simple communication and remote 

entry facilities - and acquired during the firs~ part of phase ~wo, a set of rules 

concerning communication aspects will be drawn up. These rules may serve as a guide 

for similar situations in other networks. 
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3. CO)~IUNICATION REQL[[PJ~4~INTS 

In this chapter the above mentioned user requirements are more fully described, the 

network requirements are derived, and based on the user and network requirements a 

set of rules concerning communication aspects of the NLR network is drawn up. 

3.1 User requirements 

The most determining user requirements for communication between computers are: 

- adequate turn around time. 

At this moment this requirement is covered in the network, because the capabilities 

of the central computer, the remote communication controller, and the transmission 

lines are selected on an average workload of all applications. I% seldom occurs that 

peakloads of various applications run concurrently. Noreever, the basic philosophy 

of the network is that time critical data processing has to be executed by local 

computers. 

- data stream identification facilities. 

The network contains (remote) entry facilities of several types, such as batch ter- 

minals, TTY compatible terminals, and local computers in various control rooms of 

experimental facilities. Furthermore, it contains (remote) output facilities at 

several locations such as terminal sites and control rooms. Data, submitted by the 

entry facilities, must be processed by the central computer in the settlement North 

Eastern Polder, and %he results must be presented at an output facility selected at 

wish. It is therefore necessary %o have the capability %o send information (via the 

central computer) from each input device in the network to any output device, on 

certain security conditions. This implies that every block of data to be transferred, 

has %o be provided with sufficient identification. 

- independency of the code. 

For some applications it is not possible %o execute code conversions with the avail- 

able equipment. In some applications the large amount of data %o be transferred re- 

quires the most efficient transmission code in order to limit transfer time and thus 

turn around time. This implies either the possibility to transmit arbitrary bit pat- 

terns or conversion capabilities. 

3.2 Network philosophy and entailing requirements 

The network philosophy, related to the communication aspects of the existing network, 

is: 

- the suppliers of the various components of the network keep system responsibility for 

their e~ hardware and software. The network manager is responsible for the integra- 

tion of the components into the network. This principle leads to the following re- 

quirements: 
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. the selection of communication hardware and software should be based on 

general purpose I/0 facilities such that interfacing with other components 

can be done without complex modifications. 

. arrangements should be embedded in the contractual matters concerning sup- 

plier's approval of the possibly necessary modifications and adjustments. 

. the network manager should have at his disposal equipment and procedures 

which enable him to locate malfunctions within the network. 

- the remote communication controller is regarded as a functional part of the central 

facility, because both settlements should have equal access to the central computer 

for off-line batch processing and on-line connection of data acquisition systems. 

This implies that data streams, submitted to the communication computer, should have 

the same characteristics as the data streams directly submitted to the central com- 

puter. This leads to the following network requirements: 

. data, submitted by local computers %0 the remote communication controller, 

must be complete jobs, as if submitted directly to the central computer. This 

implies that, apart from the measurement data, job control information should 

be provided as well. In general, this information (such as accounting info, 

type of processing indications, device and/or file identification) is only 

available at the source. 

o preparation of data blocks to be transmitted has to be done uniformly for the 

entire network according to the line protocol, selected for the communication 

between the central computer and the remote oommunisation controller. This 

preparation includes addition of information about addressing, about type 

of code, and for transmission error detection. This implies that only one 

error detection method will be used for the entire network. 

3.3 '~ost desirable '' se± of rules 

The user and network requirements result in the following "most desirable" set of rules 

for communication in the NLR network: 

A. The addressing facilities should be sufficient. 

B. It should be possible to transmit arbitrary bit patterns. 

C. Data, submitted by local computers~ should be in the form of complete jobs. 

D. Preparation of data blocks to be transmitted should be done uniformly for 

the entire network, according to some selected line protocol. 

E. Consequences of interfacing should be %aken into account, when selecting 

communication equipment. 

V. System responsibility arrangements in the contrast should include arrange- 

ments concerning modifications and adjustments related to interfacing. 

G. Network test equipment and procedures should be developed. 
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4. COMMUNICATION EQUIPIV~NT: SURVEY AND COMPARISON WITH THE RULES 

In this chapter the characteristics of the communication equipment within the network 

will be enumerated and compared with the '~os% desirable" set of rules. The last rule 

can not be considered, as this rule concerns the entire network. Attention to this 

rule will be paid in section 4.4. 

4.1 Central computer communication equipment 

The central computer - a CDC Cyber 72, 64 K words main memory and 460 N bytes back- 

ground memory - is provided with two types of communication devices: 

- Device that supports serial asynchronous communication lines (110-1200 bps) and 

synchronous lines (up to 4800 bps). 

Rule Available According to rules 

A. Addressing 

B. Arbitrary bit patterns 

C. Complete jobs 

D. Uniform blocks 

E. Interfacing 

F. Contract 

108 data streams/line 

ASCII or BCD per line 

not applicable 

yes, LPC error check 

not applicable 

not applicable 

yes 

no 

yes 

Table I: central computer low speed comm. device characteristics 

- Device that supports serial synchronous lines (up to 50,000 bps). 

Rule Available According to rules 

A. Addressing 

B. Arbitrary bit patterns 

C. Complete jobs 

D. Uniform blocks 

E. Interfacing 

F. Contract 

5 data streams/line 

ASCII and free format 

not applicable 

no, CRC 16 error check 

not applicable 

not applicable 

no 

no 

no 

Table 2: central computer high speed comm. device characteristics 
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4.2 The remote communication controller communication equipment 

This computer - a MODCOMP II CP, 32 K words main memory and 20 M bytes background 

memory - is selected especially for communication purposes. Four types of communication 

devices are oonnected~ supporting: 

- serial synchronous lines (up to 250,000 bps) 

- serial asynchronous lines (up to 19,200 bps) 

- programmsd I/0 16 bits parallel line~ (~p to 5,000 ~ords/s~c.) 

- 16 bits parallel lines with direct memory access (up %o ~07000 words/see.). 

In table 3 the characteristics of all types will be included. 

Rule Available According to rules 

A. Addressing 

B. Arbitrary bit patterns 

C. Complete jobs 

D. Uniform blocks 

E. Interfacing 

F. Contract 

programmable 

yes 

not applicable 

programmable 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

Table 3: remote concentrator comm. devices characteristics 

4.3 Local computers communication equipment 

Referring to the communication equipment and procedures the local computers may be 

divided into two categories. 

~.3~1._Hewle~t ~aokar~ 2!00program ~on~ro~le~ 16 b~ts_pa~al~ell/2 

Thi~ communication equipment is developed by NLR. 
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Rule Available According to rules 

A. Addressing 

B. Arbitrary bit patterns 

C. Complete jobs 

D. Uniform blocks 

E. Interfacing 

F. Contract 

implicit 

ASCII 

no 

no 

yes 

no 

no 

no 

no 

no 

yes 

no 

Table 4: HP 2100 comm. device and procedure characteristics 

4.3.2. Control Data SC 1700 16 bits parallel J0_wi~h dir~ct~nemory a~ce~s 

This communication eq%ipment is developed by NLR. 

Rule Available According to rules 

A. Addressing 

B. Arbitrary bit patterns 

C. Complete jobs 

D. Uniform blocks 

E. Interfacing 

F. Contract 

yes 

no 

yes 

yes, LPC error check 

no 

yes 

yes 

no 

yes 

yes 

no 

yes 

Table 5: CDC SC 1700 comm. device and procedure characteristics 

4.4 Network test equipment and procedures 

The test facilities should enable the network manager to check separate components 

(such as various computer parts, modems, communication lines) and intereonnecled com- 

ponents up to the entire network. Depending on the status of the network (indevelop- 

ment or operational) test activities will generally begin with the separate components 

in the case of development and with the entire network in the case of an operational 

system. Although test procedures in these cases may be different, the test equipment 

may be the same. 

The test facilities under the responsibility of the NLR network manager may be divided 

into two categories: 

- tools locating malfu~ctioning components, such as: 

. wrap around facilities~ 

. line test equipment~ 
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. network diagnostic software. 

This tyPe of tools is sufficient as long as i% concerns manufacturer's equipment 

tools locating malfunctions within components, build by NLR, such as: 

. static input simulation eT~ipmen%~ 

• dynamic input simulation equipment~ 

. dump analyzer. 
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5. TECHNICAL SOLUTION 

In the last chapter a nt~ber of discrepancies has been revealed between the communica- 

tion device and procedure characteristics, and the requirements of the "most desirable" 

set of com~munication rules. These discrepancies are related to the communication de- 

vices of the central computer, and to the communication facilities and procedures of 

the local oomputers~ because the remote concentrator has been selected in accordance 

with these rules, there are no discrepancies. 

The discrepancies related to the communication devices of the central computer are due 

to the lack of flexibility of this equipment, because of which adjustments to increas- 

ing and more severe requirements can not be realised. The communication devices of the 

central computer consist of a hardware multiplexer and a firmware communication statien~ 

both devices are not programmable. The present problems - for the high speed device: 

insufficient addressing facilities, intransparency to the code, and context depending 

block formats; for the low speed device: intransparency to the code - can only be 

solved by implementing a programmable front-end processor, ks the third step of the in 

section 2.2.1. described phase 2. 

The discrepancies related to the communication facilities of the local computers, are 

mainly due %o the procedures. These discrepancies may be eliminated by modificalions 

of the procedures; however, this may bring on a %o0 heavy workload for the local com- 

puters. A trade-off s%~@ is required. The most important ques±ion of this investiga- 

tion concerns the selection of the transmission block error check method. Based on 

the experience with the 48 KHz circuit (until this moment) NLR prefers to implement 

the cyclic redundancy check (CRC 16) method (generating polynominal is x 16 + x 15 + 
2 

x + I) for the entire network instead of the longitudinal parity check (LPC) method~ 

communication oriented computers have the ability %o accumulate such check characters 

in hardware. The presently connected local computers do not have this ability, %here- 

fore the accumulation of the check characters has to be done in software. 
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6. CONCLUDING RE%lARKS 

It can only be recomm~ended to carq~T the system responsibility for the integration and 

management of a multi-suppliers network, if sufficient knowledge is available in the 

areas of the relevant applications, the hardware and software features of the compo- 

nents, and hardware and software interfacing techniques. Attention should be paid to 

the contractual agreements with the suppliers. 

The NLR network is realised in phases, because of budget and coniinuity reasons. This 

approach has proven to be attractive, as it enabled effective tuning of the network 

to the application package. In each phase advantage could be taken ~f the experiences 

acquired durir~g preceding phases. 

When selecting local oomputers 7 (possibly) to be inserted in a network, it is recom- 

mended to add the communication requirements to the selection criteria. The presently 

obtainable minicomputers enable such an approach. 

The major part of NLR's communication problems can be solved by implementation of a 

programmable front-end processor. When selecting a programmable front-end processor, 

attention has to be paid to the critical elements of the interfacing. I% is recommended 

%o consider the front-end processor together with the coupler as one component as far 

as system responsibility is concerned. 
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