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Abstract This paper proposes a model of technology ac-
ceptance that is specifically developed to test the acceptance
of assistive social agents by elderly users. The research in
this paper develops and tests an adaptation and theoretical
extension of the Unified Theory of Acceptance and Use of
Technology (UTAUT) by explaining intent to use not only in
terms of variables related to functional evaluation like per-
ceived usefulness and perceived ease of use, but also vari-
ables that relate to social interaction. The new model was
tested using controlled experiment and longitudinal data col-
lected regarding three different social agents at elderly care
facilities and at the homes of older adults. The model was
strongly supported accounting for 59–79% of the variance
in usage intentions and 49–59% of the variance in actual
use. These findings contribute to our understanding of how
elderly users accept assistive social agents.
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1 Introduction

The expected growth in the elderly population and projected
short- and long term labor shortages in healthcare [1] have
inspired researchers to explore the applicability of intelli-
gent systems for eldercare. These systems are expected to
enable elderly people to live independently and make more
efficient use of human care services [2]. However, previous
research has shown that systems and applications that are
developed for elderly users are often discarded due to fac-
tors that are specific for this user group, like social pressures
(such as stigmatization) or lack of adaptiveness to changes in
the physical and cognitive condition [3, 4]. In order to fully
understand the process of acceptance of intelligent systems
for eldercare, it will be important to identify these factors.

Among the efforts to develop intelligent systems for el-
dercare are projects in which robots and screen agents are
developed as an integrated part of intelligent homes or as
personal assistive devices [5]. They are designed to interact
socially with users to increase acceptance and to ease com-
munication and coordination [6, 7]. However, if autonomous
social agents are going to stay at care facilities and homes of
elderly people, we need to understand the motivations of el-
derly and the process by which they come to accept or reject
this technology. How will elderly people respond to these
agents? Will differences in the agent’s social abilities cause
a difference in attitudes toward the agent? Understanding
these questions, would enable us to improve the design and
presentation of social agents for elderly users.

A methodology that has been explicitly developed to
research acceptance is technology acceptance modeling
(TAM) [8]. It is used to map influences on users’ intention
to use the technology and the actual use of it. It can pre-
dict how well a system will be accepted by a certain user
group and explain differences between individuals or sub
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groups. However, traditional technology acceptance models
do not take into account social aspects of interaction with
embodied agents such as robots or on-screen characters, nor
are these models developed with elderly users in mind. In
this paper we describe the development of a model for the
acceptance of assistive social agents for elderly users. Our
aim is to develop a model that (1) is able to explain accep-
tance under a wide variety of experimental conditions, (2)
shows robustness during quantitative analysis and (3) aims
to identify the main influences on acceptance of assistive
social robots by elderly users.

In the remainder of this paper we will first discuss related
work on the use of robots and screen agents in eldercare and
existing models of technology acceptance. Subsequently, a
new theoretical model of assistive social agent acceptance
is developed and validated in four controlled user experi-
ments with different robots and screen agents and with el-
derly users as participants. After reporting the findings from
these experiments, we will present the improved and final
model.

2 Related work

2.1 Assistive Social Agents in Eldercare

In today’s world many elderly people require care from spe-
cialized caregivers. However, the availability of caregivers
is insufficient to keep up with the rise in demand for such
services. An important challenge for system designers is to
use healthcare professional’s time in the most efficient way
and develop systems that can assist older adults. Some ex-
ample technologies that are being developed for physical
support are walking aids, intelligent wheelchairs, exoskele-
tons and robotic butlers [9–11]. Sensor monitoring systems
and reminder devices are developed to offer cognitive assis-
tance [12] and for social support there are solutions such as
communication devices and robotic pets [13, 14]. Projects
that address all three support categories are frequently envi-
sioned as intelligent homes that provide a monitoring en-
vironment through intelligent sensor networks, control of
household devices, medication reminders, as well as robotic
assistive devices. These robots are developed to assist with
walking, getting out of bed, bathing, toileting and house-
hold maintenance [15–17]. In certain cases, these robots
are designed to interact socially with their users in order
to invoke human social behaviors and ease communication
[15, 17–19]. We identify those as assistive social robots sep-
arately from other assistive technology that does not interact
socially with its users. This is not to say that people will not
interact with other assistive technology as if it were a social
actor. This effect found by Reeves and Nass [20] is likely for
all computer technology. However, in this research we will

Fig. 1 Categorization of robots in eldercare

focus on technology that is specifically designed to interact
socially with elderly users.

Research on assistive social robots for eldercare can be
generally found in two areas (see Fig. 1). The first con-
cerns social support and involves companion type robots
used for social companionship or for robot assisted therapy.
The other relates to robots that offer physical and cognitive
assistance. These are socially interactive robots that carry
out service tasks. They guide or carry persons, offer butler-
like services or function as an interface to smart home de-
vices.

An example of a companion type social robot is the seal
shaped robot Paro [19]. Shibata et al’s findings suggest that
Paro can have the same beneficial effect on elderly users
as real pets, improving their health and sense of wellbeing.
Another example of a companion type robot is the Hug-
gable [21], developed to measure the way it is touched, in-
tended to be connected to a separate computer at the nurse’s
station to promote the overall health and wellbeing of the
user.

An example of a service type social robot is ’nursebot’
Pearl, which is developed specifically for human-robot in-
teraction research in elderly care. Pearl can provide assis-
tance to elderly users [18], for example by guiding them
to a destination or providing information. A robot with ad-
vanced assistive functionalities for eldercare is the German
Care-o-bot. It is intended to provide assistance such as walk-
ing assistance and butler services [8, 22]. Other projects fo-
cus on assistive environments rather then the development
of a dedicated robot. An example of this is the RoboCare
project [17], featuring an intelligent home of which a robot
is an integrated part.

An example of research involving screen agents for el-
derly users is reported by Bickmore et al. [23]. It concerns
the evaluation of elderly users’ responses to relational agent
Laura, which functioned as a health advisor for older adults.
This agent’s interaction consisted entirely of relationship-
building dialogue including social dialogue, meta-relational
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dialogue, empathy exchanges, humor, and reciprocal self-
disclosure exchanges. The studies’ findings indicate that the
agent was accepted by the participants as a conversational
partner on health and health behavior. It was seen as trust-
worthy and friendly and found to be a good health advi-
sor. Other research with this agent by Bickmore and Schul-
man [24] focused on long term relationships. It was found
that even though subjects conducted an extended dialogue
with the agent, they apparently failed to develop a strong
social bond. These studies carefully suggest that in order to
achieve acceptance of a social agent, social behavior is im-
portant but establishing a long term social relationship may
not be needed.

Studies which compared robots and screen agents show
that people respond to them in a similar way although a ro-
botic agent is trusted slightly more than a screen agent. The
actual embodiment of the robot was found more appealing
than a screen agents virtual embodiment [25, 26].

Even if this review offers a limited sample of the stud-
ies available on the interaction of older adults with social
robots, the work on elderly users’ responses to robot care
suggests that a robot’s social behaviors are important. When
a robot or screen agent is a character with its own social
presence and sociability, users’ expectations are destined to
influence use and acceptance of the robot.

We argue that research on robot and agent acceptance
can be subdivided into two areas: acceptance of the robot in
terms of usefulness and ease of use (functional acceptance)
and acceptance of the robot as a conversational partner with
which a human or pet like relationship is possible (social ac-
ceptance). The experiments with Paro were more focused on
social acceptance while the experiments with Pearl focused
more on the acceptance of the robot regarding its functional-
ities. A complete methodology thus, should incorporate both
these aspects of acceptance.

2.2 UTAUT and the Acceptance of Social Agents

The original Technology Acceptance Model (TAM) devel-
oped by Davis [6] (see Fig. 2), was based on the Theory of
Reasoned Action (TRA) by Fishbein and Ajzen [27, 28]. In
TAM, perceived ease of using the technology and the per-
ceived usefulness of the technology are the main factors that
influence the user’s intent to use the system, which in turn is
the main predictor of actual use of the system.

TAM, which defines acceptance as actual use, has been
applied to evaluate the acceptance of many different types
of technology and the model has been adapted and ex-
panded upon in later research. Venkatesh et al. [29] offered
an overview of these later technology acceptance models
and incorporated the most reliable constructs into the Uni-
fied Theory of Acceptance and Use of Technology (UTAUT)
model (Fig. 3). In UTAUT, perceived usefulness of the tech-
nology encompasses a broader definition and is renamed to

Fig. 2 Basic TAM assumptions

Fig. 3 UTAUT model: direct influences

Performance Expectancy (the expectations the user has of
the performance of the system). Perceived ease of use is also
more broadly defined and is termed Effort Expectancy (the
expectations the user has of the effort that is needed to use
the system). Other factors that have been incorporated are
Social Influence and Facilitating Conditions. Self Efficacy,
Attitude and Anxiety were not found to have a direct ef-
fect on Intention to Use (the effect was captured by effort
and performance expectancy). Gender, Age, Experience and
Voluntariness of use were found to be the main moderat-
ing influences. The model has been applied by De Ruyter
et al. [30] to investigate the acceptance of a social robot
(the iCat). These studies found that participants judged an
extravert robot (more expressive in voice and facial expres-
sions) to be more socially intelligent and they were more
likely to accept the expressive robot compared with the ro-
bot in an introvert condition. The UTAUT model seems a
sound basis to start exploring factors that determine elderly
users acceptance of social robots. This is due to its exten-
sive validation and the potential applicability of the model
to human-robot interaction as indicated by de Ruyter et al.

3 Model Development: Constructs and Hypothesized
Construct Interrelations

3.1 Adopted Constructs

The UTAUT questionnaire is presented with the notion that
it will need to be adapted to the specific technology it evalu-
ates [39]. Questionnaire items were therefore adapted in our
research to fit the context of assistive robot and screen agent
technology and address elderly users in a (care) home rather
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Table 1 Overview of constructs

Code Construct Definition

ANX Anxiety Evoking anxious or emotional
reactions when it comes to using
the system

ATT Attitude
towards
technology

Positive or negative feelings about
the appliance of the technology

FC Facilitating
conditions

Factors in the environment that
facilitate use of the system

ITU Intention to
Use

The intention to use the system
over a longer period in time

PAD Perceived
adaptiveness

The perceived ability of the system
to adapt to the needs of the user

PENJ Perceived
Enjoyment

Feelings of joy/pleasure associated
with the use of the system

PEOU Perceived
Ease of Use

The degree to which one believes
that using the system would be free
of effort

PS Perceived
Sociability

The perceived ability of the system
to perform sociable behavior

PU Perceived
Usefulness

The degree to which a person
believes that the system would be
assistive

SI Social
Influence

The persons perception that people
who are important to him think he
should or should not use the system

SP Social
Presence

The experience of sensing a social
entity when interacting with the
system

Trust Trust The belief that the system performs
with personal integrity and
reliability

Use Use The actual use of the system over a
longer period in time

than office environment (see Table 1 for construct defini-
tions and Table 2 for the items that were included). However,
when rephrasing the items, we tried to stay as close to the
original form as possible. The constructs Performance Ex-
pectancy, Effort Expectancy (renamed Perceived Usefulness
and Perceived Ease of Use to suit the home rather than work
environment), Social Influence, Facilitating Conditions, In-
tention to Use and Actual Use were adapted for the used
questionnaire. We also included Anxiety, and Attitude to-
ward using the technology: although they were not included
in the UTAUT model, several other studies found these fac-
tors directly influential [31–34]. Moreover, we were inter-
ested in measuring elderly participants’ levels of Anxiety
and Attitude toward the assistive social agent.

3.2 Additional Constructs

Perceived Enjoyment Previous literature reports that per-
ceived enjoyment with a computer system positively affects

Table 2 Used questionnaire

ANX If I should use the robot, I would be afraid to make
mistakes with it

If I should use the robot, I would be afraid to break
something

I find the robot scary

I find the robot intimidating

ATT I think it’s a good idea to use the robot

The robot would make life more interesting

It’s good to make use of the robot

FC I have everything I need to use the robot

I know enough of the robot to make good use of it

ITU I think I’ll use the robot during the next few days

I’m certain to use the robot during the next few
days

I plan to use the robot during the next few days

PAD I think the robot can be adaptive to what I need

I think the robot will only do what I need at that
particular moment

I think the robot will help me when I consider it to
be necessary

PENJ I enjoy the robot talking to me

I enjoy doing things with the robot

I find the robot enjoyable

I find the robot fascinating

I find the robot boring

PEOU I think I will know quickly how to use the robot

I find the robot easy to use

I think I can use the robot without any help

I think I can use the robot when there is someone
around to help me

I think I can use the robot when I have a good
manual

PS I consider the robot a pleasant conversational
partner

I find the robot pleasant to interact with

I feel the robot understands me

I think the robot is nice

PU I think the robot is useful to me

It would be convenient for me to have the robot

I think the robot can help me with many things

SI I think the staff would like me using the robot

I think it would give a good impression if I should
use the robot

SP When interacting with the robot I felt like I’m
talking to a real person

It sometimes felt as if the robot was really looking
at me

I can imagine the robot to be a living creature

I often think the robot is not a real person

Sometimes the robot seems to have real feelings

Trust I would trust the robot if it gave me advice

I would follow the advice the robot gives me
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an individual’s behavioral intentions towards usage [35–38].
In evaluating social agents such as companion type robots,
an element of pleasure when interacting with the agent may
very well influence user acceptance. Van der Heijden [38]
points out that in ‘hedonic systems’ the concept of enjoy-
ment is a crucial determinant for the intention to use these
systems. Of course, social agents in eldercare will hardly
be developed just to entertain: they will be partly utilitar-
ian, partly hedonic. But even if just partly hedonic, enjoy-
ment is found to be a construct that needs to be part of an
acceptance model for robotic technology [36]. And even in
utilitarian systems Perceived Enjoyment can be a relevant
influencing factor, as pointed out in an extensive study by
Sun and Zhang [37]. This study supports the claims that
Perceived Enjoyment influences Ease of Use rather than be-
ing a consequence of it, as claimed by some other studies.
A study we performed and reported on previously confirms
this and establishes Perceived Enjoyment as an influence
both on Perceived Ease of Use and directly on Intention
to Use [39]. The perceived enjoyment items (Table 2) were
adapted from [35].

Social Presence Since it is not unusual for humans to en-
gage with technology as if it were a social entity [19], it can
be expected that this effect is exacerbated when technology
takes the form of an embodied character and interacts in a
social manner using natural language and non-verbal human
behaviors. The term presence refers to two different phe-
nomena. First, it relates to the feeling of really being present
in a virtual environment and can be defined as the sense of
being there [40]. Second, it can relate to the feeling of be-
ing in the company of a social entity: the perceptual illusion
of non-mediation [41]. In our context, the second definition
is relevant since the extent to which one feels to be dealing
with a social entity when meeting a robot or screen agent is
of influence on the way it is perceived and accepted [23, 42].
Regarding the close connection between social abilities and
the sense of presence [43], we incorporate social presence in
our experiments to research its role and establish the influ-
ence of social abilities on it. We expect, based on previous
findings [43], that the sense of presence increases if a sys-
tem is perceived to have more social abilities, and that Per-
ceived Enjoyment increases when this sense of presence is
felt more intensely. To include this construct in the model, a
set of 5 items were developed, adapted from [44].

Perceived Sociability This construct was formed based on
our findings in previous studies [45] which are supported by
related studies [46, 47]: our construct of perceived sociabil-
ity may be unique as a part of an acceptance model, the need
for social abilities for robots to function as assistive devices
has been established in earlier studies as well as the need
for social acceptance of robots and screen agents. We con-
firmed this in our earlier study, where we added questions

on presumed social abilities to a list of UTAUT based ques-
tions, asked to older adults that just used an assistive social
robot [48]. We found that the scores on the construct formed
by these added questions correlated with all UTAUT con-
structs demonstrating that it relates to aspects of acceptance.
We confirmed these findings in a later experiment, where we
found the construct to be a determining influence on Social
Presence and Perceived Enjoyment. Furthermore, we estab-
lished that Trust (see next paragraph) has influence on this
construct. The questionnaire items for Perceived Sociability
were based on the items that proved to be a solid construct
in our previous research [45, 48].

Trust The concept of Trust not only emerged from our
own findings [29], it is also found in studies concerning
robot technology [31, 49, 50] and human-robot interaction
[25, 30, 51]. To incorporate Trust into the model, two items
were developed to measure the trust the user has in the robot
and to what extent the user intends to comply to the robot’s
advice and on the nature of human-robot interaction. In the
above mentioned studies, Trust is claimed to have a direct
influence on Intention to Use but in both types of studies, it
is also related to either social abilities or social behavior: a
robot or screen agent with more social abilities is supposed
to gain more trust by its users.

Perceived Adaptivity A particular feature of most chronic
conditions that elderly people that need care suffer from is
that their conditions change over time. Mobility may im-
prove after a hip replacement, heart condition may deterio-
rate or improve after changes in medication, eyesight, hear-
ing and dementia may become worse over time. Therefore,
requirements for the type of support that is needed change
over time. Intelligent assistive technology would need to
adapt to these changes in conditions in order to provide ap-
propriate support. Previous studies that address elderly users
argue that adaptiveness is an essential aspect of technology
that is developed for aging users [52, 53]. Forlizzi et al. in-
cluded adaptivity in her design guidelines for robotic prod-
ucts that ‘support the ecology of aging’ [54]. It is expected
that when users perceive the system to adapt to their chang-
ing needs, they will find it more useful and will be more
accepting towards the system.

3.3 Overview of Construct Interrelations

Summarizing our assumptions as described above, we iden-
tified 11 constructs as potential direct determinants of Inten-
tion to Use or Actual Usage. Of these constructs, we theorize
7 to play a significant role as direct determinants of Inten-
tion to Use and Actual Usage: Perceived Usefulness, Per-
ceived ease of Use, Perceived Enjoyment, Trust, Attitude,
Social Influence and Facilitating Conditions. Anxiety, Per-
ceived Sociability, Perceived Social Presence and perceived
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Fig. 4 Hypothetical construct
interrelations

Adaptivity are theorized not to be direct determinants of In-
tention to Use. Figure 4 visualizes this model, featuring the
following hypothetical construct interrelations that will be
tested in our experiments:

1. Use is determined by (a) Intention to Use and influenced
by (b) Social Influence and (c) Facilitating Conditions.

2. Intention to Use is determined by (a) Perceived Useful-
ness, (b) Perceived Ease of Use, (c) Attitude, (d) Per-
ceived Enjoyment, (e) Social Influence and (f) Trust.

3. Perceived Usefulness is determined by (a) Perceived
Ease of Use (b) Perceived Adaptability and (c) Anxiety.

4. Perceived Ease of Use is determined by (a) Anxiety and
(b) Perceived Enjoyment.

5. Perceived Enjoyment is determined by (a) Perceived So-
ciability and (b) Social Presence.

6. Perceived Sociability is determined by Trust.
7. Social Presence is determined by Perceived Sociability.

Since most of the experiments have been carried out in the
Dutch city of Almere (either in eldercare institutions or at
the homes of older adults still living independently), we de-
cided to honor our participants and collaborating staff by
naming the model after this city.

4 Experiments

This section reports the results of four experiments that each
focused on the validation of a different part of the model.
The first experiment evaluates the influence of the social
constructs: Social Presence, Perceived Sociability and Trust
in an experiment that compared responses to a robot in a
more social versus less social condition. We expected the
differences in these responses to justify the presence of these
constructs. The second experiment evaluates the influence of

Perceived Adaptivity in an experiment that exposes elderly
participants to a short movie of a robot in a more versus less
adaptive condition. We expected the differences in responses
to the conditions to relate to the score on Perceived Adap-
tiveness. The third and fourth experiment evaluated the pre-
diction of Actual Usage (first hypothesis in Sect. 3.3), which
is needed to fully validate the model. We evaluated both a ro-
bot used in a public setting (‘public use’) and a screen agent
used at the homes of the participants (‘private use’).

In these experiments, different systems (robots as well
as screen agents) were evaluated and different settings were
used (video trial, real robots, both at participant’s homes and
at eldercare institutions) which would benefit the possibility
to generalize our findings.

In the analysis of the data we use regression analysis to
see if the model fits the data collected. Furthermore, for each
experiment we establish the R2 value of the regression on
Intention to Use and if applicable on Use, which can be used
as an indication for the predictive strength. The value is be-
tween 0 and 1, meaning that 0.50 indicates that 50% of the
variation of a dependent variable is explained by the pre-
dicting variables. On the combined data we will carry out a
confirmative and exploratory path analysis and establish the
‘goodness of fit’ of the final model.

The data collection instrument consisted of 41 items on
a 5 point Likert-type scale ranging from 1 to 5 (totally dis-
agree – disagree – don’t know – agree – totally agree). The
items (see Table 2) were presented in a random order to the
participants. This order was the same for each experiment.

4.1 Experiment 1: the Influence of Social Abilities

Methodology In Experiment 1, elderly users interacted
with the iCat robot. The manipulation concerned social ex-
pressiveness (socially expressive versus neutral), which was
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Fig. 5 Used systems, clockwise: iCat speech controlled, RoboCare
(video), iCat with touch screen and Steffie

manipulated through the robot’s verbal and non-verbal be-
havior. The socially expressive condition used the partici-
pant’s name in its communication, kept eye-contact with the
participant and apologized for its mistakes.

The experiment involved 40 participants between 65 and
89 years old; 18 were male and 22 female. Exactly half (N =
20) of the participants were exposed to the social expressive
condition and the other half to the neutral condition.

The robot used in this study was the iCat. It is not mobile
and has a cartoon cat-like appearance, with movable lips,
eyes, eyelids and eyebrows to display different facial expres-
sions. There is a camera installed in its nose and the base
contains two microphones [55]. Participants could interact
freely by speaking with the iCat (Fig. 5). The iCat responded
with pre-program-med sentences, controlled by an operator
in a Wizard of Oz experimental set-up. The iCat’s facial ex-
pressions were linked to the sentences the robot could speak.
Gaze was either straight ahead (neutral condition) or track-
ing the user (socially expressive condition).

During the experiment the participants were introduced
to the robot in groups of 4 or 8, by a researcher. They were
given a brief introduction by the robot itself about its ca-
pabilities (it can function as an interface to domestic ap-
plications, monitor its users, offer companionship, provide
information, keep an agenda and remind the user to take
medication). The researcher then explained the procedure
of the individual experiment sessions that followed. Each
participant interacted individually with the iCat for approx-
imately 3 minutes. During this interaction the iCat could set
an alarm, give the weather forecast or give directions to the
nearest supermarket. Afterwards, participants completed the
questionnaire.

Table 3 Cronbach’s Alpha experiment 1

Construct Alpha Construct Alpha

ANX 0.716 PEOU 0.765

ATT 0.790 PS 0.885

FC 0.846 PU 0.865

ITU 0.901 SI 0.752

PAD 0.740 SP 0.831

PENJ 0.846 TRUST 0.820

Table 4 T-Test results on more and less social conditions

Construct T Construct T

ANX 0.148 PEOU 0.855

ATT −0.717 PS 2.208*

FC −0.230 PU 0.968

ITU 2.264* SI 0.342

PAD 0.000 SP 2.271*

PENJ 2.027* TRUST 0.143

*p < 0.05

Our calculation of Cronbach’s Alpha shows that reliabil-
ity of the constructs was high (Table 3).

Detailed description of the methodology and results of
this study can be found in [56].

Results Table 4 shows the t-test scores to compare the two
conditions. Participants have more intention to use the robot
in the socially expressive (M = 3.166, SD = 0.820) com-
pared with the neutral condition (M = 2.516, SD = 0.988);
Perceived sociability, Perceived Social Presence and Enjoy-
ment were also higher in the socially expressive condition.
This confirms that a more social robot is perceived as such
and suggests that it is enjoyed more.

Table 5 shows the outcome of a regression analysis on
the results related to the hypotheses, including the R2 value.
Intention to Use the robot is predicted by Perceived Ease of
Use and Perceived Enjoyment, while the influence of other
constructs could not be confirmed. It may be that the focus
on a friendly ’chit-chat’-like interaction with the iCat influ-
enced this focus on comfort rather than on competence re-
lated factors. In addition, the functionalities were more en-
tertainment than service oriented. Hypothesis 2 could thus
only be partially confirmed. Hypothesis 1 (ITU, SI and FC
determine Use) was not included in this analysis because
actual voluntary use of the system over a longer time period
was not tested in this experiment. Perceived Usefulness of
the iCat was determined by Perceived Adaptivity of the sys-
tem. Hypothesis 3 can therefore only be partially accepted.
Hypotheses 4, 5, 6 and 7 can be fully accepted.
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Table 5 Regression analysis experiment 1

Hypothesis Independent
variable

Dependent
variable

Beta T R2

H2a PU ITU 0.097 0.633 0.70

b PEOU 0.435 3.619**

c ATT −0.037 −0.227

d PENJ 0.581 5.079**

e SI −0.061 −0.465

f TRUST 0.023 0.151

H3a ANX PU −0.203 −1.664

b PAD 0.650 5.506*

c PEOU 0.118 0.879

H4a ANX PEOU −0.430 −0.3.259**

b PENJ 0.375 2.854*

H5a PS PENJ 0.526 3.900**

b SP 0.331 2.454*

H6 TRUST PS 0.320 2.083*

H7 PS SP 0.540 3.399**

*p < 0.05
**p < 0.005

The findings of this study indicate that the socially ex-
pressive iCat was indeed found to be more sociable and to
evoke more social presence. Moreover, participants found
the socially expressive robot more enjoyable and they had a
higher intention to use the robot. Regression analysis indi-
cates a partial fit of the model with the data collected in this
study and it results in an R2 value of 0.70, which is satisfac-
tory.

4.2 Experiment 2: Exploring Adaptivity

Methodology In the second experiment, elderly users
watched a video of the RoboCare robot. Although the ex-
perience of interaction with a real life robot obviously dif-
fers from viewing a robot featuring in a video, the litera-
ture indicates that video trials generally are recognized as
a useful and valid methodology in HRI [57, 58]. The ma-
nipulation concerned adaptivity (an adaptive robot versus
a non-adaptive robot). The short movie (approximately 5
minutes) featured a scenario with an elderly person who is
assisted by the RoboCare robot. The robot is cylinder shaped
and can move on wheels in its base (Fig. 5). It connects to
an intelligent sensor and camera network. It can produce
pre-programmed speech through a speaker. The version of
the RoboCare robot used in this experiment is one equipped
with a screen on which a female face is displayed to em-
body the conversation. The robot serves both as an interface
to the ‘smart home’ technology and as an autonomous agent,

Table 6 Cronbach’s Alpha experiment 2

Construct Alpha Construct Alpha

ANX 0.701 PEOU 0.842

ATT 0.763 PS 0.717

FC 0.426 PU 0.825

ITU 0.854 SI 0.701

PAD 0.792 SP 0.735

PENJ 0.756 TRUST 0.758

retrieving information from its intelligent environment and
acting upon it [57]. The two movies were in Dutch with a
simulated robotic female voice for the robot. In the movie,
the robot would monitor the user and alarm a relative when
necessary, assist in remembering to take the right medication
at the right time and function as a fitness advisor.

Adaptivity of the robot was manipulated as follows: In
the non-adaptive version, the robot would demonstrate its
functionalities and the user would actively request a service.
In the adaptive version, the robot would only provide a ser-
vice when necessary. If, for example, the user would forget
to take her medication, the robot would either propose to re-
mind her next time or instead, pro actively start reminding
her.

The experiment involved 88 participants of which 28
were male and 60 were female; 45 viewed the adaptive ver-
sion, 43 the non adaptive. Participants were visited by a
researcher who explained the procedure of the experiment,
showed one of the movies on a laptop computer and admin-
istered the questionnaire.

Our calculation of Cronbach’s Alpha shows that the re-
liability of the constructs was high (Table 6) except for Fa-
cilitating Conditions. This exception can be explained by the
setting of the experiment: participants did not experience ac-
tual use of this robot and would just guess about what they
would need and know and this could result in a far from solid
construct.

Detailed description of the methodology and results of
this study can be found in [59].

Results Table 7 shows the t-test scores comparing the con-
ditions. Perceived adaptivity was indeed higher in the adap-
tive condition (M = 3.674, SD = 0.566) compared with the
non-adaptive condition (M = 3.302, SD = 0.673). This in-
dicates our manipulation was successful. Participants who
saw the adaptive robot condition were found to have a higher
intent to use the system, have a more positive attitude toward
the robot, perceive the robot as more enjoyable and more
useful. Participants in the adaptive condition also reported
to feel more anxiety toward the robot and found other peo-
ple’s opinions about using the robot (social influence) more
important.
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Table 7 T-Test results on more and less adaptive versions

Construct T Construct T

ANX −2.334* PEOU 1.150

ATT 3.023* PS 0.306

FC 0.150 PU 3.523

ITU 3.485* SI 2.178*

PAD 2.807* SP 0.350

PENJ 2.298* TRUST 1.655

*p < 0.05

Table 8 Regression analysis experiment 2

Hypothesis Independent
variable

Dependent
variable

Beta T R2

H2a PU ITU 0.330 3.642** 0.68

b PEOU 0.047 0.624

c ATT 0.496 5.442**

d PENJ 0.031 0.375

e SI −0.015 −0.192

f TRUST 0.086 1.096

H3a ANX PU 0.006 0.056

b PAD 0.235 2.338*

c PEOU 0.365 3.264**

H4a ANX PEOU −0.334 −3.543**

b PENJ 0.359 3.809**

H5a PS PENJ 0.419 3.449**

b SP 0.169 1.433

H6 TRUST PS 0.571 6.445**

H7 PS SP 0.632 7.565**

*p < 0.05
**p < 0.005

The results in Table 8 show that not all of the hypothe-
sized effects are confirmed. Intention to use the robot is pre-
dicted by Perceived Usefulness and Attitude. It may be that
the focus on assistive tasks such as medicine reminders high-
lighted competence factors over comfort factors. Hypothe-
sis 2 could therefore only be partially confirmed. Perceived
Usefulness of the iCat was determined by Perceived Adap-
tivity and Perceived Ease of Use. Hypothesis 3 can therefore
only be partially accepted. Hypothesis 4 can be fully ac-
cepted. Perceived Enjoyment was determined by Perceived
Sociability. Thus, hypothesis 5 can only be partially ac-
cepted. Hypotheses 6 and 7 can be fully accepted.

The findings of this study indicate that the adaptive Robo-
Care was rated more positively, indicating that adaptivity is
indeed a demand that motivates this user group to accept

assistive technology. In contrast, participants felt more anx-
iety towards the adaptive robot—possibly because they felt
less in control of it. Also they scored higher on Social In-
fluence which can be attributed to the interpretation of this
item in this non-working environment: they enjoy the robot
and would like to share this with caretakers and others. Re-
gression analysis indicates a partial fit of the model with the
data collected in this study and it results in an R2 value of
0.68, which is satisfactory.

4.3 Experiment 3: Actual Public Use

Methodology This experiment measured Actual Use over
a one week time period. Participants could use the iCat in a
public place during an entire week after a short individual
interaction. Other variables are those defined in the research
model in the previous section. The iCat used in this experi-
ment was not controlled in a Wizard of Oz set up as in exper-
iment 1. Instead of speaking directly to the iCat, participants
could interact with it through a touch screen interface. This
was a different system setup from experiment 1, but we did
not see this as an objection, especially since we were not
specifically testing the iCat robot—and actually many ser-
vice type robots do have a touch screen interface [4].

Participants could ask for the weather forecast, an over-
view of television programs or listen to a joke by pressing
the appropriate choices from the menu on the screen. The
robot spoke with pre-recorded speech, for which we used
a computer generated female voice produced by a text to
speech engine.

The sample consisted of 30 participants. Their age ranged
from 65 to 94; 22 were female and 8 were male. They
lived in an elderly residence, either in private rooms or in-
dependently in apartments. During the experiment partici-
pants were introduced to the iCat and instructed to simply
play around with it for approximately three minutes. Subse-
quently they filled in the questionnaire in a separate room.
After these sessions were completed, the robot was left in
the tea room for residents to use. On the screen were buttons
with the names of the test session participants and one ex-
tra button saying “I’m not listed”. Passers-by were informed
by a note that anyone was allowed to use the robot and that
they could start a session by pressing the button with their
name on it or the “I’m not listed” button if their name was
not on the screen. When a user started using the robot, a
video recording of the user was made through the camera in
the robot’s nose. The start and end times of each individual
user session were logged. By comparing the video footage
to the usage log, we could later check which participant be-
longed to each interaction setting (anyonepassing by could
have clicked on a name).

Our calculation of Cronbach’s Alpha shows that reliabil-
ity of the constructs was high (Table 9).
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Table 9 Cronbach’s Alpha experiment 3

Construct Alpha Construct Alpha

ANX 0.854 PEOU 0.720

ATT 0.801 PS 0.786

FC 0.706 PU 0.787

ITU 0.947 SI 0.793

PAD 0.834 SP 0.866

PENJ 0.836 TRUST 0.802

Table 10 Regression analysis experiment 3

Hypothesis Independent
variable

Dependent
variable

Beta T R2

H1a ITU Use 0.671 4.603** 0.49

b SI 0.133 0.937

c FC −0.276 −1.909

H2a PU ITU 0.094 0.510 0.63

b PEOU 0.545 3.373**

c ATT 0.437 1.946*

d PENJ −0.078 −0.347

e SI −0.225 −1.491

f TRUST 0.044 0.223

H3a ANX PU −0.104 −0.756

b PAD 0.486 3.214**

c PEOU 0.433 3.013*

H4a ANX PEOU 0.268 1.854

b PENJ 0.572 3.962**

H5a PS PENJ 0.361 2.144**

b SP 0.411 2.446*

H6 TRUST PS 0.418 2.435*

H7 PS SP 0.540 3.399**

*p < 0.05
**p < 0.005

Detailed description of the methodology and the results
of this study can be found in [60].

Results The results in Table 10 show that not all of the hy-
pothesized effects are confirmed. Intention to use the robot
is predicted by Perceived Ease of Use and Attitude. Hypoth-
esis 2 could therefore only be partially confirmed. Hypothe-
sis 1 could only be partially confirmed with Actual Use pre-
dicted by Intention to Use. Perceived Usefulness of the iCat
was determined by Perceived Adaptivity only. Hypothesis 3
can therefore only be partially accepted. Hypothesis 4 can
be partially accepted with Enjoyment predicting Perceived
Ease of Use. Hypotheses 5, 6 and 7 can be fully accepted.

Table 11 Cronbach’s Alpha experiment 4

Construct Alpha Construct Alpha

ANX 0.812 PEOU 0.726

ATT 0.851 PS 0.878

FC 0.707 PU 0.865

ITU 0.948 SI 0.794

PAD 0.709 SP 0.816

PENJ 0.774 TRUST 0.732

The findings of this study show that Actual Use of the ro-
bot is indeed predicted by the participant’s Intention to Use
the robot. Similarly to the findings of experiment 1 where
the iCat was voice operated, Intention to Use is determined
by Perceived Ease of Use. Similarly to experiment 2, Atti-
tude also determines Intention to Use. Furthermore, the re-
gression analysis results in an R2 value of 0.68 for Inten-
tion to Use, which is satisfactory, and 0.49 for Use, which is
lower, but also satisfactory.

4.4 Experiment 4: Actual Private Use

Methodology This experiment measured actual use of an
on screen virtual character. Participants were able to inter-
act with Steffie, a virtual screen character designed to assist
elderly in using the internet, e-mail, health insurance, cash
dispensers and railway ticket machines. Steffie speaks and
uses both facial expressions and gestures. The user commu-
nicates with Steffie through a graphical user interface menu
with clicking options that are used for choosing subjects, to
let her continue or to let her repeat. Steffie is developed as a
part of an informative website (www.steffie.nl).

An offline version of the Steffie application was installed
on the personal computers of the participants. We added
a log in page with the names of the users. Once the user
chose his or her name to start using Steffie, the session was
recorded in a log file.

Participants were 30 elderly users, aged 65 to 89, 14 fe-
male and 16 male, who owned a computer. They were vis-
ited by a researcher who installed the application on their
pc. The basic functionality of the application was explained
and participants tried out the application for approximately
three minutes. Afterwards they filled in the questionnaire.
After ten days, the researcher returned to close the experi-
ment and copy the log file.

Our calculation of Cronbach’s Alpha shows that reliabil-
ity of the constructs was high (Table 11).

Detailed description of the methodology and the results
of this study can be found in [61].

Results The results in Table 12 show that not all of the hy-
pothesized effects are confirmed. Intention to use the robot
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Table 12 Regression analysis experiment 4

Hypothesis Independent
variable

Dependent
variable

Beta T R2

H1a ITU Use 0.945 5.700** 0.59

b SI −0.420 −2.553*

c FC −0.327 −2.576*

H2a PU ITU 0.616 3.301** 0.79

b PEOU −0.114 −0.794

c ATT 0.491 2.228*

d PENJ −0.125 −0.668

e SI 0.015 0.105

f TRUST 0.011 0.067

H3a ANX PU 0.337 2.452*

b PAD 0.325 2.471*

c PEOU 0.413 2.772*

H4a ANX PEOU 0.268 1.854

b PENJ 0.572 3.962**

H5a PS PENJ 0.686 4.259**

b SP 0.097 0.600

H6 TRUST PS 0.608 4.057**

H7 PS SP 0.609 4.067**

*p < 0.05
**p < 0.005

is predicted by Usefulness and Attitude. Hypothesis 1 could
therefore only be partially confirmed. Hypothesis 2 and 3
could be fully accepted. Hypothesis 4 can be partially ac-
cepted with Enjoyment predicting Perceived Ease of Use.
Hypothesis 5 can only be partially accepted with Perceived
Sociability predicting Enjoyment. Hypotheses 6 and 7 can
be fully accepted.

Furthermore, the regression analysis results in an R2

value of 0.79 for Intention to Use, which is exceptionally
high, and 0.59 for Use, which is also satisfactory.

5 The Final Almere Model

The systems used in the experiments were very different and
experiment 2 confronted participants not even with an actual
system but with videos of a robot. Nevertheless, in all exper-
iments we used the same questionnaire. Moreover, the as-
sumption is that the model is applicable to different systems
and conditions. This means that despite these different sys-
tems and settings, we can add the results of the experiments,
thus obtaining a set of data with 188 cases (total number of
participants in all 4 experiments). This gives us the possibil-
ity to apply structural equation modeling, a type of analysis
in which the whole model can be tested at once instead of

Fig. 6 Initial model path estimates (∗p < 0.05, ∗∗p < 0.005)

Table 13 Modification indices

Construct interrelations Modification indices

ATT ← SI 48.325

ATT ← ANX 6.183

ATT ← PAD 28.612

Trust ← ATT 48.830

the individual hypotheses. Usually this requires 15 cases per
variable [62] which means in our case we need at least 150
cases.

Executing a path analysis with structural equation model-
ing on our model, using the statistical package SPSS AMOS
leads to the results pictured in Fig. 6. It shows that all of
the construct interrelations have significant weights, except
for Anxiety determining Perceived Usefulness and Trust de-
termining Intention to Use (which has not been confirmed
by any regression analysis). Figure 6 also presents the Chi-
square, the degrees of freedom (66 sample moments mi-
nus 26 estimated parameters) and the goodness-of-fit index
(GFI), which indicates how well the data set fits the model.
This GFI of 0.79 is quite low, it is recommended to have
it close to 0.90 [63] and chi-square divided by degree of
freedom (χ2/df ) should be below 5 [64], which is also not
the case. This made us explore other not yet established
construct interrelations that would be plausible and would
raise the GFI. A common way to do such an exploratory
path analysis, is by calculating modification indices [65, 66],
which can also be done with SPSS AMOS. A value in these
modification indices above 3.84 suggests that adding that
path may significantly improve model fit [67], since 3.84 is
the critical value of the chi-square statistic with 1 degree
of freedom at the 5% significance level. Table 13 shows
modification indices we found to fit this criterion for in-
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terrelations that were plausible: Social Influence, Perceived
Adaptiveness and Anxiety determining Attitude and for At-
titude determining Trust. When applying these suggested
relations to our model we found highly significant weight
scores (p < 0.005). We carried out an additional linear re-
gression analysis for these new interrelations. The results
are presented in Table 14. Figure 7 shows the model dia-

Table 14 Additional interrelations

Independent Dependent Beta t

PAD ATT 0.249 3.927**

SI 0.423 6.682**

ANX 0.178 2.984**

ATT Trust 0.511 8.108**

*p < 0.05
**p < 0.005

gram with the construct interrelations confirmed by regres-
sion analyses including the additional interrelations for the
four experiments.

Figure 8 shows the updated model diagram with the path
analysis including the additional interrelations. It now has a
GFI of 0.96, which is high (note that df is now 66 sample
moments minus 29 estimated parameters).

All hypothetical construct interrelations have been con-
firmed at some point, either by a linear regression analysis
or by path analysis, except for the impact of Trust on Inten-
tion to Use, which has never been confirmed and is left out
of the final model.

6 Discussion

The final model has predictive strength and constructs that
have proven to be solid in various settings. It did show ro-
bustness during quantitative analysis and we have seen a

Fig. 7 Final model:
interrelations confirmed by
regression scores for the
experiments. The numbers refer
to: 1 iCat speech controlles, 2
Robocare videos, 3 iCat touch
screen, 4 Screen agent Steffie.
Dotted line: not confirmed by
any regression analysis

Fig. 8 Final model path
estimates (∗p < 0.05,
∗∗p < 0.005)
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satisfying goodness of fit score on our data. We have thus
developed a model that can be used to predict and explain
acceptance of assistive social robots. If applied to different
systems and settings it results in a difference in dominat-
ing influences that can explain the impact of these differ-
ences. It has demonstrated that the influential strength of the
processes that lead to acceptance differ between systems,
which confirms findings of Van der Heijden [35] and Ches-
ney [36] that the purpose of use is essential in determining
the factors that predict acceptance. In addition, our model
development process revealed the importance of Attitude in
this context. It was one of the most significant influences
on Intention to Use in three of the four experiments and it
appeared to have additional interrelations after our explana-
tory analysis in Sect. 5. With this finding we are consistent
with that of Yang and Yoo [32], that Attitude is a crucial
factor that needs further investigation and perhaps specifica-
tion. Their idea that the there are different types of attitude
(cognitive and affective) could in fact be applied very well
to robot technology, because of its dual nature, combining
technical and social entities.

Despite the excellent goodness of fit and predictive
strength, in some aspects our model still needs further re-
search before we can claim its completion. First of all, usage
is just measured over a short period in experiments 3 and 4.
Studies involving a longer usage period (rather months than
days or weeks) can give a more accurate impression of the
actual use of this technology. Furthermore, although we used
four different systems, it would be interesting to see the re-
sults of more studies with different assistive social robots
that have features that our used systems lack. Also our study
would benefit from an experiment that would include repet-
itive testing, which makes it possible to study factors that
are often subject to change, like Attitude and Trust. Fur-
thermore, as adults grow older and develop different needs,
their attitude towards assistive technology in general and
more specifically for an assistive social robot can change.
This would, according to our model, lead to a change in In-
tention to Use: it would be interesting to see if this claim can
be confirmed by long term research.

Finally, there is an area that we left untouched, but that
could still become an accessory to our methodology: mod-
erating factors. Age, gender, voluntariness and computer ex-
perience are personal characteristics that are known to be
moderating the processes that determine acceptance. When
added to our model, they could complete our developed vi-
sion on the acceptance of assistive social robots and screen
agents.
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