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Abstract 
The role of Higher Education (HE) is growingly acknowledged for the promotion 
of Critical Thinking (CT). Constructed-response tasks (CRT) are recognized to 
be necessary for the CT assessment, though they present problems related to 
scoring quality and cost (Ku, 2009). Researchers (Liu, Frankel, & Roohr, 2014) 
have proposed using automated scoring to address the above concerns. The 
present work is aimed at comparing the features of different Natural Language 
Processing (NLP) techniques adopted to improve the reliability of a prototype 
designed to automatically assess six sub-skills of CT in CRT: use of language, 
argumentation, relevance, importance, critical evaluation and novelty (Poce, 
2017). We will present the first (1.0) and the second (2.0) version of the CT 
prototype and their respective reliability results. Our research question is the 
following: Which level of reliability are shown respectively by the 1.0 and 2.0 
automatic CT assessment prototype compared to expert human evaluation? 
Data collection is realized in two moments, to measure respectively the CT 
prototype 1.0 and 2.0 reliability from a total of 264 participants and 592 open-
ended answers. Two human assessors rated all of these responses on each of the 
subskills on a scale of 1-5. Similarly, NLP approaches are adopted to compute a 
feature on each dimension. Quadratic Weighted Kappa and Pearson product-
moment correlation were used to evaluate the between-human agreement and 
human-NLP agreement. Preliminary findings based on the first data set suggest 
adequate level of between-human rating agreement and a lower level human-
NLP agreement (r > .43 for the subscales of Relevance and Importance). We are 
continuing the analysis of the data collected in the 2nd step and expect to 
complete them in June 2020. 

Introduction 

Despite the scepticism toward the possibility to objectively assess Critical Thinking (CT), 
CT skills are considered a desirable learning outcome in all the level of education, included 
Higher Education (HE), according to economic (OECD, 2012) cultural (UNESCO, 2015) 
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and educational research-oriented organizations (IEA, 2018). In response to the Bologna 
Declaration of 1999 aimed at developing a comparable degree system among European 
countries, the Tuning Projects identified different general and subject specific skills to 
develop in HE students, included CT (Gilpin & Wagenaar, 2008). The AHELO project 
carried out by OECD (2012) also included CT as one of the general skills that should be 
assessed at an international level. Thus, reflecting upon CT assessment choices is necessary 
at least for two reasons: firstly, CT is considered a desirable learning outcome for European 
HE students and should be assessed and recognized in a comparable way, according the 
Bologna Strategy; secondly, research is necessary to understand which teaching strategy 
can foster CT skills in HE. As asserted by Rear in a recent review (2019), the assessment of 
CT has become a significant enterprise with a number of standardized test available. 
Assessment tests could be classified in different ways. Hyytinen, Nissinen, Ursin, Toom, 
and Lindblom-Ylänne, (2015) differentiated self-report from performance-based 
measurements. Moreover, the performance-based measurements can be classified into 
multiple choice tests (MCT) / questionnaires and constructed response tasks (CRT). 
Although there is evidence that by applying a well-designed MCT it is possible to measure 
higher order skills, MCT cannot assess student’s skill to synthesise or generate own 
answers, necessary components of CT (Ennis, 1987; Facione, 1990). To address this 
limitation, new CT assessment incorporates both CRT and MCT. CRT are often open-
ended tasks in which students need to analyse, evaluate and synthesise complex 
information as well as provide reasoned explanation. Although CRT are recognized to be 
necessary for the CT assessment, they present problems related to inter-rater reliability and 
high-cost of scoring (Ku, 2009). Automated scoring could be a viable solution to the above 
concerns (Liu, Frankel, & Roohr, 2014). Recent research describe the development and the 
validation of automatic tools for the assessment of CT sub-skills, such as reasoning (Mao 
et al., 2018) or argumentation (Song, Heilman, Klebanov, & Deane, 2014). Having said that, 
there are still open-challenges in terms of validity and reliability of the measures. 

The present work is aimed at comparing the features of different NLP techniques adopted 
to improve the reliability of a prototype designed to automatically assess CT in CRT. In the 
present work, we will present the first (1.0) and the second (2.0) version of the prototype 
and their respective reliability results. Our research questions is the following:  

• Which level of reliability are shown respectively by the 1.0 and 2.0 automatic CT 
assessment prototype compared to expert human evaluation?  

This research is aimed at developing a prototype which can assess six indicators in open-
ended answers: use of language, argumentation, relevance, importance, critical evaluation 
and novelty (Newmann, Webb, & Cochrane, 1997; Poce, 2017).  
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The first macro-indicator, namely use of the language, is useful to assess the language form 
of the text. The macro-indicator called justification evaluates students’ ability to elaborate 
on their thesis and support their arguments throughout a discourse. Relevance is a macro-
indicator that analyses consistency in the texts produced. For instance, it refers to the 
correct use of outlines and to the capability to accurately use given stimuli. The macro-
indicator called importance evaluates the knowledge used in discourses. Critical evaluation 
assess personal and critical elaboration of the sources, data and background knowledge. 
Finally, novelty concerns the development of new ideas and solutions based on the initial 
hypothesis and personal thesis. Even though different tools have been developed to 
automatically assess one or more of these sub-skills, this prototype has been developed to 
assess them together, based on different NLP techniques and Open Source tools and 
databases.  

The CT assessment prototype 1.0 

The CT prototype 1.0 was designed to assess four areas out of six: use of the language, 
relevance, importance and novelty. This version of the prototype at the moment works only 
with English Language. 

The system is composed by four main modules:  

• A security module: the module has been implemented by using the Spring 
Framework (https://spring.io/projects/spring-framework), an open source 
application adopted to automatically configure security processes, such as 
authentication and authorization.  

• Question / answer manager: through this module it is possible to insert the 
questions and the answers to assess. For each question, in addition to the title and 
the text of the question, users are also asked to include words representing the 
concepts and the successors. Concepts could be defined as the topics that should be 
covered in a correct and exhaustive answer. Successors represent, instead, 
deepening or related topics of the given concepts.  

• Human evaluation input module: Through this module, expert assessors can 
manually evaluate the answers. For each answer, it is possible to associate one or 
more anonymous evaluation; these evaluations will be compared with the 
automatic evaluations to verify the reliability of the proposed approach. 

• CT automatic evaluator. The last module is at the heart of the system. To evaluate 
the Use of language, the prototype calculates the number of misspellings and obtains 
the correct version of the text, using an external service, the JLanguageTool. The 
Importance is assessed by extracting the concepts contained in the text of the 
question and in the answer using the Tagme service and after that execute the 
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intersection between those sets of word. The Relevance and the Novelty are obtained 
by crossing the concepts extracted from the answers in the previous calculation and 
crossing respectively with the concepts and successors defined in the creation of the 
question. To improve the precision of the calculations, the prototype applies the n-
gram calculation to the sets and recalculates the intersections. 

The CT assessment prototype 2.0 

The CT assessment porotype presents the same general infrastructure of the previous 
version. However, two main innovations have been introduced: (a) the attempt to include 
the automatic assessment of the argumentation and critical evaluation indicators, (b) the 
adaptation of the prototype to the Italian language. 

To assess Use of language, the prototype calculates: (a) misspelling and grammatical errors, 
(b) frequency of words and (c) lexical diversity. Argumentation is assessed training the 
prototype at distinguishing discourse categories, checking: tense verbs; polarity, and 
arguing lexicon. Human judges could also annotate hundreds of essays, so that the 
machine is facilitated at recognizing the discourse structure typical of persuasive writing. 
Relevance is evaluated using Latent Semantic Analysis (LSA), a statistical model of 
language learning and representation, based on the idea that the semantic similarity of 
words is reflected by the way they co-occur in a text. Importance is obtained by means of 
Intelligent Essay Assessor (Landauer, Laham, & Foltz, 1999). IEA is based on LSA; it makes 
a comparison between the semantic content of previously scored essays to esteem the score 
which the essay under analysis is nearer to. Since we hypothesize that the better the Critical 
evaluation of the writer, the deeper the parse tree of his sentences and the larger his use of 
persuasive syntactic patterns (e.g. ADV + ADJ + CONJ + ADJ), the prototype uses The 
Italian NLP Tool to analyse the syntactic trees of the essays’ sentences under study. Novelty 
is assessed through LSA and TF-IDF (Term Frequency-Inverse Document Frequency). 
LSA checks words which co-occur in a context in which they usually do not. TF-IDF 
calculates the weight of a word assigning the importance to that word based on the number 
of times it appears in a document and in similar documents of the same corpus: the smaller 
the weight, the more common the term; the higher the numerical weight value, the rarer 
the term. 

Data collection and analysis 

Data collection is realized in two moments, to measure respectively the CT prototype 1.0 
and 2.0 reliability.  

The first experimentation was aimed at collecting evidence on CT prototype 1.0 reliability. 
Data were collected with a group of 64 university international teachers after workshops 
carried out in the USA and Belgium. Participants were required to answer to different 
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kinds of CRT. Since the context of the workshop was international, participants were 
required to write their answers in English. The task requires to read an extract from the 
Galilei’s book “Dialogue on the Two Chief World Systems” and then to write a paraphrase, 
a comment and a critical analysis (Paul & Elder, 2006). The second experimentation was 
aimed at collecting evidence on CT prototype 2.0 reliability. Data were collected with a 
group of 200 Italian university students at the beginning and at the end of an annual 
university course in Experimental Education. Participants were required to read an extract 
from the Galilei’s book “Dialogue on the Two Chief World Systems” and then write a short 
essay (Poce, 2017). Thus, they produce a total of 400 hundred essays. 

In both the experimentation, two human assessors rated all of these responses on each of 
the on a scale of 1-5. Similarly, one of the two versions of the CT prototype was adopted to 
compute a feature on each dimension. Quadratic Weighted Kappa and Pearson product-
moment correlation is adopted to evaluate the agreement between the human raters’ 
scores and between human raters and the two versions of the CT prototype, as a measure 
of reliability. 

Preliminary results 

The rubric for CT assessment shows good properties, with satisfactory reliability between 
two human raters (see Table 1) 

Table 1: The agreement among human raters regarding the indicators use of language, 
relevance and importance respectively in the paraphrase and in the commentary.  

Macro-indicator H-H Correlation H-H Quadratic Weighted Kappa 
Paraphrase_Use of Language 0.911* 0.83* 
Commentary_Use of Language 0.745* 0.618* 
Paraphrase_Relevance 0.75* 0.682* 
Commentary_Relevance 0.881** 0.811* 
Paraphrase_Importance 1.000** 1.000* 
Commentary_Importance 0.642 0.571 

*sign. <0.05 **sign<0.001 
 
The best correlation among human raters and CT prototype 1.0 were obtained for the 
macro-indicators Relevance (r = 0.47) in the commentary and Importance, both in the 
paraphrase (r = 0.45) and commentary (0.45). However, the overall reliability could be not 
considered satisfactory yet (Poce, Amenduni, De Medio & Re, 2019). 

In Figure 1, it is shown that in paraphrase the prototype provides higher score than human 
raters for the macro-indicators Use of Language and Relevance. On the other hand, the 
average score for the indicator Importance is slightly higher for human raters than in the 
prototype. In the commentary, there is a general trend of the prototype to provide lower 
scores comparing to the human raters. However, it is possible to see that the differences 
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between the average scores for the Use of Language scores and Novelty in the commentary 
is quite low. 

 
Figure 1. A comparison of CT scores calculated by a human rater and the prototype in paraphrase 

and commentary 

Discussion and conclusive remarks 

In line with previous research (Liu et al., 2014), human raters tended to assign higher 
scores than our CT assessment prototype 1.0 in the commentary. On the other hand, in the 
paraphrase the prototype assigned higher scores than human raters on the macro-
indicators Relevance and Importance. This result could be explained because the prototype 
is designed to infer concepts from the questions and answers texts. In the paraphrase, the 
participants are required to report all the text’s topics. In this condition, the prototype 
easily identifies all the concepts, without the need of further analysis. For these reasons, in 
paraphrase exercise the macro-indicators Relevance and Importance could obtain higher 
scores than the other macro-indicators and, more in general, than commentary or 
argumentation texts. This data leads us to think that it may be necessary to apply changes 
to the evaluation of the macro-indicators based on the type of stimulus given to the 
participants (paraphrase, argumentation, commentary, poetry).  

We are continuing the analysis of the data collected in the 2nd step and expect to complete 
in June. Though early findings of this study suggest that the NLP approach appears to have 
a lower level of rating quality than human raters, more research seems necessary to explore 
features and possibilities to improve such rating quality in the future.  
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