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Assessing quantum thermalization in physical and configuration spaces

via many-body weak values

Carlos F. Destefani1∗ and Xavier Oriols1†
1 Department of Electronic Engineering, Universitat Autònoma de Barcelona, 08193 Bellaterra, Barcelona, Spain

We explore the origin of the arrow of time in an isolated quantum system described by the
Schrödinger equation. We provide an explanation from weak values in the configuration space,
which are understood as operational properties obtained in the laboratory following a well-defined
protocol. We show that quantum systems satisfying the eigenstate thermalization hypothesis can
simultaneously provide thermalized ensemble expectation values and nonthermalized weak values
of the momentum, both from the same operational probability distribution. The reason why weak
values of the momentum may escape from the eigenstate thermalization hypothesis is because they
are linked only to off-diagonal elements of the density matrix in the energy representation. For
indistinguishable particles, however, operational properties can not be defined in the configuration
space. Therefore, we state that the origin of the arrow of time in isolated quantum systems described
by the Schrödinger equation comes from dealing with properties obtained by averaging (tracing out)
some degrees of freedom of the configuration space. We then argue that thermalization does not
occur in the properties defined in the configuration space, and our argument is compatible with
defending that thermalization is a real phenomenon in the properties defined in the physical space.
All of these conclusions are testable in the laboratory through many-body weak values.

I. INTRODUCTION

The arrow of time has always been a topic of lively de-
bate [1–8]. It appears in many disciplines as, for exam-
ple, a cosmological arrow of time pointing in the direction
of the Universe expansion [2]. A related arrow of time
appears in the time evolution of time-irreversible macro-
scopic systems governed by the second law of thermody-
namics, where entropy always increases with time [1, 7].
The puzzle implicit in such irreversibility is that most
fundamental microscopic laws have no arrow of time.
They are time-reversible laws, in the sense that time ap-
pears as a variable, just like position, without any privi-
leged direction. But, if macroscopic laws emerge from mi-
croscopic laws, what can make them so different? A pos-
sible explanation is that such fundamental laws are in fact
not time-reversal. For example, it has been argued that
the time-reversible Schrödinger equation is not the true
law at a fundamental level, and that it should be substi-
tuted by laws from spontaneous collapse theories which,
by construction, are time-irreversible [3]. Another expla-
nation argues that real systems are never perfectly iso-
lated, so that time-reversible fundamental laws, despite
being the true laws, are not directly applicable [4]. And
yet another argumentation claims that the evolution of a
real system depends, apart from the true time-reversible
microscopic laws, on the initial conditions which provide
an irreversible time evolution [6].

In this paper we explore a different path, via weak val-
ues in the configuration space, to understand the physical
origins of the arrow of time in perfectly isolated non-
relativistic systems described by the Schrödinger equa-
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tion, assumed as a true reversible law where initial con-
ditions are not relevant to explain the observed time-
irreversibility in our results. Our goal is to link the
evolution of microscopic (or macroscopic) properties of a
model system with the configuration (or physical) space
where such properties are defined. The wave function
solution of the Schrödinger equation is defined in a 3N -
dimensional configuration space, while typical proper-
ties where time-irreversibility is observed, are defined in
smaller spaces where some degrees of freedom of the con-
figuration space are integrated. Thus, the question that
motivates us is whether the presence or absence of an
arrow of time in the time evolution of the properties of
a quantum system is a consequence of defining them in
the full configuration space or in a smaller space.

For our goal, the renewed interest in statistical me-
chanics of closed quantum systems [9–24] provides the
perfect scenario. Such interest has been generated by
the successful experimental ability to isolate and manip-
ulate bosonic [25–29] and fermionic [30–34] many-body
systems built on ultra-cold atomic gases subjected to op-
tical lattices. Such quantum systems can be described by
the many-particle Schrödinger equation; an arrow of time
appears because, despite these systems being expected to
present unitary evolution, some of their initial nonequi-
librium nonthermalized properties may later thermalize.

A preliminary consideration is that it is not at all obvi-
ous whether the configuration space is more or less fun-
damental than the ordinary physical space. The non-
relativistic Schrödinger equation can be seen as a sort
of approximation to the relativistic quantum field the-
ory [35]. For indistinguishable particles, quantum field
theory does not require knowledge of the exact position
of each particle in the configuration space, but only of
how many particles are present in a position of the phys-
ical space and, as such, configuration space seems less
fundamental than physical space.

http://arxiv.org/abs/2212.00410v1
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Another consideration is that thermalization is typi-
cally reported in properties mensurable in a laboratory,
so that one needs to discuss, within similar empirical pro-
tocols, nonthermalized properties also mensurable in a
laboratory. But making conclusions testable in a labora-
tory opens new difficulties since, strictly speaking, a mea-
sured closed system is no longer a closed system because
of its interaction with the measuring apparatus [36]. Such
measurement produces a collapse of the quantum state
of the isolated system, which is at the origin of quantum
randomness and backaction. Within the orthodox theory,
such a collapse requires a time-asymmetric law, different
from the time-symmetric Schrödinger equation, so that
an “orthodox quantum-mechanical arrow of time” seems
to enter into play [37]. We will see how the weak val-
ues protocol provides operational properties of the quan-
tum system without backaction or quantum randomness
(avoiding the role of the collapse in our discussion).

It is important to differentiate between operational
(empirical) and ontological (real) properties of a system.
Operational properties are those whose definition comes
exclusively from operations done on the laboratory over
the system (with or without ontological meaning for that
property), which are defined independently on any quan-
tum theory. Ontological properties, on the other hand,
are those that a specific quantum theory postulates to
exist. Therefore, it is possible that a given operational
property coincides with an ontological property in one
theory, but not in another. A typical example is the ve-
locity of a particle, known to be an operational property
computed from weak values, independently on any quan-
tum theory; such operational property coincides with an
ontological property in the Bohmian theory (the velocity
itself), but it is not an ontological property in the Ortho-
dox theory. It is far from our scope to discuss whether
or not thermalization is an ontological phenomenon or
not occurring in the configuration space or in the physi-
cal space, since this depends on which quantum theory is
invoked. Our less controversial focus here is to approach
thermalization in closed systems from operational prop-
erties testable in laboratory.

The structure of the paper is the following. Sect.
II presents the many-body generalization of the single-
particle weak values, stating them as operational prop-
erties in configuration space without explicit dependence
on quantum randomness and backaction, for both distin-
guishable and indistinguishable particles. Sect. III dis-
cusses thermalization and equilibration concepts as found
in the literature for closed quantum systems, and address
the eigenstate thermalization hypothesis [38, 39]. Sect.
IV defines our model system and its nonequilibrium dy-
namics, and summarizes our results for both expectation
values and weak values from the Schrödinger equation
dynamics. In Sect. V we conclude.

II. OPERATIONAL PROPERTIES IN THE

CONFIGURATION SPACE

To simplify notation, along the paper we use natural
units and consider a 1-dimensional physical space with
degree of freedom x, so that x = {x1, ..., xN} is the po-
sition in the N -dimensional configuration space; the ex-
tension to a 3N -dimensional space should be straightfor-
ward. As already mentioned, a measured closed system is
no longer a closed system, and a strong measurement, for
example, of the momentum operator p̂ yields the eigen-
value p, and produces the initial state to be converted
into the momentum eigenstate. On the other hand, ex-
pectation values and weak values yield operational infor-
mation of the system without backaction and quantum
randomness.

A. Expectation values

We define the expectation value of the momentum
〈p(t)〉 as an operational property of the system in the
sense that it is linked to a well defined protocol in the
laboratory,

〈p(t)〉 =

∫

dp p P(p, t), (1)

where the probability distribution P(p, t) can be obtained
as follows: i) many identical initial states |Ψ(t)〉 are pre-
pared at time t; ii) for each initial state, a (weak or
strong) measurement of momentum is done, yielding the
value p at time t; iii) P(p, t) is constructed by counting
how many p occurs when repeating ii) on ensemble i).

When then applying Born law to predict the value of
P(p, t) one can easily identifies

〈p(t)〉 =

∫

dp p P(p, t) = 〈Ψ(t)|p̂|Ψ(t)〉. (2)

Notice that the right hand side of (2) depends on the
state of the system |Ψ(t)〉 before a measurement is done,
without neither randomness nor backaction. In fact,
〈p(t)〉 is a typical property used to analyze when an
isolated quantum system thermalizes. We are here in-
terested in discussing thermalization from operational
properties of the isolated quantum system requiring the
measurement of both momentum and position simulta-
neously. Let us then start by discussing weak values in
physical space.

B. Weak values in the physical space

It has recently been shown that weak values [40] are
able to yield dynamic information on two noncommuting
operators at a single time avoiding backaction [41, 42] and
quantum randomness. Weak values have attracted a lot
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of theoretical [41–46] and experimental [47–49] interests
in many research fields.

At the laboratory the single-particle weak value of mo-
mentum pW (x, t) is given by

pW (x, t) =

∫

dp p P(p, x, t)
∫

dp P(p, x, t)
, (3)

computed from the probability distribution P(p, x, t) via
the following procedure: i) many identical initial states
|Ψ(t)〉 are prepared at time t; ii) for each initial state,
a weak measurement of the momentum is done, yielding
the value p at time t; iii) subsequently, a strong measure-
ment of the position is done, yielding the value x at time
t; iv) P(p, x, t) is constructed by counting how many p
and x occurs when repeating ii) and iii) on ensemble i).

Since x is post-selected in (3), but not integrated out,
one gets information on how the expectation value of the
momentum is distributed in the physical space. Again,
when applying Born law to predict the value of P(p, x, t)
one can easily identifies

pW (x, t) =

∫

dp p P(p, x, t)
∫

dp P(p, x, t)
= Real

(

〈x|p̂|Ψ(t)〉

〈x|Ψ(t)〉

)

. (4)

Similarly to (2), the ensemble-over-identical-experiments
in the right hand side in (4) eliminates the undesired
backaction and quantum randomness induced by the first
measuring apparatus [40, 42, 46, 50, 51], so that pW (x, t)
in (4) depends only on the initial state before the mea-
surements took place. Expression (4) allows us to give
the weak value a very simple interpretation. In a single-
particle system, from I =

∫

dx|x〉〈x|, one can rewrite the
expectation value of the momentum in (2) (see Appendix
A) as

〈p〉(t) =

∫

dx〈Ψ(t)|x〉〈x|p̂|Ψ(t)〉 =

∫

dx|Ψ(x, t)|2pW (x, t),

(5)
so that the same probability distribution P(p, x, t) used
to compute pW (x, t) in (4) can be employed to obtain
P(p, t) used to compute 〈p(t)〉 in (2), since

P(p, t) =

∫

dx P(p, x, t). (6)

Using the mathematics (and not necessarily the on-
tology) of Bohmian mechanics, one can also re-interpret
pW (x, t) as the (operational) velocity of the particle at
position x and time t [43–46, 52–57],

pW (x, t) = Imag

(

1

Ψ(x, t)

∂Ψ(x, t)

∂x

)

=
J(x, t)

|Ψ(x, t)|2
, (7)

with J(x, t) = Imag(Ψ∗(x, t)∂Ψ(x, t)/∂x) the current
density (see Appendix B).

C. Weak values in the configuration space for

distinguishable particles

Notice that pW (x, t) is an operational property in the
ordinary physical space, but we now need to define an

operational property in the configuration space for deal-
ing with an isolated quantum system with N particles.
Therefore, in this paper, we extend the original single-
particle weak values in (4) to N -particle scenarios for
both distinguishable and indistinguishable cases. For the
former case, the weak values for the j-particle is

pjW (x, t) =

∫

dpj pj P(pj ,x, t)
∫

dpj P(pj ,x, t)
, (8)

where now the probability distribution P(pj ,x, t) is ob-
tained as follows: i) many identical initial states |Ψ(t)〉
are prepared at time t; ii) for each initial state, a
weak measurement of the momentum of the j-particle
is done, yielding the value pj at time t; iii) subse-
quently, a strong measurement of the positions of parti-
cles 1,2,...,N yielding respectively the values x1,x2,...,xN
is done; iv) P(pj ,x, t) is constructed by counting how
many pj,x1,x2,...,xN occurs when repeating ii) and iii)
on ensemble i).

Our definition of distinguishable particles above is op-
erational in the sense that the measuring apparatus is
somehow able to distinguish particles, for example, by
measuring their masses but, to avoid unnecessary nota-
tion, we have not indicated this extra measurement in
the above protocol. Again Born law allows us to rewrite
(8) as

pjW (x, t) =

∫

dpj pj P(pj ,x, t)
∫

dpj P(pj ,x, t)
= Real

(

〈x|p̂j |Ψ(t)〉

〈x|Ψ(t)〉

)

,

(9)
where once more from the mathematics (and not neces-
sarily from the ontology) of Bohmian mechanics, one can

also re-interpret pjW (x, t) as the (operational) velocity of
the j-particle at the position x in the configuration space
and time t [43–46, 52–57],

pjW (x, t) =
Jj(x, t)

|Ψ(x, t)|2
, (10)

with Jj(x, t) = Imag(Ψ∗(x, t)∂Ψ(x, t)/∂xj) the current
density in the xj direction.

D. Weak values for indistinguishable particles

The most common situation in the laboratory how-
ever relates to identical particles, for which a proper
many-body wave function should implicitly include the
exchange symmetry among the particles. Equation (9)
then becomes inaccessible in a laboratory because it is
no longer possible to know, operationally, which position
belongs to each particle. To deal with indistinguishable
particles, one needs to construct a many-body weak value
defined in physical space coordinate x by averaging (in-
tegrating) all degrees of freedom (see Appendix A). By
doing so one obtains

p̃W (x, t) =

∫

dp p P̃(p, x, t)
∫

dp P̃(p, x, t)
, (11)
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where the probability distribution P̃(p, x, t) is now ob-
tained as follows: i) many identical initial states |Ψ(t)〉
are prepared at time t; ii) for each initial state, a weak
measurement of the momentum of one nonidentified par-
ticle is done, yielding the value p at time t; iii) sub-
sequently, a strong measurement of the position of the
same or another nonidentified particle is done, yielding
the value x at time t; iv) P̃(p, x, t) is constructed by
counting how many p and x occurs when repeating ii)

and iii) on ensemble i).

Born law again allows us to rewrite (11) as (see Ap-
pendix A)

p̃W (x, t) =

∫

dp p P̃(p, x, t)
∫

dp P̃(p, x, t)
=

1

N2

N
∑

j=1

N
∑

k=1

pj,kW (x, t),

(12)
with

pj,kW (x, t) =

∫

dx1...
∫

dxk−1

∫

dxk+1...
∫

dxN pjW (.., xk−1, x, xk+1, .., t)|Ψ(.., xk−1, x, xk+1, .., t)|
2

∫

dx1...
∫

dxk−1

∫

dxk+1...
∫

dxN |Ψ(.., xk−1, x, xk+1, .., t)|2
. (13)

Notice that p̃W (x, t) is, in fact, the local velocity as used in quantum hydrodynamic models [52–55], being empirically

accessible in both distinguishable and indistinguishable scenarios. The operational protocol for computing P̃(p, x, t)
for indistinguishable particles is related to P(pk,x, t) for distinguishable particles as

P̃(p, x, t) =
1

N2

N
∑

j=1

N
∑

k=1

∫

dx1...

∫

dxk−1

∫

dxk+1...

∫

dxN P(pj , .., xk−1, x, xk+1, .., t). (14)

III. THERMALIZATION IN ISOLATED

SYSTEMS FROM EXPECTATION VALUES

Our main contribution in the study of quantum ther-
malization, as detailed in next section, is the inclusion of
many-body weak values in the configuration space as op-
erational properties. However, such a study has usually
been done in the literature in terms of expectation values
as in (2), and as such we summarize in this section the
role of expectation values to characterize thermalization.

For an initial nonequilibrium pure state |Ψ(0)〉, the
Schrödinger equation provides its unitary evolution as
|Ψ(t)〉 =

∑

n cne
−iEnt|n〉, where |n〉 is an energy eigen-

state with eigenvalue En, and cn = 〈n|Ψ(0)〉 is defined
by the initial conditions. The expectation value of some
observable Â is given by

〈A〉(t) =
∑

n

ρn,nAn,n +
∑

n,m 6=n

ρn,m(t)Am,n, (15)

with the time-dependent off-diagonal elements of the den-
sity matrix in the energy representation defined as

ρn,m(t) = c∗mcne
i(Em−En)t, (16)

and the time-independent diagonal elements as

ρn,n(t) = c∗ncn = ρn,n(0), (17)

with the operator Â in the energy representation being

Am,n = 〈m|Â|n〉. (18)

A system is said to equilibrate if, after some time
teq enough for full dephasing between different energy

eigenstates, the off-diagonal terms (coherences) cancel
out so that (15) can be computed solely from the
time-independent diagonal terms (populations), that is,
〈A〉(t) ≈

∑

n ρn,nAn,n for most times t > teq (except
for some recurrence times). The properties of the sys-
tem after equilibration are fully determined by the initial
conditions ρn,n(0) = |cn|

2, since the density matrix pop-
ulations are time-independent. The closed system is then
said to thermalize when 〈A〉(t) becomes roughly equal to
the expectation value as computed from the classical den-
sity matrix in the microcanonical ensemble, ρcl, in which
equal probabilities are attached to each microstate within
an energy window defined by the initial conditions; that
is, a subset Nact of the energy eigenstates are initially ac-
tivated at t = 0, and they will remain as the only states
dictating the system dynamics at any t. It is important
to notice that Nact refers to a given number of relevant
elements in a basis set, but it has no relation with the
number of particles N of the system. In other words, one
can also expect thermalization even in few-particle sys-
tems, as detailed in next section; in fact, thermalization
has also been studied in laboratories in small systems
with as little as 6 [27], 5 [14], or 2-4 bosons [58, 59], 3
qubits [60], and even single-particle systems [61–63].

The eigenstate thermalization hypothesis (ETH) [38,
39] has become the standard theory dealing with quan-
tum thermalization in closed systems. It states that
the dephasing above mentioned is typical to nonde-
generate and chaotic many-body nonintegrable systems,
where the off-diagonals Am,n in (18) become exponen-
tially smaller than An,n. In recent years a large amount
of numerical experiments has successfully tested such a
hypothesis by directly diagonalizing some sort of short
range many-body lattice Hamiltonian, like Fermi- or
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Bose-Hubbard [26, 31, 32, 64–66], and XXZ- or XYZ-
Heisenberg [14, 23, 27, 67–70], in the search of chaotic
signatures in the statistics of their spectra, as in general
induced by local impurities, without the need to explic-
itly evolve |Ψ(0)〉. The ETH states that nonintegrable
systems (where total energy may be the only conserved
quantity), after a quench (which may create a nonequilib-
rium initial state by activating a subset Nact of excited
eigenstates), can present a ‘chaotic’ spectrum ruled by
the Wigner-Dyson statistics (which contains level repul-
sion), and that the long time average of the expectation
value of some observable roughly equals its thermal equi-
librium value in an (microcanonical) ensemble. Such a
hypothesis claims that thermalization is indeed hidden
in the chaotic initial nature of the Hamiltonian eigen-
states themselves. Lattice models typically handle ≈ 24
sites with ≈ 1/3 filling, and the above local impurities
are added to break their otherwise integrable character,
as the ETH overall claims that integrable systems are not
expected to thermalize.

On the other hand, our time evolution dwells in true
configuration space with an antisymmetrized wave func-
tion and full long range electron-electron interaction; due
to the tensorial nature of our problem, and since we need
to employ a grid with M ≈ 103 points per degree of free-
dom for decent position and momentum resolutions, we
can realistically only deal with N . 4 particles (N = 3
already implies M ≈ 109 grid points at each time step).

IV. NUMERICAL RESULTS FOR

EXPECTATION VALUES AND WEAK VALUES

We now apply the many-body weak values machinery
for the analysis of quantum thermalization in a model
with N spinless electrons [20, 71–77], typical of conden-
sates in harmonic oscillator traps under a speckle field.
Such a field translates to a ‘chaotic’ random disorder po-
tential, which can yield a chaotic energy spectrum as
requested by the ETH and so induce thermalization even
in systems with small N . Our model can attach a disor-
der to each grid point, and an initial velocity at t = 0 is
given to the electrons as to simulate the initial quench
of the confining potential, for each of the considered
N = 1, 2, 3 systems. In fact, most of the thermalization
literature dealing with identical particles employs some
lattice-based model, since such models avoid the need of
explicit knowledge of the exact position of each particle in
a point of the configuration space; instead, they only need
to know how many particles are present in each site of
the physical space. From a computational point of view
lattice models have unquestionable advantages but are
inappropriate for our goal of discussing whether or not
thermalization occurs in configuration space, a goal that
forces us to directly solve the time-evolution of the few-
body Schrödinger equation in configuration space, and to
analyze thermalization by monitoring the time-evolution
of both expectation values and weak values.

A. Initial state

The pure initial N -electron nonequilibrium antisym-
metric state is

〈x|Ψ(0)〉 =
1

C

N !
∑

n=1

sign(~p(n))
N
∏

j=1

ψj(xp(n)j , 0), (19)

with C a normalization constant and sign(~p(n)) the sign
of the permutation ~p(n) = {p(n)1, .., P (n)N}. Each ini-
tial Gaussian state in (19) is

ψj(x) = exp

[

−
(x− x0j)

2

2σ2
j

]

exp [ip0j(x− x0j)] , (20)

with spatial dispersion σj , central position x0j , and cen-
tral velocity p0j . The dynamical evolution of |Ψ(t)〉 is
determined by the Schrödinger equation, i∂|Ψ(t)〉/∂t =

Ĥ |Ψ(t)〉, where the Hamiltonian Ĥ is described in next
section.

B. Full Hamiltonian

The N -electron Hamiltonian of our model system is
Ĥ = Ĥ0 + D̂, with

Ĥ0 =

N
∑

j=1



k̂j + v̂j +

N
∑

k<j

êk,j



 , D̂ =

N
∑

j=1

d̂j . (21)

In Ĥ0, 〈xj |êk,j |xk〉 = 1/
√

(xj − xk)2 + α2 takes care
of the Coulomb repulsion with a smooth parameter

α, 〈xj |k̂j |xj〉 = −∂2/(2∂x2j) stands for the kinetic en-

ergy, and 〈xj |v̂j |xj〉 = ω2x2j/2 is the harmonic trap

potential. On the other hand, D̂ introduces ran-

dom disorder at every grid point, where 〈xj |d̂j |xj〉 =

γD
∑M
k=1 ak exp

[

−4(xj − gk)2/σ2
D

]

, with γD its strength
and σD its spatial dispersion, while gk runs through
M grid points; the set of random numbers ak satisfies
〈ak〉 = 0 and 〈a2k〉 = 1, and the disorder potential is

normalized via
∫

〈xj |d̂j |xj〉
2dxj = γ2D. Such random dis-

order can be mapped onto speckle field potentials typical
in some optical lattice experiments. All simulation pa-
rameters are found in [78].

Figure 1(a) exemplifies, for N = 1, a typical shape

of the disordered harmonic potential, 〈x1|v̂1 + d̂1|x1〉,
while figure 1(b) shows the corresponding successive en-
ergy splittings ∆E = En −En−1, as obtained from a di-

rect diagonalization of Ĥ, which oscillate around the pure
harmonic oscillator value of 1. Figure 1(d) shows the re-
lated shape of the density matrix modulus |ρn,m(t = 0)|,
from where one identifies Nact ≈ 70 (counting every level
above 10% of peak value), while figure 1(c) shows initial
positions x0j , j = 1...N , and the initial velocity p0, the
same for any j and N , for the N = 1, 2, 3 systems. Notice
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FIG. 1. (a): Zoom of a disordered harmonic potential for

N = 1, 〈x1|v̂1 + d̂1|x1〉, from a larger simulation box. (b):
Successive energy splittings ∆E = En − En−1 from a grid
diagonalization of the respective Hamiltonian Ĥ. (d): zoom
around the peak of the corresponding density matrix modulus
|ρn,m(t = 0)|, which remains the same at any time t in an
unitary evolution. (c): initial positions x0j for N = 1, 2, 3,
and initial velocity p0j which is the same in every case.

that p0 not only takes the role of simulating the initial
quench of the trap and so to initiate the nonequilibrium
dynamics, but it is also responsible for determining the
size of the energy window and so the value of Nact. The
initial energy E0 of the wave packet defines, in the lan-
guage of the ETH, the center of the microcanonical en-
ergy window; since E0 ≈ ω + p20/2 = 201, the peak is at
n = m = 201. As mentioned in (15), the diagonal terms
are time-independent and, although real and imaginary
parts of the off-diagonals terms oscillate in time, their
modulus remain constant so that, in an unitary evolu-
tion, the modulus seen in figure 1(d) remains the same
at any t (see Appendix B).

Both initial wave packet and Hamiltonian in (19)-(21)
have many adjustable parameters in [78] upon which the
value of teq depends on: (i) Coulomb correlation by vary-
ing ω or α; (ii) initial Gaussian by varying σj , x0j , or p0j ;
(iii) disorder potential by varying γD or σD. All of them
play a role in determining the ∆E splittings of the in-
volved Nact activated eigenstates, which is what drives
the nonequilibrium dynamics of both expectation values
and weak values. It is not our goal to fully characterize
the equilibration process as a function of all those pa-
rameters. Neither to address the topic of many-body lo-
calization [79–81], which should work against thermaliza-
tion, nor to go deeper in the issue of quantum-to-classical
transition at t ≫ teq; these two latter issues are beyond
the scope of our work and are focus of extensive stud-
ies elsewhere. The main goal of our paper is to present
a distinct perspective in the understanding of quantum
thermalization by looking at the many-body weak values
of the momentum in the configuration space.
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FIG. 2. Wave packet dynamics. Upper panels for N = 3: ini-
tial |Ψ(x1, x2, [x3], t = 0)|2 (a) and final |Ψ(x1, x2, [x3], t =
150)|2 (b) shapes. Middle panels for N = 2: initial
|Ψ(x1, x2, t = 0)|2 (c) and final |Ψ(x1, x2, t = 150)|2 (d)
shapes. Lower panels: (e) for N = 1: initial (dotted)
|Ψ(x1, t = 0)|2 and final (solid) |Ψ(x1, t = 150)|2 shapes; (f):
1D-view for the three systems: |Ψ(x1, [x2], [x3], t)|2 for N = 3
(red), |Ψ(x1, [x2], t)|2 for N = 2 (blue), and |Ψ(x1, t)|2 for
N = 1 (green), with solid (dotted) lines for t = 150 (t = 0);
also shown the classical microcanonical harmonic oscillator
distribution ρcl(x1) (black dashed line). All plots are in log-
scale, and the horizontal axis in (a),(c) ((b),(d)) is the same
as in (e) ((f)).

Each numerical experiment corresponds to a static re-
alization of a disorder pattern; teq hardly changes among
different runs, given that all other model parameters re-
main unchanged. The disorder amplitude should not be
too strong, to avoid localization due to all small wells cre-
ated on the top of the trap, neither too weak, to avoid too
long simulation times until reaching teq. We emphasize
that even in the absence of electron-electron collision, dis-
order collision is able to create correlation among distinct
degrees of freedom in configuration space when N > 1.

C. Time evolution

Figure 2 plots in configuration space the time evolution
of the N -electron wave function for the three N = 1, 2, 3
systems from the initial nonequilibrium state. We show
|Ψ(x1, x2, [x3], t)|2 for N = 3 and |Ψ(x1, x2, t)|

2 forN = 2
at initial (t = 0, panels (a),(c)) and final (t = 150,
panels (b),(d)) simulation times, while panel (e) shows
|Ψ(x1, t)|

2 for N = 1 for both initial (t = 0, dotted)
and final (t = 150, solid) simulation times; the no-
tation [xj ] means that the degree j is integrated out,
with results independent on chosen j due to the anti-
symmetry of the problem. The initially localized wave
packets fully spread out due to random scattering gen-
erated by both disorder potential and Coulomb repul-
sion, with such spreading becoming more homogeneous
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as N increases. In panel (f) we show the respective 1D
plots of |Ψ(x1, [x2], [x3], t)|2 (N = 3, red), |Ψ(x1, [x2], t)|2

(N = 2, blue), and |Ψ(x1, t)|
2 (N = 1, green), with initial

(final) results at dotted (solid) lines; the probabilities at
large t, as one expects to have crossed teq, approach the
microcanonical distribution of a classical harmonic oscil-
lator (dashed black line), ρcl(x) = [πl0

√

p20 − x2/l20]−1, so
that the dynamics develops in between the classical turn-
ing points at xTP = ±20 (= pTP since ω = 1/l20 = 1); the
deviation from ρcl(x) decreases as N increases. In Ap-
pendix C we analyze the same nonequilibrium dynamics
in momentum representation.

D. Thermalized expectation values

Figures 3 and 4 show time evolution and thermal-
ization of some typical expectation values 〈A〉(t) =

〈Ψ(t)|Â|Ψ(t)〉, for N = 1, 2, 3 respectively in panels (a),
(b), (c). On one hand, figure 3 focus on energy terms

normalized by N : kinetic 〈K〉(t), with K̂ =
∑

j k̂j , po-

tential 〈V 〉(t) = 〈VHO〉(t) + 〈VD〉(t) + 〈VCou〉(t), with

V̂HO =
∑

j v̂j , V̂D =
∑

j d̂j , and V̂Cou =
∑

j,k<j êk,j ,

and half of total energy 〈E〉(t) = 〈K〉(t) + 〈V 〉(t). On
other hand, figure 4 focus on position 〈xj〉(t) and mo-
mentum 〈pj〉(t) for the j-electron, and on their RMS val-

ues zj,RMS(t) =
√

〈z2j 〉(t) − 〈zj〉2(t), with z = x, p, and

results independing on chosen j. Without random disor-
der, such expectation values would only exhibit harmonic
oscillations with period 2π/ω: while 〈xj〉(t) and 〈pj〉(t)
would respectively oscillate within position ±xTP = ±20
and momentum ±pTP = ±20 turning points, 〈V 〉(t)/N
and 〈K〉(t)/N would respectively oscillate within 0 and
x2TP /2 = 200 and within 0 and p2TP /2 = 200; these latter
values increase a little upon N due to Coulomb repulsion,
whose isolated contribution is shown (100×-magnified) in
figure 3.

The presence of random disorder, even though
〈VD〉(t) ≈ 0 at any t, brings the initial nonequilibrium
state into a final equilibrium state after a relaxation time
teq. We know from the discussions in (15) and in fig-

ure 1(d) that thermalization of an observable Â is deter-
mined by the diagonal populations of the density matrix,
while its off-diagonal coherences should dephase and only
yield small fluctuations around the relaxed value (see Ap-
pendix B). So one may estimate the value of teq either
from figure 3, when the virial theorem 〈K〉 ≈ 〈V 〉 ≈
〈E〉/2 is roughly satisfied (since 〈VCou〉 ≪ 〈VHO〉) [74], or
from figure 4, when 〈pj〉 ≈ 〈xj〉 ≈ 0 seemingly indicating
a frozen dynamics after thermalization. From this latter

result the RMS values become zj,RMS(t) ≈
√

〈z2j 〉(t), be-

coming also constant in figure 4 at t > teq (from ≈ 14.2
for N = 1 to ≈ 14.4 for N = 3), so that the values of
p2j,RMS/2 = 〈p2j 〉/2 and x2j,RMS/2 = 〈x2j 〉/2 roughly yield

the respective values of 〈K〉/N and 〈V 〉/N at t > teq in
figure 3. As expected for an unitary evolution, 〈E〉(t)/N
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FIG. 3. Energy expectation values from the dynamics in fig-
ure 2. Panels (a), (b), (c) respectively for N = 1, 2, 3. Ki-
netic 〈K〉(t), potential 〈V 〉(t), half of total energy 〈E〉(t) =
〈K〉(t)+〈V 〉(t), and isolated contribution of 〈VCou〉(t) (100×-
magnified) are all normalized by N . Inset for N = 2 shows a
longer propagation time, t = [150 − 300]. Legend in (a) and
horizontal axis in (c) apply to all panels.
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FIG. 4. Position 〈xj〉(t) and momentum 〈pj〉(t) expectation
values from the dynamics in figure 2. Panels (a), (b), (c) re-
spectively for N = 1, 2, 3. Their respective RMS values, as
defined in the text, are also shown, where results do not de-
pend on chosen j. Inset for N = 2 shows a longer propagation
time, t = [150−300]. Legend in (a) and horizontal axis in (c)
apply to all panels.

remains conserved at any t, from ≈ 201 for N = 1 to
≈ 207 for N = 3.

The value of teq depends on all parameters [78] in (19)-
(21), e.g., the smaller is p0j or the higher is γD the smaller
is teq. By increasing the influence of 〈VCou〉 in compar-
ison to 〈K〉 (by decreasing ω or α), teq increases since
the oscillation period and so xTP increases. The plots
of 〈VCou〉(t) in figure 3 show that the Coulomb repul-
sion is more effective at the turning points for t ≪ teq,
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where electrons spend more time reversing their move-
ments, while the disorder potential overall acts through
a whole oscillation, although one may take it as more
effective at the origin. Coulomb correlation has a strik-
ing influence on the thermalization process: in configu-
ration space the only scattering mechanism for N = 1
is due to disorder, while for N > 1 Coulomb scattering
also makes more difficult for the system to relax. This is
seen by the slightly increasing values of teq as one moves
in figure 3 from (a) (teq ≈ 70) to (b) (teq ≈ 80) to (c)
(teq ≈ 90). The vanishing of 〈p〉(t) in figure 4 seems more
effective as one moves from (a) to (b) to (c) but, however,
it does not necessarily imply that electrons have achieved
a stationary-state null velocity at t≫ teq, as our follow-
ing analysis on weak values of the momentum will clarify
(see also ‘phase-space’ in Appendix C).

E. Nonthermalized weak values

We can at last elaborate on how the many-body weak
values of the momentum may improve our understand-
ing on thermalization. In table I we summarize the five
types of operational properties accessible for the three
different types of quantum systems considered in this
section: single-particle, distinguishable particles, indis-
tinguishable particles.

The plot in figure 5(a) corresponds to the quantum
system N = 1 in table I. Although the expectation value
〈pj〉(t) seems to indicate that the quantum behavior at
t ≫ teq roughly equals the behavior of a diagonal den-

sity matrix in (17), the weak values p1,1W (0, t) (which obvi-
ously corresponds to pW (0, t) in (4)) certifies that the off-
diagonal terms in (16) do not vanish after thermalization.
For N = 1, the fact that expectation values thermalize
is just a result that positive and negative off-diagonals
elements can roughly compensate each other, but they
certainly do not disappear as indicated by p1,1W (x, t). We
remind that 〈p〉(t) =

∫

dx
∫

dp p P(p, x, t) and pW (x, t)
can, both, be computed from the same empirical proba-
bility P(p, x, t). In other words, P(p, x, t) provides simul-
taneous thermalized and nonthermalized results depend-
ing on how it is treated.

The plots in figures 5(b) and 5(c) correspond to the
quantum system N > 1(Dis) in table I, because neither
exchange nor Coulomb interaction among the particles
are included; that is, the many-body wave function here
could be written as Ψ(x, t) = ψ1(x1, t)ψ2(x2, t). The

weak values p1,1W (0, t) and p1,1W (−4, t) in panel (b) con-
firm the nonthermalized operational properties even at
t ≫ teq. In panel (c), one notices that p1,2W (0, t), which
corresponds to the weak measurement of the momentum
of particle 1 and strong measurement of the position of
particle 2, shows a thermalized behavior as it overlaps
〈pj〉(t); but this is because here, as the particles have

no correlations among them, one gets pj,kW (x, t) = 〈pj〉(t)
when j 6= k, as discussed in (A11). Also in panel (c)
p̃W (0, t), from (12), which here is just a particle-average
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FIG. 5. Local-in-position many-body weak values of the mo-
mentum from the dynamics in figure 2 for N = 1 in (a),
and for distinguishable N = 2 particles in (b),(c) where
Coulomb/exchange terms are disconsidered. Panels (a), (b)
show pj,jW (x, t) from (13), which does not depend on j. Panel

(c) shows both pj,kW (x, t) from (13) and p̃W (x, t) from (12).
Values of x are the respective initial x0j values. The expecta-
tion value of the momentum 〈pj〉(t) is also shown. Horizontal
axis in (a),(b) the same as in (c).
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FIG. 6. Local-in-position many-body weak values of the mo-
mentum from the dynamics in figure 2 for indistinguishable
particles with N = 2 in (a),(b) and N = 3 in (c). Panels
(a), (c) show pj,jW (x, t) from (13), which does not depend on
j, for the respective initial x0j values. Panel (b) shows both

pj,kW (x, t) from (13) and p̃W (x, t) from (12). The expectation
value of the momentum 〈pj〉(t) is also shown. Inset in (a)
shows a longer propagation time, t = [150 − 300]. Horizontal
axis in (a),(b) the same as in (c).

of the oscillating term p1,1W (0, t) and the non-oscillating

term p1,2W (0, t), presents less oscillations but still clearly
showing a non-thermalized behavior of these operational
properties.

Figure 6 corresponds to the (most common) quantum
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N = 1 〈p(t)〉 (2) pW (x, t) (4)

N > 1 (Dis) 〈p(t)〉 (2) pjW (x, t) (9) p̃W (x, t) (12) pj,kW (x, t) (13)

N > 1 (Ind) 〈p(t)〉 (2) p̃W (x, t) (12)

TABLE I. Five operational properties accessible in the laboratory for each of the three quantum systems considered in our
work: (i) with N = 1 particles, (ii) with N > 1 distinguishable particles, and (iii) with N > 1 indistinguishable particles.

system N > 1(Ind) in table I, in which one only has
operational access in the laboratory to the expectation
value 〈p〉(t) in (2) and to the weak value p̃W (x, t) in (12).
Panels (a) and (b) for N = 2; panel (c) for N = 3.
Since we also have mathematical (not operational) access
in our simulations (directly from configuration space) to

the weak value pj,kW (x, t), we have also plotted it to help
us to understand the behavior of the operational weak
value p̃W (x, t), which is a particle average over differ-

ent pj,kW (x, t). We see in Fig. 6(a) that p1,1W (x, t) has
smaller oscillations than in Fig. 5(b), but it still does
not thermalize, while 〈pj〉(t) effectivelly thermalize (this
later result is independent on j); the larger time win-
dow in the inset so confirms. In figure 6(b) one no-

tices that both p1,2W (0, t) and p1,1W (0, t) have a similar non-
thermalizing behavior. From these two latter values we
obtain p̃W (0, t) = (p1,1W (0, t) + p1,2W (0, t))/2 (thanks to the
properties in (A10)), whose plot in panel (b) shows that
this operational parameter for identical particles does not
fully thermalize. The N = 3 case in panel (c) starts to

show the trend that, at higher N , p1,1W (x, t) will approach
the expectation value 〈p1〉(t) and so will also thermalize,
which is seem for all used x0j values. This is under-

stood from the fact that, for identical particles, pj,kW (x, t)

(and pj,jW (x, t)) contains N − 1 spatial integrals, while
〈pj〉(t) contains N and so, as one increases N , one gets

pj,kW (x, t) ≈ 〈pj〉(t) because N − 1 ≈ N .

The fact that the weak value of the momentum does
not thermalize in the configuration space can be under-
stood when pjW (x, t) in (9) is mathematically interpreted
as a Bohmian velocity, satisfying all of its mathematical
properties without any ontologic implications. Without
external perturbation, the initial state |Ψ(0)〉 of a closed
system cannot change with time its condition of being or
not an energy eigenstate [36]. In other words, the only
energy eigenstates are the ones that are so at all times.
We know that for a closed system with Ψ(x, t) vanish-
ing at the boundaries, the only Bohmian velocities in (9)
that are zero are those linked to an energy eigenstate [56].
From (10) we see that the weak value of the momentum
depends on the current density, and a time-dependent
Jj(x, t) (strictly different from zero) is required for a
time-dependent probability presence in such a space, due
to the continuity equation in the configuration space im-
plicit in the Schrödinger equation. Thus, since our initial
nonequilibrium state is not an energy eigenstate, from
all previous arguments, we conclude that pjW (x, t) will
never vanish in the configuration space no matter the
value of N , independently on the thermalization or not

of the expectation value of the momentum 〈pj〉(t); that is,

pjW (x, t) will never thermalize when evaluated at a point
x of the configuration space (the same conclusions apply
to the presence probability in such space). Most of the
developments done in this paper come from the fact that,
in most cases, the weak value pjW (x, t) in the configura-
tion space is not empirically accessible in the laboratory,
and as such it is not an operational property for indistin-
guishable particles; in such cases, though, the weak value
p̃W (x, t) in the physical space tends to thermalize as N
increases.

V. CONCLUSIONS

We have seen how, from the empirical knowledge of
a unique distribution probability P(p,x, t), it is possi-
ble to get, simultaneously, both thermalized (expecta-
tion values) and nonthermalized (weak values) opera-
tional properties of a closed quantum system described
by the Schrödinger equation. A possible origin of the ar-
row of time in such systems comes from dealing with op-
erational properties obtained by averaging (tracing out)
some of the degrees of freedom defined in configuration
space. As such there is no contradiction in that there are
properties defined in the configuration space that do not
thermalize, while some properties defined in the physi-
cal space (by averaging or tracing out some degrees of
freedom) have their own time irreversible equations of
motion. Such conclusion can be tested in the laboratory
through the many-body weak values of the momentum
for distinguishable particles where, at least conceptually,
it is possible to get information of the position of all par-
ticles in the laboratory after their strong measurement.

However, for indistinguishable particles, a position
measurement at x cannot be linked to a specific parti-
cle since there is no experimental protocol to tag iden-
tical particles and, as such, instead of P(p,x, t) in con-
figuration space, one has operational access to P(p, x, t)
in physical space. But we have shown that P(p, x, t)
can be understood as an averaging of P(p,x, t) over de-
grees of freedom in the configuration space. For the sim-
pler single-particle case, where obviously the distinction
between distinguishable/indistinguishable particles and
between configuration/physical spaces makes no sense,
we have also seen that expectation values can thermal-
ize while weak values may not. The simple explanation
is that the expectation value has one integration over
the single valid coordinate while the weak value has not.
Even for a system with N = 2 identical particles, we see
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different behaviors for the expectation value 〈p〉(t) and
the weak value p̃W (x, t) in the physical space. In general,
for identical particles, p̃W (x, t) contains N − 1 spatial in-
tegrals, while 〈pj〉(t) contains N and so, as one increases

N , one gets pj,kW (x, t) ≈ 〈pj〉(t) because N − 1 ≈ N ; that
is, the former thermalizes when the latter also does. But
such thermalization is seen in the physical space, not in
the configuration space.

So does thermalization occur in configuration space?
No thermalization occurs in the most common opera-
tional properties of a quantum system when evaluated
in a point x of the configuration space, even when other
properties defined in simpler spaces are thermalized. No-
tice that we have avoided along the paper to discuss
ontologic properties. Instead, our operational approach
has the advantage that the conclusions do not depend on
which quantum theory is invoked, but it also forbids the
discussion whether or not thermalization is a real (onto-
logic) phenomenon occurring in physical space. This lat-
ter discussion depends on the ontology of each quantum
theory; there are quantum theories where the configura-
tion space is not the fundamental space.

In summary, as mentioned in our Intro [1–8], there are
many arrows of time which could require different expla-
nations. We here only discuss the origin of the arrow of
time in the non-relativistic many-body Schrödinger equa-
tion in closed quantum systems: a non-thermalized prop-
erty in the configuration space, when some of its degrees
of freedom are averaged, leads to a thermalized property
in the physical space. We have also developed the opera-
tional many-body weak values of the momentum to make
such a conclusion testable in the laboratory.
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Appendix A: Weak values equations in many-body systems

In this appendix we develop the main weak values equations in the paper.

1. Development of equations (4) and (9) in the paper

For a single-particle system described by the wave function ψ(x, t) = 〈x|ψ(t)〉, the expression for the weak values
of the momentum, pW (x, t), can be obtained from the position distribution of the mean momentum 〈p〉(t) of the
single-particle operator, p̂ = p|p〉〈p|, as

〈p〉(t) = 〈ψ(t)|

(∫

dx|x〉〈x

)

|p̂|ψ(t)〉 =

∫

dx|ψ(x, t)|2
〈x|p̂|ψ(t)〉

〈x|ψ(t)〉
=

∫

dx|ψ(x, t)|2pW (x, t), (A1)

where we have defined the weak values as pW (x, t) = Real
(

〈x|p̂|ψ(t)〉
〈x|ψ(t)〉

)

. Since 〈p〉(t) is real, as p̂ is an hermitian

operator, we have
∫

dx|ψ(x, t)|2Imag
(

〈x|p̂|ψ(t)〉
〈x|ψ(t)〉

)

= 0. Thus, only the real part is considered for defining the weak

values and so we reproduce equation (4) in the paper.
From a similar development we can find the weak values for an N -particle system, with Ψ(x, t) = 〈x|ψ(t)〉. The

mean momentum 〈pj〉(t) of degree of freedom j belonging to operator P̂j ≡ 1̂⊗ ...⊗ p̂j ⊗ ...⊗ 1̂ with p̂j = pj|pj〉〈pj | is

〈pj〉(t) = 〈Ψ(t)|P̂j |Ψ(t)〉 =

∫

dx〈Ψ(t)|x〉〈x|P̂j |Ψ(t)〉 =

∫

dx〈Ψ(t)|x〉〈x1 | ⊗ ...⊗ (〈xj |p̂j) ⊗ ...⊗ 〈xN |Ψ(t)〉

=

∫

dxΨ∗(x, t)(−i)
∂Ψ(x, t)

∂xj
=

∫

dx|Ψ(x, t)|2Imag





∂Ψ(x,t)
∂xj

Ψ(x, t)



 =

∫

dx|Ψ(x, t)|2pjW (x, t), (A2)

where we have used
∫

dx =
∫

dx1...
∫

dxN , |x〉 = |x1〉 ⊗ ...⊗ |xN 〉, and (〈xj |p̂j) =
∫

dx′j〈xj |p̂j |x
′
j〉〈x

′
j | = 〈xj |(−i)

∂
∂xj

.

This result shows that 〈pj〉(t) can be decomposed into different components along the positions x on the configuration
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space. Each component pjW (x, t) is the many-body weak values of the momentum of the j-th particle,

pjW (x, t) = Real

(

〈x|P̂j |Ψ(t)〉

〈x|Ψ(t)〉

)

= Imag





∂Ψ(x,t)
∂xj

Ψ(x, t)



 =
Jj(x, t)

|Ψ(x, t)|2
, (A3)

with |Ψ(x, t)|2 the probability of finding a particle at the given configuration position x. Expression (A3) so reproduces
equation (9) in the paper. The last identity in (A3) shows that the weak values of the momentum is just the Bohmian
velocity of the j-th particle in the configuration position x. If one deals with few particles well-separated in the physical
space, then the measurement of the many-body weak values of each particle in the laboratory is unproblematic.

2. Development of equation (13) in the paper

The problem with the weak values in (A3) appears in the laboratory when we consider N particles in the same

region of the physical space, since pjW (x, t) depends on all positions of the N particles. Then, it seems impossible
for practical purposes to develop a measurement protocol identifying the N positions of the particles simultaneously.
Thus, we want to rewrite (A2) in a way that it only depends on one position of one of the N particles. We are
interested in an expression for computing 〈pj〉(t) as a product of a probability in the physical space, Pk(x, t), by a

weak values which is also local in the physical space, pj,kW (x, t), which goes like

〈pj〉(t) =

∫

dxPk(x, t) pj,kW (x, t), (A4)

where

P
k(x, t) =

∫

dx1...

∫

dxk−1

∫

dxk+1...

∫

dxN |Ψ(x, t)|2. (A5)

From (A2), (A3), and (A5), one exactly gets equation (13) in the paper,

pj,kW (x, t) =

∫

dx1...
∫

dxk−1

∫

dxk+1...
∫

dxN pjW (.., xk−1, x, xk+1, .., t)|Ψ(.., xk−1, x, xk+1, .., t)|
2

∫

dx1...
∫

dxk−1

∫

dxk+1...
∫

dxN |Ψ(.., xk−1, x, xk+1, .., t)|2
. (A6)

It is straightforward to show that pj,kW (x, t) in (A6) pondered by P
k(x, t) in (A5) exactly gives 〈pj〉(t).

3. Development of equation (12) in the paper

The problem with the weak values in (A6) is that it seems very difficult to identify on which j-th particle the
momentum is (weakly) measured, and on which k-particle the position is (strongly) measured. Even worst, it seems
not possible to repeat the experiment and get the position and momentum of the same two particles as in the
previous measurement. In fact, the evaluation of 〈pj〉(t) is independent on which k-th particle one does the position
measurement. If there are N particles in the system we can write

〈pj〉(t) =
1

N

N
∑

k=1

∫

dx P
k(x, t)pj,kW (x, t) =

∫

dx P(x, t)
1

N

N
∑

k=1

pj,kW (x, t), (A7)

since P
k(x, t) = P(x, t) for identical particles. Finally, if we assume that we will not identify the j-th particle for the

momentum measurement, then instead of trying to get 〈pj〉(t) we will get an average over the N particles,

〈p〉(t) ≡
1

N

N
∑

j=1

〈pj〉(t) =
1

N

1

N

N
∑

j=1

N
∑

k=1

∫

dx P(x, t)pj,kW (x, t) =

∫

dx P(x, t)
1

N2

N
∑

j=1

N
∑

k=1

pj,kW (x, t). (A8)

As such, we arrive to the weak values of the momentum as in equation (12) in the paper,

p̃W (x, t) =
1

N2

N
∑

j=1

N
∑

k=1

pj,kW (x, t), (A9)
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which satisfies 〈p〉(t) =
∫

dx P(x, t) p̃W (x, t).

For identical particles, either fermions or bosons, we have P
k(x, t) = P

j(x, t) ≡ P(x, t) for all j, k since

|Ψ(.., xk, .., xj , .., t)|
2 = |Ψ(.., xj , .., xk, .., t)|

2. We also have pjW (.., xl, .., xj , .., t) = plW (.., xj , .., xl, .., t) when j, l 6= k
because Jj(.., xl, .., xj , .., t) = J l(.., xj , .., xl, .., t) when j, l 6= k. As such, we obtain

pj,kW (x, t) = pl,kW (x, t) for all j, l 6= k,

pj,kW (x, t) = pj,lW (x, t) for all k, l 6= j,

pj,kW (x, t) = pk,jW (x, t) for all j 6= k,

pj,jW (x, t) = pk,kW (x, t) for all j, k. (A10)

For a separable wave function, Ψ(x, t) = ψ1(x1, t)...ψN (xN , t), we obtain

pj,kW (x, t) =

∫

dx pjW (x, t)|ψj(x, t)|
2

∫

dx|ψj(x, t)|2
=

∫

dx Jj(x, t) = 〈pj〉(t) for all j 6= k, (A11)

pj,jW (x, t) = pjW (x, t) =
Jj(x, t)

|ψj(x, t)|2
for all j, (A12)

where Jj(x, t) and pjW (x, t) are the current density and the weak values, respectively, linked to the single-particle

ψj(xj , t). So, for separable systems, the terms pj,kW (x, t) are spatially uniform, while pjW (x, t) depend strongly on the

position. For nonseparable systems such differences are not true. Thus, pj,kW (x, t) also provides a procedure to quantify
the interaction between distinct particles.

4. Time-averaging of weak values

We have seen in figure 6 in the paper that, contrary to the momentum expectation value in figure 4 in the paper,
the weak values of the momentum only approach 0 at higher N . For N = 2 they remain within a finite range of
values after teq, while for N = 1 such range is much larger. We have also discussed how the weak values (as well as
the density matrix coherences) have a random nature for t > teq. Thus we compute the time-average of such weak
values on a period of time T ,

f̄W (x, t, T ) =
1

T

∫ t+T/2

t−T/2

dt′ fW (x, t′), (A13)

where fW (x, t) can be any of the 4 different types of weak values expressed in the paper, that is, pW (x, t), pjW (x, t),

pj,kW (x, t), and p̃W (x, t). We consider in figure 7 the case fW (x, t) = pj,kW (x, t), and then plot f̄W (x, t, T ) = p̄j,kW (x, t, T )
from the weak values presented in figure 6 in the paper, as a function of T . Upper, middle, lower panels respectively
for N = 1, N = 2, N = 3; panels in left and right column respectively related to a time before (t = 20 < teq) and
after (t = 120 > teq) thermalization. For N > 1, the time-average of the weak values always vanish at t > teq, even at
small T ((d),(f)); for t < teq this may only happen at much higher T ((c),(e)). The N = 1 case is, once more, much
less smooth due to the many nodes of the wave function.

Appendix B: Diagonal and off-diagonal elements of the density matrix in the energy representation and its

connection with weak values of the momentum

The dynamics presented in our paper is based on an initial nonequilibrium pure state evolving in a closed sys-
tem, while being affected by some ‘chaotic’ disorder potential. Without disorder, such a pure state simply evolves
periodically in the underneath harmonic oscillator potential. With disorder, we have seen its role in bringing the
nonequilibrium state into an equilibrium regime characterized e.g. by the behaviour of the expectation values shown
in figures 3 and 4 in the paper. But what is the role of disorder on the density matrix in the energy representation?

1. Density matrix populations and coherences

We consider a pure state as a superposition of (single-particle or many-particle) energy eigenstates,

〈x1| ⊗ ...⊗ 〈xN |Ψ(t)〉 = 〈x|Ψ(t)〉 =
∑

n

cn〈x|n〉e
−iEnt =

∑

n

cnRn(x)e−iEnt, (B1)
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FIG. 7. Time-averaged many-body weak values of the momentum, f̄W ({x0j}, t, T ) = p̄j,kW ({x0j}, t, T ), from the weak values
presented in figure 6 in the paper. Only j = k = 1 is plotted, which is the same as j = k = 2 for N = 2 and j = k = 2, 3 for
N = 3. The values of {x0j} are taken as the set of initial values of the respective wave packets for N = 1 in (a),(b), N = 2
in (c),(d), and N = 3 in (e),(f). Left and right panels consider respectively a time t = 20 < teq and t = 120 > teq , while the
integration period T/2 in all panels runs from 0 to 20.

being |n〉 an energy eigenstate with eigenvalue En, cn = 〈n|Ψ(0)〉, and 〈x|n〉 = Rn(x) a real function. The n-sum runs
within a set Nact of activated states, which is defined by some quench responsible for creating the nonequilibrium
initial state; in our model, the quench is a sudden shift of the harmonic trap translated to an initial velocity for the
electrons at t = 0. The pure state density matrix, ρ̂(t) = |Ψ(t)〉〈Ψ(t)|, in the energy basis becomes

ρn,m(t) = 〈m|ρ̂(t)|n〉 = 〈m|Ψ(t)〉〈Ψ(t)|n〉 = cn c
∗
m ei(Em−En)t, (B2)

where the diagonal elements, ρn,n (populations), are clearly time-independent, while the off-diagonal terms (coher-
ences) are not. When time-averaged, within a time interval T → ∞, the off-diagonal elements vanish and the density
matrix becomes diagonal,

lim
T→∞

1

T

∫ T/2

−T/2

ρn,m(t) dt = cn c
∗
m lim

T→∞

1

T

∫ T/2

−T/2

ei(Em−En)tdt = cn c
∗
m2πδn,m, (B3)

with δn,m the Kronecker delta. This does not imply that the density matrix in (B2) (without time averaging) becomes
diagonal as t→ ∞, but only that the off-diagonal elements oscillate around zero.

In figure 8 we show the evolution of real and imaginary parts of a few off-diagonal elements ρn,m(t) (N = 1), which
can be written from (B2) by employing cl = |cl|e

iθl as

ρn,m(t) = |cn| |cm|cos(θn − θm + (Em − En)t) + i|cn| |cm|sin(θn − θm + (Em − En)t), (B4)



14

-0.02

-0.01

0

0.01

0.02

0 10 20 30 40 50 60 70
time t

-0.02

-0.01

0

0.01

0.02

real
imaginary

0 10 20 30 40 50 60 70
time t

-0.02

-0.01

0

0.01

0.02

0.027

0.028

0.029

 |
201,202

(t)|2

 |
201,204

(t)|2

 |
201,207

(t)|2

(c)

(a)

(d)

201,204
(t)

201,207
(t)

201,202
(t)

(b)

FIG. 8. Density matrix coherences for N = 1. From the grid-diagonalization as depicted in the inset (b) of figure 1 in the
paper, the time-evolution of a few of the off-diagonal coherences ρn,m(t) is shown with respect to the peak at np = 201, with
real (imaginary) part in blue (red). As the energy splitting, ∆E = Em − En, increases from (b) to (c) to (d), the respective
oscillation period decreases. In (a) one verifies that the respective moduli |ρn,m(t)|2 remain constant.

such that the modulus |ρn,m(t)| = |cn||cm| is also time-independent, as seen in panel (a). The oscillation period
depends inversely on their level splittings, ∆E = Em−En, as shown in panels (b)-(d), which relate to the same level
np = 201 at the peak of ρn,m(t): as one increases the splitting, by considering a matrix element with 1 (b), 3 (c),
and 6 (d) levels apart, the oscillation period decreases. Also, if considering both n,m values away from the peak at
np = 201, the respective matrix elements have exponentially smaller amplitudes. In a pure harmonic oscillator all
level splittings are simply proportional to the difference in number of levels, but the disorder potential creates random
splittings. The full density matrix is given in figure 1(d) in the paper, which shows Nact ≈ 70 activated states at
t = 0, which will remain as the main states determining the system unitary evolution at any t. From these results
we conclude that the thermalized system keeps memory of its initial state through the propagation of its off-diagonal
coherences (in particular by keeping the information cl = |cl|e

iθl), which never disappear. Most importantly for the
current operator as discussed in the paper, since its diagonal populations are zero by construction.

2. Connection between density matrix coherences and weak values

First, we need the presence probability density |Ψ(x, t)|2, given by

|Ψ(x, t)|2 = trace [ρ̂(|x1〉 ⊗ ...⊗ |xN 〉〈x1| ⊗ ...⊗ 〈xN |)]

=
∑

n

∑

m

cnc
∗
m ei(Em−En) tRn(x)R∗

m(x), (B5)
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and that can be decomposed into time-independent populations and time-dependent coherences as

|Ψ(x, t)|2 = |Ψdia(x, t)|2 + |Ψoff (x, t)|2, (B6)

with

|Ψdia(x, t)|2 =
∑

n

ρn,n|Rn(x)|2,

|Ψoff(x, t)|2 =
∑

n

∑

m 6=n

ρn,m(t)Rn(x)R∗
m(x). (B7)

We also need the current density Jj(x, t) due to the j-th particle at one given position in the configuration space,

Jj(x, t) = trace [ρ̂ (p̂j |x1〉 ⊗ ...⊗ |xN 〉〈x1| ⊗ ...⊗ 〈xN | + |x1〉 ⊗ ...⊗ |xN 〉〈x1| ⊗ ...⊗ 〈xN |p̂j)]

=
i

2

∑

n

∑

m

cnc
∗
m ei(Em−En) t

[

Rn(x, t)
∂Rm(x, t)

∂xj
−Rm(x, t)

∂Rn(x, t)

∂xj

]

, (B8)

that can also be decomposed in terms of diagonal and off-diagonal components as

Jj(x, t) = Jjdia(x, t) + Jjoff (x, t), (B9)

with

Jjdia(x, t) =
i

2

∑

n

ρn,n

[

Rn(x)
∂Rn(x)

∂xj
−Rn(x)

∂Rn(x)

∂xj

]

=
∑

n

ρn,n(t) Jjn,n(x),

Jjoff (x, t) =
i

2

∑

n

∑

m 6=n

ρn,m(t)

[

Rn(x)
∂Rm(x)

∂xj
−Rm(x)

∂Rn(x)

∂xj

]

=
∑

n

∑

m 6=n

ρn,m(t) Jjm,n(x), (B10)

where Jjm,n(x) = i
2

[

Rn(x) ∂Rm(x)
∂xj

−Rm(x) ∂Rn(x)
∂xj

]

. The relevant point is that only off-diagonal elements

ρn,m(t) Jjm,n(x) for n 6= m provide current densities, since the contribution of diagonal elements vanish, Jjdia(x, t) = 0,

in closed systems with wave function vanishing at the boundaries. The diagonal terms ρn,n(t) Jjn,n(x) do not contribute

to the total current because energy eigenstates are pure real (or pure imaginary), so that their current Jjn,n(x) = 0 in
first equation in (B10).

Both results from (B6) and (B9) are in agreement with the well-known continuity equation,

0 =
∂|Ψ(x, t)|2

∂t
+

N
∑

j=1

∂Jj(x, t)

∂xj

=
∂|Ψdia(x, t)|2

∂t
+

N
∑

j=1

∂Jjdia(x, t)

∂xj
+
∂|Ψoff(x, t)|2

∂t
+

N
∑

j=1

∂Jjoff(x, t)

∂xj

=
∂|Ψoff(x, t)|2

∂t
+

N
∑

j=1

∂Jjoff(x, t)

∂xj
, (B11)

where we have used the trivial results ∂|Ψdia(x,t)|
2

∂t = 0 (because |Ψdia(x, t)| is time-independent) and
∑N
j=1

∂Jj

dia
(x,t)

∂xj
=

0 (because Jjdia(x, t) = 0).
Since we know from (B2) and (B4) that the coherences never vanish (ρn,m(t) 6= 0 for n 6= m) and always oscillate,

we conclude that
∂|Ψoff (x,t)|

2

∂t 6= 0, so that (B11) means that the off-diagonal probability presence |Ψoff(x, t)|2 and

the off-diagonal current density Jjoff (x, t) are dynamically changing during the whole simulation, before and after teq.

We notice now that |Ψ(x, t)|2 and Jjoff(x, t) are the elements that define the weak values in equation (3) in the paper,

pjW (x, t) =
Jj(x, t)

|Ψ(x, t)|2
=
Jjoff (x, t)

|Ψ(x, t)|2
=

1

|Ψ(x, t)|2





∑

n

∑

m 6=n

ρn,m(t) Jjm,n(x)



 . (B12)

This provides the required connection between weak values and coherences.
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FIG. 9. Wave packet dynamics in momentum representation. This figure is similar to figure 2 in the paper, which employed
position representation, but instead it considers momentum representation. Upper panels: wave packet |Ψ(p1, p2, [p3], t)|2 for
N = 3 at t = 0 in (a) and t = 150 in (b). Middle panels: |Ψ(p1, p2, t)|2 for N = 2 at t = 0 in (c) and t = 150 in (d). Panel
(e): wave packet |Ψ(p1, t)|2 for N = 1 at t = 0 (dotted) and at t = 150 (solid). Panel (f): 1D-view of |Ψ(p1, [p2], [p3], t)|2 for
N = 3 (red), |Ψ(p1, [p2], t)|2 for N = 2 (blue), and |Ψ(p1, t)|2 for N = 1 (green), with solid (dotted) lines for the wave packet
at t = 150 (t = 0), where all t = 0 plots overlap at p0j = 20. All plots are in log-scale. Horizontal axis in (a),(c) ((b),(d)) is the
same as in (e) ((f)).

Appendix C: Momentum representation and ‘phase-space’

In this appendix we provide the dynamics evolution in momentum representation and construct a pseudo phase-
space of the system.

1. Dynamics in momentum representation

Figure 2 in the paper summarizes the dynamics for the systems with N = 1, 2, 3 by showing the initial and
final snapshots of the respective wave functions in position representation. Since our algorithm for propagating the
Schrödinger equation uses a split-operator method where the kinetic energy is handled in momentum representation,
where it is diagonal, and then Fourier-transformed back to position representation (where the potential terms are
diagonal), for consistency, we show in figure 9 exactly the same plots as in figure 2 in the paper, but in momentum
representation. That is, we plot in the upper panels |Ψ(p1, p2, [p3], t)|2, with [p3] integrated out, for N = 3 at t = 0 in
(a) and t = 150 in (b) (results would be the same if integrating on [p1] or [p2]). The middle panels show |Ψ(p1, p2, t)|

2

for N = 2 at t = 0 in (c) and t = 150 in (d). Panel (e) shows |Ψ(p1, t)|
2 for N = 1 at t = 0 (t = 150) in dotted (solid)

lines, while panel (f) compiles all respective 1D plots of |Ψ(p1, [p2], [p3], t)|2 for N = 3, |Ψ(p1, [p2], t)|2 for N = 2,
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FIG. 10. ‘Phase-space’ analysis. From position 〈x1〉(t) and momentum 〈p1〉(t) expectation values in figure 4 in the paper, we
compile a respective ‘phase-space’ for N = 1 in (a), N = 2 in (c), and N = 3 in (e). Panels (b),(d),(f) are a zoom at the origin
for the respective N . The initial value of 〈x1〉(t = 0) for each N is the average of the set of respective initial positions {x0j},
while 〈p1〉(t = 0) = 20 for any N . As one approaches the final simulation time, t = 150 > teq, the ‘phase-space’ looks noisier
for N = 1, 2 as a consequence of the recurrences as seen in the respective expectation values in the paper. Horizontal axis in
(a),(c) ((b),(d)) is the same as in (e) ((f)).

and |Ψ(p1, t)|
2 for N = 1, with solid (dotted) lines for t = 150 (t = 0). Since the initial velocity is the same and

centered at p0j = 20 for each degree of freedom and for every N , all 1D plots at t = 0 overlap. One also notices
in momentum representation the same full spread of the wave function after thermalization, at t ≫ teq , which then
remains in between the ’turning points’ pTP = ±20 (since ω = 1). As in position representation, the higher the N
the more homogeneous is the wave packet spread.

2. Pseudo phase-space

We have shown in the paper that thermalization provides time-independent expectation values, so that another
useful plot is a pseudo ‘phase-space’ as if that could be simply compiled from the expectation values of 〈pj〉(t) and
〈xj〉(t) in figure 4 in the paper. Figure 10 shows the ‘phase space’ for N = 1, 2, 3 respectively in upper, middle, lower
panels; left column the full range, right column a zoom at the origin (0, 0). The figures look the same no matter which
j-electron is considered at each N . For any N the curves start at 〈p1〉(0) = 20 and 〈x1〉(0) = 0, only exception being
N = 2 which starts at 〈x1〉(0) = −2. The curves after thermalization (right column) are about the same at any N ,
with 〈p1〉(t) ≈ 〈x1〉(t) ≈ 0; they look visually different since some recurrences may happen causing a noisier ‘phase
space’ as time keeps rolling after teq; however, once more, the behaviour is more smooth as N increases.
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