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ABSTRACT

Research in the field of social robotics suggests that enhancing social cues in robots can elicit more
social responses in users. It is however not clear how users respond socially to persuasive social
robots and whether such reactions will be more pronounced when the robots feature more inter-
active social cues. In the current research, we examine social responses towards persuasive attempts
provided by a robot featuring different numbers of interactive social cues. A laboratory experiment
assessed participants’ psychological reactance, liking, trusting beliefs and compliance toward a per-
suasive robot that either presented users with: no interactive social cues (random head movements
and random social praises), low number of interactive social cues (headmimicry), or high number of
interactive social cues (headmimicry and proper timing for social praise). Results show that a persua-
sive robot with the highest number of interactive social cues invoked lower reactance and was liked
more than the robots in the other two conditions. Furthermore, results suggest that trusting beliefs
towards persuasive robots can be enhanced by utilizing praise as presented by social robots in no
interactive social cues and high number of interactive social cues conditions. However, interactive
social cues did not contribute to higher compliance.
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1. Introduction

In the not too distant future, one could anticipate that

humans will share tasks, interact and collaborate with

robots. This will be so for diverse areas such as manu-

facturing to assist humans in production lines [1] or in

education where robots will take more social roles such

as that of teachers [2], or even in hospitals where we

could soon get used to meet a robot waiting for us to wel-

come, examine, diagnose, treat, and prescribe medicine

for us, instead of human health workers [3]. Crucially, in

many of these roles, robots will need to be able to per-

suade humans. Accordingly, assistive robots have already

been developed to serve as advisors in persuading people

to practice healthy lifestyles (e.g. consume healthy foods

and start exercising [4–6]), or in order to change their

attitude and behavior [7] by showing some promising

results, e.g. [8–10].

O’Keefe [11] argues that an act can be considered as

persuasion when the ‘persuadee’ (the person to be per-

suaded) complies voluntarily (i.e. without being forced)

to the persuasive attempt. Research into the nature of

CONTACT Aimi Shazwani Ghazali A.S.Ghazali@tue.nl; aimighazali@iium.edu.my Department of Industrial Design, Eindhoven University of
Technology, Eindhoven, 5612 AZ, Netherlands; Department of Mechatronics Engineering, International Islamic University Malaysia, Jln. Gombak, Kuala Lumpur,
53100, Malaysia

human responses to persuasive attempts by other humans

(e.g. [12,13]) has shown that the way people react to per-

suasive attempts depends upon various factors, one of

them is how they perceive the persuader. For example, the

appearance of a salesperson may cause di�erent buying

decisions if the salesperson wears a suit instead of casual

clothes.

However, when humans are subjected to persuasive

attempts, they can respond to these attempts by showing

both positive responses (liking, compliance) and nega-

tive responses (tantrum, reactance). Positive experiences

include conformity to the robots by children [14], trust-

worthy to the robots with dissimilar gender with users

[15] and increment of human performance facilitated by

robot touch [16]. Indeed, powerful persuasive attempts

can lead to psychological reactance [17] as highlighted

earlier [18]. Since persuasive attempts potentially limit

people’s decisional freedom, theymight trigger feelings of

anger (towards the persuader), and cause people to host

negative thoughts (about the persuader), and in some

cases even motivate them to do the opposite to what
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they are asked to do [19,20]. Earlier research [20–22]

has shown that psychological reactance can be measured

using questionnaires.

The question arises whether people will respond in

similar ways when social robots attempt to persuade

them. In line with the Media Equations hypothesis [23],

one could expect that arti�cial agents (in our case the

persuasive robots) can elicit social responses even when

these demonstrate only basic social behaviors towards

humans like playing [24], smiling [25] and gazing [26].

This hypothesis has been supported by several studies

[27,28]. Moreover, according to the Social Agency the-

ory [29], human social responses should increase with

the addition of social cues in robots. Earlier research

has explored whether the Social Agency theory [20] and

the Media Equation hypothesis [23] also apply to how

much arti�cial social agents can evoke the above men-

tioned social responses in users. In a study by Roubroeks,

Ham and Midden [30] showed that participants experi-

enced more psychological reactance when a persuasive

message was delivered by an agent represented as a still

picture or as amoving human-like on-screen character, as

compared to when the advice was provided as text-only.

However, only a few studies have investigated how

people respond to persuasive attempts by social robots

(see e.g. [31,32]). For example, Ghazali et al. [9,33] inves-

tigated the social responses caused by persuasive social

robots and the social cues they displayed. They reported

that a robot displaying minimal social cues (with a neu-

tral face and blinking eyes) and enhanced social cues

(with facial expressions, head movement, and emotional

intonation in the voice) triggered lower levels of psycho-

logical reactance compared to when the same persua-

sive messages were presented as text-only with no robot

present [9]. In another study [33], they reported that

a persuasive robot with enhanced social cues triggered

higher psychological reactance than a persuasive robot

with minimal social cues.

Nevertheless, the aforementioned investigations

[9,30,31] implemented what can be characterized as

static or non-interactive social cues into persuasive social

robots rather than interactive ones.Non-interactive social

cues refer to the cues that are �xed and changeless

while interactive social cues refer to the cues that can

be changed according to the situations or needs [34].

We argue that it is crucial to study whether a persuasive

social robot displayingmore interactive social cues causes

more or less social responses because most social cues in

real life interactions between people are interactive, and

robots will be more lifelike if interactive social cues are

implemented onto the robots instead of non-interactive

ones. Fong, Nourbakhsh and Dautenhahn [35] high-

lighted the importance of socially interactive robots in

changing human behaviors [36,37]. Robots with non-

interactive social cues execute pre-programed behaviors

and dialogues, regardless of the reactions by humans [9].

Examples of such social cues are gender, facial expres-

sions and pre-programed behaviors like head movement

of a robot. On the other hand, interactive social cues

are exhibited only when the robot social cues are in

response to the users’ behavior or give some context or

situation-speci�c responses [38].

A clear illustration of interactive social cues in human-

human interaction is when Person A turns his head

(the �rst example of interactive social cues) with a puz-

zled expression (the second example of interactive social

cues) when suddenly Person B pats him on the shoul-

der from behind. Without a touch from Person B which

triggers the reaction from Person A, most probably Per-

son A such a behavior might not be triggered at all.

Breazeal [39] suggested that what she called ‘sociable

robots’ are pro-actively engaged with people to ful�ll

internal social aims such as sharing mutual emotions

between humans and robots. Earlier research in human-

robot interaction [38,40,41] demonstrated that people

manifested positive responses (higher trusting beliefs,

initiating joint attention, making eye contact and per-

ceived friendliness) towards robots that exhibit interac-

tive cues such as mimicry, interactive facial expressions,

and social praise. Thus, we argue that persuasive robots

should use interactive social cues such as mimicry and

social praises in maintaining positive social relationships

between humans and robots and thus enhance their e�ec-

tiveness aswell as howpeople experience interactionwith

a persuasive robot.

A related study on mimicry [42] claimed that social

responses towards robots ignited if both parties (the

mimicker and the mimickee) share the same emotional

and cognitive states. Empirical studies had shown that

when a mimicker (either robot or human) imitated the

movements [43,44], accent [45], reciprocal [46] and facial

expressions [47] of the mimickee, the positive responses

for instance liking and trusting beliefs towards the mim-

icker increase. In this way, mimicry has been shown to be

one of the most potent interactive social cue which can

lead to positive impressions for such interaction. In line

with similarity-attraction theory [48], earlier research in

an automotive setting [32] has shown that mimicry of

headmovements by avatars can increase social responses

in humans, such as trusting beliefs and liking towards

the agents. However, we argue that this �nding [32] was

rather weak due to the mimicry of a 2D interaction by

an on-screen partner and not a realistic 3D interaction as

social robots could o�er.

Mimicry is one of several interactive social cues by

robots that have been assessed formerly in human-robot
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interaction. Another example pertains to interactive

social cues is social praise. Experimental studies from

neuroscientists show that social praise triggers the release

of the neurotransmitter which is known as dopamine,

that is associated with pleasure [49]. As suggested by

the Media Equation hypothesis [23], several experimen-

tal studies attempted to identify how humans perceived

social praise by robots. For example, a study by Kaptein

et al. [38] showed that humans perceived social praise by

an iCat robot as positive as in human-human interaction.

Humans’ motivation for learning, exercising for pleasure

and rehabilitation [4,50,51] could be increased through

the use of praise or encouragement by robots as well.

Importantly, earlier study showed that timing in which

the social praise was delivered has a signi�cant bearing

on its e�ectiveness [38]. However, no earlier study has yet

examined the e�ect of interactive social praise, especially

on psychological reactance by persuasive robots.

The current study extends the state of the art as

described above, by investigating how interactive social

cues impact interaction with persuasive robots. Speci�-

cally, this paper reports an experiment that examines the

in�uence of the number of interactive social cues that the

robot displays upon users’ psychological reactance, lik-

ing, trusting beliefs and compliance towards the robotic

persuader. The interactive social cues under investiga-

tion include head mimicry (o�: a robot with random

head’s movement vs. on: a robot with head mimicry) and

social praise (random timing vs. none vs. proper tim-

ing). Based on the Social Agency theory [29], it can be

anticipated that responses towards persuasive robotswith

interactive social cues will be analogous to the responses

towards the human-agent interaction. Thus, we expect

that robots with interactive social cues: head mimicry

[44] and social praise with proper timing [38] will evoke

positive social responses including high liking and trust-

ing beliefs towards the robot. However, we cannot predict

how interactive social cues of robots will a�ect psycho-

logical reactance and compliance as earlier research has

not yet examined them. The remainder of this paper out-

lines the methods and materials used and then describes

the results of our study. We conclude this paper by pro-

viding implications for designing interactive social cues

in persuasive robots.

1.1. The current study

This experiment investigates the in�uence of interac-

tive social cues on persuasion activity upon psycholog-

ical reactance, liking, trusting beliefs and compliance.

Besides, this study also examines howpsychological reac-

tance experienced from the persuasive attempts in�u-

ences liking, trusting beliefs and compliance towards the

persuasive robot. We o�er a higher level of social agency

(a physical robot) as a mimicker compared to virtual

agents used in earlier research [32]. In the current study,

we used an embodied humanoid robotic agent called

SociBot as a persuader in implementing the interactive

social cues: head mimicry and social praise with proper

timing (for brevity, we refer to proper timing for social

praises simply as interactive social praise in the remain-

der of this manuscript.). SociBot is a robot developed by

EngineeringArts Limited in the formof a stylized head of

a human that can display social expressions by physically

moving its head and back-projected facial expressions.

The projected controllable features are blinking, perfectly

synchronized facial expressions and lip movements with

speech.

Participants were asked to interact with the robot that

was programed to have three conditions: no interactive

social cues vs. low number of interactive social cues vs.

high number of interactive social cues to answer the ques-

tion whether a robot that has more interactive social cues

will be perceived more positively than the robot with

less interactive social cues. We implemented a robot that

mimics participants’ head movements (the �rst inter-

active social cue) and interactively praises the partici-

pants (the second interactive social cue). Speci�cally, the

hypotheses for the current study are:

H1. Participants will experience lower psychological
reactance when interacting with a persuasive robot fea-
turing a higher number of interactive social cues than
a persuasive robot with a lower number of interactive
social cues

H2. Participants will like a persuasive robot with a higher
number of interactive social cues than a persuasive robot
with a lower number of interactive social cues

H3. Participants will have higher trusting beliefs towards
a persuasive robot with a higher number of interactive
social cues than a persuasive robot with a lower number
of interactive social cues

H4. Participants will be more compliant towards a per-
suasive robot with a higher number of interactive social
cues than a persuasive robot with a lower number of
interactive social cues

H5. Psychological reactance has a negative correlation to
liking, trusting beliefs and compliance

2. Methods andmaterials

2.1. Participants and design

We recruited twenty-one participants (9 male and 12

female) aged between 26 and 41 (M = 30.9, SD = 4.00).

A 1×3 (number of interactive social cues: a robot with no

interactive social cue vs. low number of interactive social
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Figure 1. Experimental set ups.

cues vs. high number of interactive social cues) within-

subjects experimental design was used. Experimental

sessions lasted 45 min per participant for which partic-

ipants were given a e7.5 voucher as a token of apprecia-

tion. All participants were employees of the Eindhoven

University of Technology, Netherlands. The study was

completely in line with the ethical research policies of

the Department of Industrial Design for performing the

experiment and rewarding the participants. All partici-

pants gave written informed consent in accordance with

the Declaration of Helsinki.

To limit the ‘carryover e�ects’ of the within-subject

experimental design [52], the order of the three inter-

active social cues conditions was randomized for each

participant. For instance, some participants interacted

with the robot showing no interactive social cue in their

�rst session, followed by the robot showing a high num-

ber of interactive social cues in their second session, and

a robot showing a low number of interactive social cues

in their last session. For enhancing the study design and

reducing carryover e�ects from the previous session, the

robot’s face and voice, type of exercises in the �rst activ-

ity, the theme of the pictures used in the second activity,

the persuasive dialogues for both the �rst and the second

persuasion attempts were also randomized.

2.2. Manipulation of interactive social cues

As mentioned earlier, we manipulated the number of

interactive social cues implemented on the persuasive

robot. In all three conditions, the SociBot was positioned

on a desk in front of the participants and preprogrammed

with verbal and nonverbal social cues (see Figure 1).

In the no interactive social cue condition, the robot

interactedwith the participant using randomheadmove-

ments (independent of the participant’s head movement)

and social praise delivered at random moments (inde-

pendent of the participant’s actions). In the low number

of interactive social cues condition, the robot interacted

with the participant while mimicking the participant’s

head movement. In the high number of interactive social

cues condition, the robotmimicked the participant’s head

movement and also praised the participant at appropriate

moments in the interaction. The robot praised the partic-

ipant at random moments in time (e.g. which could also

mean suddenly saying ‘Good job’ before the participant

had made any decision) in the no interactive social cue

condition, but at appropriate moments in the interaction

in the high number of interactive social cues condition

(e.g. praised the participant by saying ‘Good job’ only after

the participant complied to the robot’s advice). No social

praise was given to participants in the low number of

interactive social cues condition.

In all conditions, the robot was operated by the exper-

imenter using a Wizard of Oz prototyping technique for

choosing pre-selected dialogues at suitablemoments dur-

ing the interactions, including the social praise conveyed

by the robot in the high number of interactive social

cues condition. Additionally, the robot’s head was pre-

programmed to automatically mimic participants’ head
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Table 1. Manipulation of interactive social cues.

Cues used

Condition
Number of

interactive cues Headmimicry
Appropriate

timing for praise

No 0 No (random) No (random)
Low 1 Yes No
High 2 Yes Yes

movements in X and Y axes for high and low number

of interactive social cues conditions using integrated IR

depth sensor embedded within the torso of the robot.

Random head movements were presented during the

interaction with the robot in no interactive social cue

condition. Table 1 summarizes themanipulation of inter-

active social cues used in this study.

2.3. Task

The participants were asked to interact with a robot

three times. In each of these three sessions, the Soci-

Bot displayed interactive social cues di�erently (�tting

the manipulation of interactive social cues as described

above). Each session was divided into two activities. In

the �rst activity, participants were asked to do a simple

three-minute exercise instructed by the robot. Partici-

pantswere given a short, printed guideline lea�et describ-

ing the type of exercises and guidance on how to do

these exercises step-by-step. Exercises for the �rst activity

including standing on one leg, weight shifting, and sit-

down, stand-up exercises. This activity was designed to

increase the awareness of head mimicry by the robot (if

any). As such, there were no persuasive attempts involved

in the �rst activity.

The robot started the persuasive attempts in the sec-

ond activity, inwhich the participantswere asked tomake

choices in two tasks. The �rst task was a picture card

selection task, where participants were asked to select

which one of the two pictures the liked, and then to

describe that picture to the robot in one minute. The sec-

ond was a reward card selection task, where participants

were asked to select one of three alphabet cards (card A,

B or C) they liked as their reward. To ensure the fair-

ness of the reward o�ered, the participants were given the

same reward (the e7.5 voucher as mentioned earlier) at

the end of the experiment, independent of the alphabet-

ical reward card chosen. These two selection tasks each

involved a persuasive attempt by the robot, in which the

robotwould persuade the participants to change their ini-

tial selection to another card (change the picture in the

�rst attempt and change the reward card in the second

attempt). The robot never agreed with any initial selec-

tionsmade by the participants, and it always tried to push

the participants to change their selections.

Before these selection tasks, it had been emphasized

by the experimenter that the participants could freely

choose between two responses, i.e. keep their initial selec-

tions (ignore the advice), or change their mind andmake

other choices (follow the advice). Participants were also

reminded several times that there were no absolute right

or wrong answers in this game. During the persuasive

attempts, the robot used forceful, high controlling lan-

guage to increase the likelihood of compliance in accor-

dance with the �ndings of an earlier study [9].

2.4. Procedure

The experiment was conducted at the Department of

Industrial Design, Eindhoven University of Technology.

The experimenter greeted participants upon arrival to a

designated room and asked to take a seat against a table

facing the robot that was placed on the table. Six plas-

tic folders in three di�erent colors (red, green and blue –

one color for each session; and one small and one big

folder for each color) were placed on the table. Each col-

ored folder (big and small folders) represented di�erent

sessions. The three small folders contained two printed

pictures of a theme (animals, vacation destinations and

portraits) that would be used in the picture card selection

task. Meanwhile, the three big folders contained alpha-

betical colored reward cards with three alphabetical-

options (A, B and C) to be used in the reward card

selection task and a set of questionnaires to be answered

by the participants after the persuasive attempts at the

end of each session. An Internet Protocol (IP) camerawas

placed near the robot to record the activities during the

experimental session (see Figure 1).

Before �lling in the demographic information, the

participants were asked to read and sign a consent form

containing the procedure of the experiment and agree-

ment for video recording. In the consent form, partici-

pants were noti�ed that their participation was entirely

voluntary and that they had the right to withdraw their

permission to use the data recorded by notifying the

experimenter up to 24 h after the session. They could also

refuse to participate in the experiment without any rea-

sons and stop their participation at any time during the

experimental session. The experimenter would leave the

room after ensuring the participants were �t to undergo

the exercise by asking the participants themselves and

had no further questions.

The robot started the �rst session by greeting the par-

ticipant to ensure that the participants were aware of

the role and the identity (face and voice) of the robot.

After that, the robot brie�y explained all the activities that

needed to be done by the participants in that speci�c ses-

sion. The �rst activity involves exercise. After completing



330 A. S. GHAZALI ET AL.

the �rst activity, the persuasive attempts took place as

the robot started the second activity. Participants were

required to participate in two task selections: picture card

selection and reward card selection. After completing the

second activity, the participants were asked to �ll in the

second questionnaire consisting of liking, trusting beliefs

and psychological reactance items in evaluating the des-

ignated social agent. The following session would start

after the participants would tell the robot ‘I am done’

upon which the social agent would change its identity

(face and voice).

The whole procedure was repeated in three consecu-

tive sessions each featuring a di�erent number of inter-

active social cues of a robot. The experimenter debriefed

the participants and presented a voucher as a token of

appreciation at the end of the experiment.

2.5. Measures

As there were three sessions of the experiment (led by the

robot with a di�erent number of interactive social cues),

participants were asked to complete the questionnaires

described below three times.

2.5.1. Psychological reactance

We measured psychological reactance by applying the

intertwined model of psychological reactance [20]. This

model conceptualizes psychological reactance as consist-

ing in two self-reported components: feelings of anger

and negative cognitions. 5-point Likert scales indicating

the level of irritation, angriness, annoyance, and aggrava-

tion toward the robot were used to rate the feelings of

anger, with levels ranging from completely disagree (1) to

completely agree (5). From these four items, we were able

to construct a reliable measure (Cronbach’s α = 0.75)

of anger towards the persuasive robot. The participants

were then asked to write down their thoughts after being

persuaded by the robot and to label each thought as pos-

itive (P), neutral (Neu) or negative (N). Only negative

cognitions were counted in calculating the psychological

reactance score using the steps taken by Dillard and Shen

(2005) [20] (see also [53]).

2.5.2. Liking

The liking rate of the robot was rated using 9-point

semantic di�erentials from the Godspeed Questionaire

[54] indicating that ‘Please rate your impression of David

(e.g. name of the social agent) on these scales’: dislike/

like, unfriendly/ friendly, unkind/ kind, unpleasant/ pleas-

ant and awful/ nice.This liking rate was assessed after the

persuasive attempts by the agents at the end of each ses-

sion. Cronbach’s α for the �ve liking items of a persuasive

robot was 0.81.

2.5.3. Trusting beliefs

To assess how high the associated number of interactive

social cues on trusting beliefs, we used the question-

naires developed by Heerink et al. (2009) [55] and Tay

et al. (2014) [56]. To estimate the trusting beliefs, three

statements were used: ‘I will trust Robin if he gives me

advice again in the future’, ‘I trust that Robin can pro-

vide me with good suggestions’, and ‘I will follow the advice

Robin gives me’ in 5 point-Likert scales with level rang-

ing from completely disagree (1) to completely agree (5).

The trusting beliefs measurement was found to be highly

reliable (Cronbach’s α = 0.85).

2.5.4. Compliance

We assessed the compliance to the robot as follows: If

the initial and �nal selections were inconsistent, the par-

ticipants would be awarded 1-point for each selection

[9,57,58]. For example, if a particular participant changed

his/her choice of a picture and reward-card as asked by

the robot, then the participant would be given the com-

pliance score of 2. However, if the participant changed

only the initial picture or only the initial reward card,

then they would be given a score of 1. If participants

would ignore the advice and keep to their initial selec-

tions, they would be given a score of 0.

3. Results

All statistical analyses for this study used the Statistical

Package for the Social Sciences (SPSS) version 23. The

sequence of the manipulated interactive social cues con-

ditions by the agents was used as a covariate (and not as

an independent variable) in all analyses. In the hypothesis

testing section below, we �rst described the e�ects of the

number of interactive social cues by the robot on psycho-

logical reactance, liking, trusting beliefs and compliance,

as well as correlations between these dependent variables.

3.1. Hypothesis 1: psychological reactance

In analyzing the e�ect of the number of interactive

social cues on psychological reactance, a repeated mea-

sure Analysis of Covariance (ANCOVA) test was run

by comparing the scores of 3 (number of interactive

social cues: no vs low vs high)×2 (elements of psycho-

logical reactance: feelings of anger and negative cog-

nitions). Results indicated a signi�cant main e�ect of

the number of interactive social cues, F(2, 18) = 7.62,

p = 0.004, partial ŋ2 = 0.46 for which hypothesis 1 was

accepted. Mauchly’s Test of Sphericity indicated that the

assumption of sphericity had not been violated in this
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Figure 2. Mean and standard error of individual components of
psychological reactance: feelings of anger and negative cogni-
tions) on persuasive robot scores by the number of interactive
social cues. Participants reported the highest reactance on the
robot in no interactive social cue condition and the lowest reac-
tance for the robot in high number of interactive social cues con-
dition. The lowest feelings of anger scores were recorded by the
robot in low number of interactive social cues condition.

test, χ
2(2) = 0.81, p = 0.14. The linear test of within-

subjects contrasts also demonstrated a signi�cant rela-

tion between the independent and dependent variables,

F(1, 19) = 14.70, p = 0.001, partial ŋ2 = 0.44. In line

with our hypothesis, this main e�ect showed that par-

ticipants reported the highest reactance towards the per-

suasive robot in no interactive social cues condition

(M = 1.98, SD = 0.84), followed by the robot in low

number of interactive social cues condition (M = 1.75,

SD = 0.94) and the lowest reactance when interacting

with the robot in high number of interactive social cues

condition (M = 1.57, SD = 0.62).

A repeated measure one-way ANCOVA test was per-

formed to examine the individual components of psycho-

logical reactance scores (feelings of anger and negative

cognitions as two separate dependent variables) result-

ing from the manipulations of the number of interactive

social cues (see Figure 2).

Several main results related to the individual com-

ponents of psychological reactance measured were

found. First, there was a signi�cant main e�ect of

the number of interactive social cues on feelings of

anger, F(2,18) = 10.44, p = 0.001, partial ŋ2 = 0.54.

Mauchly’s Test of Sphericity indicated that the assump-

tion of sphericity had not been violated in this test,

χ
2(2) = 0.92, p = 0.63. The linear test of within-

subjects contrasts also demonstrated a signi�cant rela-

tion between the independent, dependent and covariate

variables, F(1, 19) = 22.93, p < 0.001, partial ŋ2 = 0.55.

Results showed participants experienced the highest feel-

ings of anger interacted with the robot in no interactive

social cue condition (M = 2.57, SD = 0.94), followed by

the robot in high number of interactive social cues con-

dition (M = 2.52, SD = 0.86) and the lowest feeling of

anger was recorded in low number of interactive social

cues condition (M = 2.50, SD = 0.90).

Second, the number of interactive social cues manip-

ulation resulted in a signi�cant main e�ect for negative

cognitions towards the robot, F(2, 18) = 3.93, p = 0.038,

partial ŋ2 = 0.30. Mauchly’s Test of Sphericity indicated

that the assumption of sphericity had not been vio-

lated in this test, χ
2(2) = 4.95, p = 0.08. The linear

test of within-subjects contrasts also demonstrated a sig-

ni�cant relation between the independent, dependent

and covariate variables, F(1, 19) = 13.46, p = 0.002,

partial ŋ2 = 0.42. As anticipated, the negative cogni-

tions decreased as the number of interactive social cues

increased. These results demonstrate that the lowest

negative cognitions were experienced by participants

in the high number of interactive social cues condi-

tion (M = 0.62, SD = 0.64), followed by the interac-

tion in low number of interactive social cues condition

(M = 1.00, SD = 1.20) and the highest negative cogni-

tions was recorded in no interactive social cue condition

(M = 1.38, SD = 1.15). Using the Bonferroni correc-

tion, pairwise comparisons revealed a signi�cant di�er-

ence in the mean negative cognitions scores only in the

high number of interactive social cues and no interactive

social cue conditions, p = 0.02. The scorewas 0.76 points

lower for the robot in high number of interactive social

cues condition than the robot in no interactive social cue

condition, with a 95% con�dence interval [−1.36−0.16].

However, no evidence of the e�ect of the number of inter-

active social cues on negative cognitions for other pairs

were signi�cantly di�ered (no interactive social cue vs

low number of interactive social cues, mean di�erence

of 0.38, p = 0.26) and (low number of interactive social

cues vs high number of interactive social cues: mean

di�erence of 0.38, p = 0.08).

In summary, psychological reactance, and speci�cally

the measure of negative cognitions was found to be lower

when the robot has more interactive social cues.

3.2. Hypothesis 2: liking

We run a repeated measure ANCOVA with the num-

ber of interactive social cues of the robot as the inde-

pendent variable, and liking score as the dependent

variable. Results showed that a signi�cant main e�ect

of the number of interactive social cues on liking,

F(2, 18) = 8.88, p = 0.002, partial ŋ2 = 0.50 for which

hypothesis 2 was accepted. Mauchly’s Test of Spheric-

ity indicated that the assumption of sphericity had

not been violated, χ
2(2) = 1.74, p = 0.42. Con�rming
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Figure 3. Mean and standard error of liking scores by the number
of interactive social cues. Participants reported the highest liking
score on the persuasive robot in high number of interactive social
cues condition and the lowest liking score for the persuasive robot
in no interactive social cue condition.

our hypothesis, the linear test of within-subjects con-

trasts also showed a signi�cant relationship between the

independent, dependent and covariate variables, F(1,

19) = 16.61, p = 0.001, partial ŋ2 = 0.47.

As shown in Figure 3, results indicated that partici-

pants rated the robot in the high number of interactive

social cues condition with the highest liking rate score

(M = 5.94, SD = 1.70), followed by the robot in low

number of interactive social cues condition (M = 5.41,

SD = 2.00) and robot in no interactive social cues con-

dition (M = 5.01, SD = 1.78). Using the Bonferroni cor-

rection, the pairwise comparisons for the liking score for

the robot in high number of interactive social cues and

the robot in no interactive social cue conditions was sig-

ni�cant, p = 0.05. The score was 0.93 points higher for

the robot in high number of interactive social cues than

for the robot in no interactive social cue, with a 95% con-

�dence interval [−0.07, 1.88]. However, no evidence of

the e�ect of the number of interactive social cues on lik-

ing rate for other pairs were signi�cantly di�ered (low

number of interactive social cues vs. no interactive social

cue, mean di�erence of 0.40, p = 0.51) and (high num-

ber of interactive social cues vs low number of interactive

social cues: mean di�erence of 0.53, p = 0.31).

In summary, these analyses demonstrate clearly that

liking on persuasive robot increased with the increment

of the number of interactive social cues.

3.3. Hypothesis 3: trusting beliefs

A repeated measure of ANCOVA test showed the in�u-

ence of the number of interactive social cues was not

signi�cant on trusting beliefs, F(2, 18) = 3.22, p = 0.06,

partial ŋ2 = 0.26. Mauchly’s Test of Sphericity indicated

that the assumption of sphericity had not been violated,

Figure 4. Mean and standard error trusting beliefs on persuasive
robot scores by the number of interactive social cues. Participants
reported the highest trusting beliefs on the persuasive robot in
high number of interactive social cues condition and the low-
est trusting beliefs for the persuasive robot in low number of
interactive social cues condition.

χ
2(2) = 0.20, p = 0.90. Con�rming our hypothesis, the

linear test of within-subjects contrasts also showed a sig-

ni�cant relationship between the independent, depen-

dent and covariate variables, F(1,19) = 5.51, p = 0.03,

partial ŋ2 = 0.23. This linear relationship indicates that

when participants interacted with the robot without

social praises as the interactive social cues (in low num-

ber of interactive social cues condition), trusting beliefs

were lower (M = 3.29, SD = 7.38) compared to the

interaction with the robot that expressed social praises

(in no interactive social cue: M = 3.43, SD = 6.87). As

demonstrated in Figure 4, the highest trusting beliefs

were reported in high number of interactive social cues

condition,M = 3.79, SD = 7.94.

In summary, these analyses reveal that persuasive

robot with social praise enhances trusting beliefs towards

the agent.

3.4. Hypothesis 4: compliance

We run Friedman Test because the measure of compli-

ance was an interval variable that could have the value of

either 0, 1 or 2. As results, we found that there was no sta-

tistically signi�cant di�erence in compliance depending

on the number of interactive social cues, χ2(2) = 0.55,

p = 0.76. Thus, no conclusion can be made for the

manipulation of the number of interactive social cues on

compliance towards the persuasive robot.

3.5. Hypothesis 5: correlation between the

dependent variables

With respect to the number of interactive social cues,

Spearman’s rho correlation coe�cients were computed to
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Table 2. Correlations test based on the number of interactive
social cues.

No Low High

rno pno rlow plow rhigh phigh

Between psychological reactance and liking
−0.90 < 0.001 −0.91 < 0.001 −0.72 < 0.001

Between psychological reactance and trusting beliefs
0.63 0.002 −0.45 0.04 −0.23 0.32

Between liking and trusting beliefs
0.50 0.02 0.48 0.03 0.51 0.02

assess the relationship between the dependent variables

(psychological reactance, liking and trusting beliefs)

that were used in the previous hypotheses. Correlation

of compliance on other dependent variables was not

reported since we found no signi�cant main e�ect of

the number of interactive social cues on compliance. As

shown in Table 2, 2-tailed correlation test results demon-

strate strong negative correlations between psychologi-

cal reactance and liking, moderate negative correlations

between psychological reactance and trusting beliefs, and

moderate positive correlations between liking and trust-

ing beliefs, concerning the number of interactive social

cues.

In summary, an increase in psychological reactance

towards the persuasive robot was correlated with lower

liking and lower trusting beliefs.

4. Discussion

In this study, we showed that interactive social cues

that persuasive robot display in�uenced positive social

responses in humans which is in line with Social Agency

theory [29]. Findings from this study improve our under-

standing in designing social cues for persuasive robots

so that humans will positively perceive the persuasive

attempts by the robots. This study also extends ear-

lier research [38] in social psychology showing that

interactive social cues [32,59] have profound positive

e�ects on humans in human-agent interactions. Impor-

tantly, the current research is the �rst investigation of

the e�ects of the number of interactive social cues by

persuasive robots on psychological reactance, trusting

beliefs and compliance in the context of the human-robot

interaction.

Providing evidence for the �rst hypothesis, results

showed that interactive social cues decreased the amount

of psychological reactance experienced by the partici-

pants in persuasive attempts. Participants felt less reac-

tance (and less negative cognitions) when interacting

with the robot that mimicked their head’s movements

and interactively praised them in high number of interac-

tive social cues condition. Participants also reported the

highest reactance when the robot displayed random head

movements and random social praises during the inter-

action in no interactive social cue condition. A potential

explanation might be that the participants perceived the

persuasive messages from the robot in high number of

interactive social cues condition as the advice from a

friend that wants them to change their initial choices for

the participants’ bene�t, instead of as an order from a

stranger. Earlier research has indeed shown that proper

timing of social praises enhanced the perception of the

friendliness of a robot [38] while mimicry increased the

social attractiveness of the mimicker [45] and facilitated

negotiations [60] in human-human interaction. Thus,

less psychological reactance reported against the robot’s

persuasion in high number of interactive social cues con-

dition compared to the robot that had random head

movements and random social praises (vs low number of

interactive social cues with head mimicry only). Finding

in the �rst hypothesis indicates that the number of inter-

active social cues that a robot has is essential in design-

ing persuasive robots so that the persuasion activity will

invoke low reactance.

As expected in the second hypothesis, interactive

social cues have a signi�cant e�ect on liking towards

the persuasive robot. This study shows that participants

reported liking more the robot with the head mimicry

and interactive social praises than the robot with the head

mimicry only. They reported liking the least the robot

with random head mimicry and random social praise. It

can be suggested that the presence (no interactive social

cues vs. low number of interactive social cues) and the

amount (low number of interactive social cues vs. high

number of interactive social cues) are essential for per-

suasive robots to be liked by humans. Regarding head

mimicry, this result is partly in linewith research in social

value orientation on the mimicry-liking link [42], which

suggested that people with prosocial value orientation

(people who take the well-being of others in considera-

tions and seek for alternatives that maximize their own

and other’s well-being [61]) like to be mimicked than

not being mimicked in human-human interaction. Lik-

ing the interaction partner, however, did not di�er either

being mimicked or not being mimicked for proself (peo-

ple that oriented tomaximize one’s ownwell-being, either

for competitors or for the individualists [61]). Although

the current research did not take into account partic-

ipants’ social value orientation, our study showed that

head mimicry by the robot generally leads to liking, as

was found in earlier studies [32,43]. Our result also can

be explained by the �ndings highlighted in the earlier

study [62, 63], in which perceived similarity is a strong

predictor of liking. Humans like more robots that mimic

them (see [64]). Concerning interactive social praise, this
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experiment found positive e�ects of interactive social

praise on liking which is similar to earlier �ndings [65].

Participants liked to interact with the robot that has inter-

active social praises compared to the agent with random

social praise. A possible explanation for this result could

be that some participants reported they felt strange when

the robot uttered random praise, and they claimed that

the compliments delivered by the robot were insincere

and not genuine. This negative thought leads to liking

the least the robot o�ering random praises in no interac-

tive social cue condition than the robot with interactive

praises in high number of interactive social cues con-

dition. Replicating the �ndings in hypothesis 1, testing

hypothesis 2 also showed that head mimicry and inter-

active social praise strengthened the e�ect of liking the

robot as shown in high interactive social cues condition

[38].

In support of hypothesis 3, our results demonstrated

the expected in�uence of interactive social cues on trust-

ing beliefs only partly. That is, participants did not report

higher trusting beliefs for the robot that mimicked their

head movements (in low number of interactive social

cues condition) than the robot that moves its head ran-

domly and praises the participants at random moments

(in no interactive social cue condition). However, as

expected, the participants reported higher trusting beliefs

on the robot with head mimicry and interactive social

praise (in high number of interactive social cues condi-

tion) than the robot with both random head’s movement

and social praises (in no interactive social cue condi-

tion). These �ndings demonstrated that the participants

had higher trusting beliefs towards the robot support-

ing social praise. Although the robot in no interactive

social cue condition randomly praises the participants

and some of the participants labeled them as a ‘weird

agent’, people still choose to trust the ‘weird’ robot than

the robot without any social praise like in the low num-

ber of interactive social cues condition. Thus, our study

provides evidence that trusting belief in persuasive robots

can be developed using social praise. This �nding is in

line with an earlier study [66] that showed trusting beliefs

was in�uenced positively by casual praise feedback in

online product reviews. Apart from building trust using

social praise, this study also showed that trusting beliefs

towards the robot could be enhanced by combining social

praise with head mimicry as used in high number of

interactive social cues condition. This �nding is in agree-

ment with an earlier experimental study evaluating the

e�ect of a similar head mimicry [32] an automotive set-

ting using a non-embodied agent. Speci�cally, partici-

pants in that study trusted a 2D virtual agent more in the

mimicked condition than the agent in the non-mimicked

condition.

Related to Hypothesis 4, unfortunately, we found no

evidence of the e�ect of interactive social cues on com-

pliance. We expect that this is due to a limited number

of choices given to the participants during the persuasive

attempts (two choices in the �rst task selection and three

choices in the second task selection) that which does not

appear to be enough to in�uence the participants to com-

ply with the persuasive robot. An earlier study provides

evidence that compliance towards persuasive agent can

be enhanced by extending to the number of choices given

in each task [31].

4.1. Design implications

This study provides insights into how to design inter-

active social cues for persuasive robots so that the per-

suasion activity will positively a�ect humans. We have

demonstrated that psychological reactance towards per-

suasive robots is strongly and negatively correlated with

liking (Hypothesis 5). By combining these results, we

infer that it is crucial for designers to model likable inter-

active social cues on persuasive robots so that people will

experience lower psychological reactance during persua-

sive attempts. This can be done by implementing head

mimicry and interactive social praise. We also learned

that social praises, even combined with random head

movement, lead to higher trusting beliefs.

4.2. Future work

Future research might investigate the e�ect of interactive

social cues on human responses using humanoid-type

robots (i.e. robots that have two arms for displaying social

gestures) with di�erent appearances and sizes. Another

exciting avenue for future researches might be to inves-

tigate the e�ects of other interactive social cues such

as mimicry of rhythmic gestures and facial emotional

resemblance on humans’ social responses for exam-

ple engagement level and perceived friendliness. Future

research might also explore the e�ect of interactive social

cues on compliance by using non-dichotomous activities

such as o�ering more than one alternative options to the

participants and doing that for many tasks in order to

enhance the chances of successful persuasive attempts.

Moreover, future research could explore the e�ect of cul-

ture and gender of the participants on social responses

like psychological reactance.

5. Conclusions

This article contributes to the scienti�c literature by

extending our knowledge regarding the e�ects of the

number of interactive social cues on persuasive robotics:
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(1) we have shown how head mimicry of a persuasive

robot can lower psychological reactance and induce lik-

ing (2) we have illustrated how well-timed social praise

can lower psychological reactance and enhance liking

(3) we have found that social praise even in random

moments can increase trusting beliefs and (4) we have

demonstrated how increasing the number of interactive

social cues on a persuasive robot can lead to lower psy-

chological reactance and higher liking. Finally (5) we

have shown that low psychological reactance towards an

agent was correlated with high liking and high trusting

beliefs. From a practical standpoint, our results demon-

strate how designing the persuasive robots with interac-

tive social cues for example head mimicry and interac-

tive social praises can lead to more positively perceived

persuasion.
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