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ABSTRACT

Large-eddy simulations (LESs) with various constant wind, wave, and surface destabilizing surface buoy-

ancy flux forcing are conducted, with a focus on assessing the impact of Langmuir turbulence on the en-

trainment buoyancy flux at the base of the ocean surface boundary layer. An estimate of the entrainment

buoyancy flux scaling is made to best fit the LES results. The presence of Stokes drift forcing and the resulting

Langmuir turbulence enhances the entrainment rate significantly under weak surface destabilizing buoyancy

flux conditions, that is, weakly convective turbulence. In contrast, Langmuir turbulence effects are moderate

when convective turbulence is dominant and appear to be additive rather than multiplicative to the

convection-induced mixing. The parameterized unresolved velocity scale in the K-profile parameterization

(KPP) is modified to adhere to the new scaling law of the entrainment buoyancy flux and account for the

effects of Langmuir turbulence. This modification is targeted on common situations in a climate model where

either Langmuir turbulence or convection is important and may overestimate the entrainment when both are

weak. Nevertheless, the modified KPP is tested in a global climate model and generally outperforms those

tested in previous studies. Improvements in the simulated mixed layer depth are found, especially in the

Southern Ocean in austral summer.

1. Introduction

The entrainment of dense water from below the ocean

surface boundary layer (OSBL) directly controls the

deepening and properties of this layer and affects the

exchange of heat, momentum, and tracer gases between

the atmosphere, the surface ocean, and the deep ocean.

Various factors may affect the rate of entrainment, or

the entrainment buoyancy flux, w0b0e. Two dominant

factors providing energy required for entrainment are

the destabilizing surface buoyancy flux B0
1 and shear

instability localized at the base of the OSBL (Niiler and

Kraus 1977; Price et al. 1986). The former controls w0b0e
in the convective turbulence regime, commonly with a

simple rule of w0b0e 5 20.2B0 (e.g., Tennekes 1973;

Moeng and Sullivan 1994). The latter is usually associ-

ated with inertial oscillations of the surface current and

dominates under resonant wind-driven mixing (Large

and Crawford 1995; Crawford and Large 1996;

Skyllingstad et al. 2000). When both effects exist, a

proportionality is commonly assumed by introducing a

new velocity scale wx as a combination of the convective

velocity scale w*[ (B0hb)
1/3 (hb the boundary layer

depth) and the water-side friction velocity u*[ (t/r0)
1/2

(t the surface wind stress and ro the water density), that

is, w0b0e 520:2w3
x/hb (Moeng and Sullivan 1994; Large

et al. 1994).

In the presence of surface gravity waves, the Stokes

drift (see Webb and Fox-Kemper 2011, 2015, and ref-

erences therein) provides another source of turbulent

kinetic energy (TKE) through the vortex force and

modified pressure (Craik and Leibovich 1976), or more

cleanly the Stokes shear force (Suzuki and Fox-Kemper

2016), converting wave energy to TKE. Evidence of

enhanced vertical mixing within OSBL in the presence

of Langmuir turbulence, as suggested by the enhanced

vertical turbulent velocity variance w02, has been found

in observations under a variety of conditions (D’Asaro

2001; Tseng and D’Asaro 2004; D’Asaro 2014) and

large-eddy simulation (LES) studies (Skyllingstad and

Denbo 1995; McWilliams et al. 1997; Li et al. 2005;Corresponding author: Qing Li, qing_li_1@brown.edu

1Here the surface buoyancy flux is defined to be positive for an

upward, destabilizing flux, associated with ocean surface cooling or

evaporation.
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Polton et al. 2005; Harcourt and D’Asaro 2008; Grant

and Belcher 2009; Van Roekel et al. 2012), although

some observations suggest that the direct impact of

Langmuir turbulence may be confined within the upper

half of the mixed layer (Weller and Price 1988; Thorpe

et al. 2003). In addition, Langmuir-enhanced w02 is also

supported by the rapid distortion theory (RDT) calcula-

tions (Teixeira and Belcher 2002, 2010; Teixeira 2011).

Though not yet supported by direct observations, en-

hanced w0b0e in the presence of Langmuir turbulence is

reported in several LES studies (e.g., McWilliams et al.

1997; Sullivan et al. 2007; Grant and Belcher 2009;

McWilliams et al. 2014). The importance of Langmuir

turbulence on entrainment is also suggested by a com-

parison of LES and observations of the upper-ocean re-

sponse to a wind event with rapid mixed layer deepening,

in which consistencies between LES and observations

are found only when the effects of Langmuir turbulence

are included in themodel (Kukulka et al. 2009). Enhanced

shear instabilities beneath downwelling regions of Lang-

muir cells may be a mechanism for thermocline erosion

(Li and Garrett 1997; Smith 1998; Kukulka et al. 2010).

Generally, in the presence of Langmuir turbulence,

more TKE is expected to be available near the base of the

OSBL for entraining denser water into the mixed layer

from below, as a result of both the additional Stokes-

shear-induced TKE production and the more efficient

downward TKE transport promoted by enhanced vertical

mixing. Without explicitly accounting for this effect,

boundary layer turbulence models, such as the K-profile

parameterization (KPP; Large et al. 1994), which might

have implicitly incorporated some effects of Langmuir

turbulence by tuning the parameters to ocean observa-

tions (Reichl et al. 2016, hereinafter RW16), tend to

misrepresent the entrainment under varying wave condi-

tions and result in biases in the boundary layer depth. The

goal of this paper is to investigate the impacts of Langmuir

turbulence on w0b0e quantitatively and to explore possi-

bilities to explicitly incorporate these impacts into a

boundary layer model. While results using a modified

version of KPP will be evaluated, the impacts are quan-

tified more broadly first, so they may be incorporated

into a variety of boundary layer turbulence schemes.

Quantifying the scaling of Langmuir-turbulence-

enhanced w0b0e is not as easy as estimating other metrics

because of the small magnitude of w0b0e in the TKE

budget as a whole. The w0b0e term is a small residual of

TKE production, transport, and dissipation, and it tends to

result from intermittent eventswith large variability. Toour

knowledge, only a few LES studies of Langmuir turbu-

lence have reported directly on the scaling forw0b0e. Those

that do suggest that the Langmuir-turbulence-enhanced

w0b0e scales with ;La22
t (Grant and Belcher 2009;

McWilliams et al. 2014), where Lat is the turbulent

Langmuir number (McWilliams et al. 1997). On the

other hand, a study that indirectly estimates the en-

trainment through optimizing the agreement between

KPP and LES results of mixing layer depth evolution

and surface cooling under tropical cyclone conditions

follows a scaling of;La21/2
SL,proj (RW16), where LaSL,proj is

the surface-layer-projected turbulent Langmuir number

(Harcourt and D’Asaro 2008; Van Roekel et al. 2012).

This study focuses on many versions of a scenario in

which an initial mixed layer is continuously deepening

due to entrainment, where a quasi-equilibrium state is

reached under constant destabilizing surface buoyancy

flux, wind, and wave forcing. This scenario resembles

that of Fig. 2 of Belcher et al. (2012). The structure of the

OSBL is illustrated in a schematic in Fig. 1a, with pro-

files of normalized stratification N2, buoyancy flux w0b0,

and dissipation « overlaid on each other. The mean

boundary layer depth hb is defined as the depth where

N2 reaches its maximum, corresponding to a barrier

where the turbulent motions are suppressed by con-

verting TKE to potential energy. Note that the location

of the drop in turbulence dissipation rate agrees roughly

with the location of maximum N2 in Fig. 1a, but the

latter stratification-based definition was used because it

was found to be more robust here. In the quasi-

equilibrium mean state, the OSBL consists of two

stacked layers: a mixed layer and an entrainment layer.

In the mixed layer, buoyancy is nearly uniformly dis-

tributed, andw0b0 is linear with depth matching a surface

value set by B0 and w0b0e. The mixed layer depth hm is

approximated by the entrainment depth, where w0b0

reaches its minimum (Grant and Belcher 2009). The

entrainment buoyancy flux is therefore defined as

w0b0e [min(w0b0)5w0b0jz52hm
. The entrainment layer

is a layer below the mixed layer where active entrain-

ment of denser water from the higher stratification be-

low the OSBL occurs. This entrainment layer should be

distinguished from the stratified shear layer described in

Grant and Belcher (2011), in which case the thickness of

the stratified shear layer is continuously deepening due

to the lack of Earth’s rotation while the mixed layer

depth remains constant. In the case here, the thickness

of the entrainment layer is approximated by the differ-

ence between hb and hm, andwith rotation of theEarth it

tends to occupy a constant portion of the OSBL. Note

that the actual entrainment layer might be thicker as

instantaneous entrainment may occur above z52hm as

well as below z 5 2hb.

There are other definitions of the mixed layer depth

that are more convenient observationally, for example,

using a density threshold (de Boyer Montégut et al.

2004), as well as the boundary layer depth, for example,
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using a dissipation criterion (see more discussion in

Sutherland et al. 2014). However, in simulations the

minimum buoyancy flux and maximum stratification

criteria are convenient and consistently describe the

structure of the OSBL in LES and allow for a precise

definition of the entrainment layer and entrainment

rate. It should be noted here that when a direct com-

parison is made between the simulated mixed layer

depth and the observations, as will be detailed in

section 6, consistent definitions are adopted between

the model and observations.

Red symbols in Fig. 1b show the ratio hm/hb versus the

dimensionless parameter2hb/(kL), which characterizes

the relative importance of convective turbulence versus

shear turbulence [L[2u*3/(kB0) is theMonin–Obukhov

length, with k 5 0.4 the von Kármán constant], for all the

simulations in this study (detailed in section 2). Overlaid

are the ratios of boundary layer depth defined by the

dissipation criterion (with a critical dissipation «c 5

1029m2 s23, blue symbols) and diagnosed from a bulk

Richardson number criterion as in KPP [see (22) in

section 5, black symbols], respectively, to hb. The first

thing to notice is that the ratio hm/hb approaches a

constant (;0.95) as convective turbulence becomes

dominating. In the shear turbulence regime, this ratio is

smaller, and considerable scatter due to the presence of

Langmuir turbulence exists. Figure 1b suggests the ex-

istence of significant differences in the structure of the

OSBL and presumably also the mechanisms that drive

the entrainment under different forcing regimes. The

distinguished boundary layer depth given by differ-

ent definitions confirm this transition of boundary

layer structure from shear dominating to convection

dominating.

Note that the boundary layer depth diagnosed from

KPP seems to be consistent with hb when convective

turbulence dominates. General consistency is also found

when wind-driven shear turbulence dominates, without

Langmuir turbulence (black plus signs). In the presence

of Langmuir turbulence (black empty symbols), the

boundary layer depth is significantly underestimated.

Accounting for the Stokes shear in the bulk Richardson

number by using the Lagrangian velocity in KPP (Haney

et al. 2015) alleviates the problem, but significant shal-

low biases still exist (not shown). One direct application

of the new scaling laws developed here for w0b0e in ac-

counting for the entrainment of Langmuir turbulence is

improvement of the diagnosed boundary layer depth in

KPP (section 5).

The remainder of this paper is organized as follows. In

section 2, the LES model and the setup of simulations

are introduced. The turbulence statistics and compari-

son with previous studies are presented in section 3.

Scaling of w0b0e to account for the effects of Langmuir

turbulence is proposed in section 4. Modifications to

KPP based on the newly proposed scaling are presented

in section 5, and the effects of the new scaling on the

simulated mixed layer depth in a climate model are

FIG. 1. (a) Schematic of typical structure of the boundary layer of interest in this study, showing the vertical

profiles of N2/N2
0 , w

0b0/jw0b0ej, and log10(«/«c), with N2
0 the stratification below the boundary layer, jw0b0ej the

magnitude of the entrainment buoyancy flux, and «c 5 1029m2 s23 the dissipation threshold commonly used to

define the boundary layer depth. Light lines indicate the mixed layer depth hm (minimum w0b0, dashed), depth

where « hits the threshold (hb,«, dashed–dotted), and boundary layer depth hb (maximumN2, solid). (b) The ratios

hb,KPP/hb (black), hb,«/hb (blue), and hm/hb (red) for all simulations in this study, where hb,KPP is the boundary layer

depth diagnosed fromKPP.Here the no-Langmuir cases aremarked by plus signs, and the Langmuir cases with 5, 8,

and 10m s21 surface wind are marked by circles, squares, and diamonds, respectively.
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presented in section 6. This paper ends with the main

conclusions in section 7, a brief discussion in section 8,

and some appendixes.

2. Method

a. Model description and basic setup

The LES model used in this study was originally de-

veloped at NCAR by Moeng (1984) and adapted for

ocean applications by McWilliams et al. (1997) to

solve the wave-averaged or Craik–Leibovich equations

(Craik and Leibovich 1976; Leibovich 1980). The same

model with corresponding modifications was used in

studies on Langmuir turbulence in pure wind seas

(Harcourt and D’Asaro 2008), in misaligned wind and

waves (Van Roekel et al. 2012), in swell (McWilliams

et al. 2014), under tropical cyclone conditions (RW16),

and to investigate the interactions between the sur-

face waves and submesoscale instabilities and front-

ogenesis (Hamlington et al. 2014; Haney et al. 2015;

Suzuki et al. 2016) as well as their impact on the ocean

tracer transport (Smith et al. 2016).

In this study, simulations with various wind, wave, and

destabilizing surface buoyancy forcing have been car-

ried out to investigate the dependence of w0b0e in the

OSBL on the external forcing. Most of these simulations

also appear in B. G. Reichl et al. (2017, unpublished

manuscript), so while the parameterization approaches

differ, they agree with the same set of LES. Details of

the parameters are described in the next section. The

basic setup of all the simulations is summarized here.

All the simulations are initialized from rest, except for

some small random perturbations in velocity within the

top few meters to aid the development of turbulence.

The initial stratification is neutral in the upper 42m and

stable below (N5 4.43 1023 s21). Temperature is the only

active tracer affecting the buoyancy, with a thermal ex-

pansion coefficient, a 5 2 3 1024K21. Therefore, a posi-

tive destabilizing surface buoyancy flux is equivalent to

surface cooling. The surface buoyancy flux is applied at the

first vertical grid cell. Penetrating solar radiation and ef-

fects from freshwater fluxes are not considered here.

The domain size is 320m 3 320m 3 163.84m in the

x, y, z direction, with 256 3 256 3 256 computational

cells. This corresponds to a horizontal resolution of dx5

dy 5 1.25m and a vertical resolution of dz 5 0.64m.

Doubling the horizontal and vertical resolution appears

to slightly decrease the magnitude of w0b0e, but the dif-

ferences are well within the uncertainties described be-

low. A radiation condition for outward propagation only

is applied at the lower boundary of the domain. At the

end of the simulations, hb ranges from;47 to;76m, far

from the lower boundary of the domain and$5m deeper

than the initially neutrally stratified layer. The possible

impact of the domain boundary and initial conditions on

w0b0e should be small.

The rotation is uniform, with a Coriolis parameter of

f 5 1.028 3 1024 s21 (458N). This corresponds to an in-

ertial oscillation period of about 17 h. To minimize the

effect of inertial oscillation due to the sudden onset of

wind forcing at the beginning, the integration time for

each simulation is chosen so that, after spinup (about

8 h), at least one inertial oscillation period of data is

available for time average. The history of the horizon-

tally averaged turbulence statistics is saved every

30 time steps and the time average is performed over the

last inertial oscillation period. The integration time step

varies to satisfy the CFL condition (ranging from ;2 to

;9 s across simulations). However, for each simulation

during the quasi-equilibrium period, the variation of the

time step is small. Therefore, there should not be signifi-

cant sampling error due to uneven sampling throughout

the inertial oscillation period.

Under strong wave or destabilizing surface buoyancy

forcing, the deepening of the boundary layer is signifi-

cant during an inertial oscillation period. Direct time

averaging will smooth out the sharp stratification at the

base of the OSBL and lead to biases in the mean profiles

of the turbulence statistics. This effect is significant for

w0b0e, which occurs right above the boundary layer base.

To address this problem, the time series of the horizontal

averaged turbulence statistics profiles are stretched or

squeezed vertically to match the surface and the boundary

layer base (z52hb) before the time average is taken. An

example of w0b0e is given in appendix A.

The time series of w0b0e is relatively noisy (Fig. A1c),

presumably due to the intermittent downwelling jet or

plumes associated with Langmuir turbulence or con-

vective turbulence. For a few cases, some correlations

with the phase of an inertial oscillation is noticeable. To

describe uncertainties due to the intermittency of tur-

bulence and the inertial oscillations, the 25th, 50th, and

75th percentiles of w0b0e during an inertial oscillation

period are saved and marked as error bars on the cor-

responding figures. As it is the average over an inertial

oscillation period that is of interest in this study, more

detailed descriptions of the inertial oscillation-induced

variations of w0b0e will be left to be the focus of a

future study.

b. Simulations

In all the simulations presented here, the Stokes drift

is assumed to be aligned with the wind. Langmuir tur-

bulence under misaligned wind and waves are discussed

inVanRoekel et al. (2012) andMcWilliams et al. (2014).

The impact of misalignment on w0b0e is unclear. The
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Stokes drift profile is computed from the wave fre-

quency spectrum F(v) by (Kenyon 1969),

uS(z)5
2

g

ð ‘

0

v3
F(v)exp(2v2z/g)dv . (1)

The empirical spectrum from Donelan et al. (1985,

hereinafter DHH) is used to estimate the Stokes drift

profile for wind waves under various wind and wave

conditions (without directional spreading; Webb and

Fox-Kemper 2015),

F(v)5ag2v24v21
p exp[2(v

p
/v)4]gexp[2(v2vp)

2/2s2v2
p], (2)

with vp5 g/Cp the peak wave frequency (assuming deep

water waves); Cp the peak phase speed; and parameters,

a, g, and s as functions of the wave age Cp/U10 (where

U10 is the 10-m wind speed):

a5 0:006(C
p
/U

10
)20:55,

g5

8

<

:

1:7, 1,C
p
/U

10
# 1:2,

1:72 6:0log(C
p
/U

10
) , 0:2,C

p
/U

10
# 1,

s5 0:08[11 4(C
p
/U

10
)3] .

(3)

Note that the surface Stokes drift uS
0 [uS(0) is not well

defined from the DHH spectrum because of the v24 tail

at high frequencies (for further discussion, see, e.g.,

Webb and Fox-Kemper 2011; Lenain and Melville

2017). When integrating (1) numerically, a finite cutoff

frequency could prevent the resulting uS
0 from ap-

proaching infinity. However, such an approach results in

an extremely sharp shear of Stokes drift at the surface

that is not resolved by the finite vertical grid used in the

LES and would lower the fidelity of the simulation

(Pearson 2014). In addition, uS
0 is not even used in the

LES model, since the Stokes drift is evaluated at the

center of each grid cell. Therefore, in the present study

uS
0 is defined as the value at the center of the first vertical

grid cell (z520.32m). This value represents the Stokes

drift shear actually being resolved by the finite vertical

grid. The same definition also applies to the Stokes drift

of a monochromatic wave introduced below. Since only

the resolved Stokes drift is accounted for, great care

should be taken when comparing the results here with

observations and other studies using similar definitions

(e.g., Van Roekel et al. 2012), which may have different

representations of the full Stokes drift. The surface-

layer-averaged Stokes drift uS
SL, as will be introduced in

(5), is less sensitive to the vertical resolution, especially

when the Stokes drift is averaged over the grid layer,

rather than interpolated to the grid (Harcourt and

D’Asaro 2008).

Simulations forced by Stokes drift calculated from the

DHH spectrum with various wave age (Cp/U10 5 [0.6,

0.8, 1.0, 1.2]) under moderate wind forcing (U10 5 [5, 8,

10] m s21) are denoted as S-L1 hereinafter. The surface

buoyancy flux is set to a value corresponding to a surface

cooling of Q0 5 25Wm22.

While the Stokes drift magnitudes associated with

wind waves usually decay faster than exponentially

(Webb and Fox-Kemper 2011; Breivik et al. 2014, 2016),

Stokes drift induced by the remotely generated swell

tends to be more narrow banded and thus penetrates

deeper relative to surface drift. To assess the possible

sensitivities of the turbulence statistics to the shape of

the Stokes drift profile, a few simulations are performed

with Stokes drift profiles associated with a mono-

chromatic wave k 5 v2/g and wave amplitude A,

uS(z)5vkA2 exp(2kz) . (4)

This Stokes drift profile was used in many previous LES

studies (e.g., McWilliams et al. 1997; Grant and Belcher

2009). Simulations forced by Stokes drift calculated

from (4) with wavenumber of k 5 0.10m21 and various

wave amplitude (A5 [0.40, 0.53, 0.80] m) are denoted as

S-L2 hereinafter.

To cover the transition from Langmuir turbulence to

convective turbulence, simulations with various surface

cooling (Q0 5 [210, 225, 250, 2100, 2200, 2300,

2500] Wm22) under moderate wind forcing (U10 5 [5, 8,

10]ms21) were performed.2For each combination ofwind

and surface cooling, a young and a fully developed wind-

wave case, corresponding to wave ages of Cp/U10 5 [0.8,

1.2], explore the effects of Langmuir turbulence under

strongly convective conditions. Hereinafter, this set of

simulations is denoted as S-B.

Finally, for each combination of wind and surface

buoyancy forcing described above, there is a corre-

sponding wave-free simulation to cover the transition

from (wave-free) shear turbulence to (wave-free) con-

vective turbulence, that is, identical to the previous runs

except with zero Stokes drift at all depths and no

Langmuir turbulence. This set of simulations is denoted

as S-NL hereafter. For quick reference, all the simula-

tions are summarized in Table 1.

c. Parameter space

In addition to uS
0 , another choice of the velocity scale for

the wave forcing is the surface-layer-averaged Stokes

drift, introduced by Harcourt and D’Asaro (2008):

2 For surface wind forcing of U10 5 [8, 10] m s21, fewer simula-

tions were performed, namely, with surface cooling of Q0 5

[225, 250, 2100] Wm22.
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uS
SL [ huSi

HSL
5

1

H
SL

ð  0

2HSL

uS(z) dz , (5)

whereHSL5 hb/5 is the depth of the surface layer and is

taken as the upper 20% of the boundary layer here, and

h�ih denotes the depth average over a layer from z52h

to z 5 0. It has been shown that scalings using uS
SL can

better collapse the results with various wind and wave

forcing (Harcourt and D’Asaro 2008; Van Roekel et al.

2012). As will be shown later, the improved consistency

of this metric is also supported by simulations in

this study.

Similar to the turbulent Langmuir number defined by

McWilliams et al. (1997),

La
t
5 (u*/uS

0)
1/2 , (6)

the surface layer turbulent Langmuir number (Harcourt

and D’Asaro 2008) can be defined from (5),

La
SL

5 [u*/(uS
SL 2 uS

ref)]
1/2 , (7)

where uS
ref is the Stokes drift at a reference level (here at

the base of the boundary layer and uS
ref ’ 0 given the

Stokes drift profiles used in this study). Profile uS
ref is

subtracted from uS
SL to represent the mean vertical shear

of Stokes drift in the boundary layer. The drag co-

efficient from Large and Pond (1981) is used to relate u*

to U10. Both definitions of Langmuir number measure

the relative importance of shear turbulence and Lang-

muir turbulence.

A measure of the relative penetration depth of Stokes

drift is quantified by the ratio

DS
5 dS/h

b
, (8)

where dS is the Stokes depth, defined by

dS 5 1/2k (9)

for monochromatic waves and approximated by

dS 5
1

uS
0

ð  0

2‘

uSdz (10)

for wind waves.

Finally, a measure of the relative importance of

convective turbulence and shear turbulence is given

by

2h
b
/(kL)5B

0
h
b
/u*3 5w*3/u*3 . (11)

Alternatively, one can use the measure of relative im-

portance of convective turbulence and Langmuir tur-

bulence (Belcher et al. 2012),3

h
b
/L

L
5B

0
h
b
/(u*2uS)52La2t hb

/(kL) . (12)

The parameter space covered by each subset of the

simulations in this study is summarized in Table 2.

As an example, Fig. 2a displays the coverage in the

Lat–hb/LL regime diagram introduced by Belcher

et al. (2012). The transition from Langmuir turbu-

lence to convection is reasonably well covered by the

simulations in this study. The parameter space cov-

ered here appears to represent the typical Southern

Ocean conditions in the regime diagram as identified

by Belcher et al. (2012), and the typical conditions

in a global climate model (light gray contours). The

joint distribution of Lat and hb/LL is estimated from

the daily averaged output in a typical simulated year

of a global fully coupled Community Earth System

Model (CESM) simulation (PI-WW3 in Li et al.

2017). Note that only situations with destabilizing

surface buoyancy flux are shown here, which repre-

sent about 40% of the total in a simulated year. The

diurnal cycle is highly parameterized in CESM

(Large and Caron 2015) and not represented in

this estimate. In addition, a single point in the regime

diagram could possibly represent multiple real conditions

in dimensional space, with various other parameters not

TABLE 1. Summary of simulations. Each column represents, respectively, the case name, the 10-mwind forcing, the surface heat flux, the

wave age for DHH wind-wave forcing (1), the wavenumber, and the wave amplitude for monochromatic wave forcing (4). For cases S-B

and S-NL with surface wind forcing of U10 5 [8, 10] m s21, fewer simulations were performed, as indicated by italics.

Case U10 (m s21) 2Q0 (Wm22) Cp/U10 k (m21) A (m)

S-L1 [5, 8, 10] 5 [0.6, 0.8, 1.0, 1.2] — —

S-L2 [5, 8, 10] 5 — 0.1 [0.4, 0.53, 0.8]

S-B [5, 8, 10] [10, 25, 50, 100, 200, 300, 500] [0.8, 1.2] — —

S-NL [5, 8, 10] [5, 10, 25, 50, 100, 200, 300, 500] — — —

3Note that in Belcher et al. (2012) the mixed layer depth hm,

instead of the boundary layer depth hb, is used as the length scale of

the OSBL. The differences are negligible for the purpose here.

However, using hb as the length scale does result in slightly better

scalings inmost cases in this study. Therefore, hb is used throughout

this paper unless otherwise noted.
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included in the regime diagram. Figure 2b compares the

dissipation rate at the center of the boundary layer from

our simulations to the prediction given by Belcher et al.

(2012). Reasonable consistencies are found, though less so

when Langmuir turbulence dominates.

3. Turbulence statistics

a. Effect of Stokes depth

Figure 3 shows the vertical profiles of the turbulence

statistics for simulations under various wave forcing

(S-L1 and S-L2). For clarity only the weak wind cases

(U10 5 5m s21) are shown here. Simulations with

higher wind speed show qualitatively similar patterns,

though quantitative differences exist. In Fig. 3a, uS
0

and uS
SL are marked by the upper and lower groups of

vertical lines. The presence of Stokes drift, which

introduces a new length scale dS, modifies the shape of

the turbulence statistics profiles in addition to their

magnitude. Therefore, no attempt is made to collapse

all the profiles here.

Visual examination of Fig. 3c shows that similar w0b0e
may result from different uS

0 (e.g., comparing the solid

curve in blue versus the dash–dotted curve in cyan); on

the other hand, similar uS
0 may lead to very different

w0b0e (e.g., comparing the dashed curve in blue and the

dash–dotted curve in cyan). Entrainment buoyancy flux

(w0b0e) correlates better with uS
SL than uS

0 , though not

perfectly, as is also observed for correlations with La-

grangian shear production, TKE transport, and

dissipation.

b. Langmuir turbulence versus convective turbulence

Figure 4 displays profiles of w02, w0b0, and dissipation

for simulations under various surface cooling (distinguished

TABLE 2. Summaryof thedimensionless parameters. Theminimum

and maximum values of each parameter are listed for each subset

of the simulations. See section 2c for the definitions and physical

interpretations of the dimensionless parameters.

Case Lat LaSL DS (%) Hb/LL 2hb/(kL)

S-L1 0.26–0.80 0.50–2.83 1.6–4.7 0.0048–0.33 0.072–0.53

S-L2 0.31–0.87 0.45–1.34 9.2–10.4 0.014–0.20 0.073–0.53

S-B 0.26–0.55 0.50–2.17 1.3–5.9 0.025–24.5 0.37–82.7

S-NL — — — — 0.070–79.2

FIG. 2. (a) Reproducing the regime diagram described in Belcher et al. (2012). Overlaid white symbols mark all

the wave forced simulations in this study. The light gray contours show the highest 30%, 60%, 90%, and 99%

centered distribution of Lat and hb/LL, estimated from the daily averaged output in one simulated year of a global

fully coupled CESM simulation (PI-WW3 in Li et al. 2017). Note that only situations with destabilizing surface

buoyancy flux are shown here, which represent about 40% of the total in a simulated year. (b) The normalized

dissipation at the center of the boundary layer «hb/u*
3 vs the prediction in Belcher et al. [2012, their Eq. (5)], with

As5 2{12 exp[2(1/2)Lat]},AL5 0.22, andAc5 0.3. The shape and color (if applicable) of the symbols are coded as

follows. Crosses mark results from the subset S-NL (no Langmuir), whereas other symbols represent results from

the other three subsets, with circles, squares, and diamonds corresponding to 10-m wind of 5, 8, and 10m s21,

respectively. Results from the subsets S-L1 (wind waves) and S-L2 (monochromatic), as well as the corresponding

no-Langmuir simulations in S-NL, are highlighted in color, and distinguished by empty (S-L1) and filled (S-L2)

symbols. Results from subset S-B (waves and convection) are colored in gray.
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by colors) and wave forcing (distinguished by line

styles). The Langmuir turbulence induced enhancement

on w02 and w0b0, respectively, appear to be similar when

normalized by functions of u* (Figs. 4a,c), but signifi-

cantly different when normalized by functions of w*

(Figs. 4b,d). This suggests that Langmuir turbulence

has a much weaker effect on convective turbulence than

on shear turbulence. Therefore, to leading order—and

proposed parameterization accuracy—the correction to

account for the effects of Langmuir turbulence on both

w02 and w0b0 can be written out as a multiplier on the

shear turbulence contribution but not on the convective

turbulence contribution.

The mixed layer–averaged vertical velocity variance

hw02ihm is a metric used to describe the intensity of the

ocean surface vertical mixing (e.g., D’Asaro 2001;

Tseng and D’Asaro 2004; Harcourt and D’Asaro 2008;

Van Roekel et al. 2012; D’Asaro 2014; D’Asaro et al.

2014). In Fig. 5, hw02ihm/u*
2 is plotted against w*2/u*2,

La22
t 5 uS

0 /u*, and La22
SL 5 uS

SL/u* to show the effects of

convective turbulence and Langmuir turbulence on the

vertical mixing. Consistent with previous studies on

free convection and wall-bounded shear turbulence,

hw02ihm is approximately proportional to w*2 in the

convective turbulence regime (w*2/u*2) and pro-

portional to u*2 in the shear turbulence regime

(w*2/u*2). The presence of Langmuir turbulence en-

hances the vertical mixing in both regimes, but behaves

very differently (Fig. 5a).

Under weak surface cooling (colored symbols in

Figs. 5b,c), hw02ihm/u*
2 scales with La22

t and La22
SL rea-

sonably well. The results shown here are generally

consistent with the scaling laws proposed in previous

studies (e.g., Harcourt and D’Asaro 2008; Van Roekel

FIG. 3. Vertical profiles of the turbulence statistics under various wave forcing for S-L1 (blue) and S-L2 (cyan). For clarity only the

results with weak wind forcing (U105 5m s21) are shown. Four cases in S-L1 with different wave ages (0.6–1.2) are represented by dotted,

dashed–dotted, dashed, and solid curves, respectively. Three cases in S-L2 with different wave amplitudes (0.4–0.8m) are represented by

dotted, dashed–dotted, and dashed curves, respectively. (a) uS/u*; the upper and lower group of vertical lines highlight uS
0 and uS

SL,

respectively, for each case. (b) w02/u*2. (c) w0b0hb/u*
3. (d) Normalized Lagrangian shear production (Eulerian shear production1 Stokes

production). (e) Normalized TKE transport. (f) Normalized dissipation. Panels (d)–(f) are normalized by u*3/hb.
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et al. 2012). Smaller root-mean-square (RMS) differ-

ences from the scaling laws are found when hw02ihm/u*
2 is

scaled with La22
SL (;0.10, versus;0.15 when scaled with

La22
t ), which partially accounts for the effects of Stokes

depth. Also noticeable are the clearly distinguished

slopes projected by the filled and empty colored sym-

bols, respectively, in Fig. 5b. It is interesting to note that

the dotted curves in Figs. 5b and 5c, which connect re-

sults with the same surface buoyancy forcing, all have

similar slopes. This suggests that most of the Langmuir-

turbulence-induced variations of hw02ihm/u*
2 are ex-

plained by a dependence on the Langmuir number, and

this effect is additive rather than multiplicative to the

convective turbulence-induced variations.

Indeed, Langmuir turbulence and convective turbu-

lence share some similarities in enhancing the vertical

mixing. Namely, the intermittent downwelling jets as-

sociated with the Langmuir circulation (Polton and

Belcher 2007) driven by the Stokes shear force (Suzuki

and Fox-Kemper 2016) are reminiscent of the down-

welling plumes driven by the buoyancy force in con-

vection. Though unlike the buoyancy force, which acts

on a less buoyant water parcel and accelerates the

downwelling motion all the way down to the base of the

mixed layer, the Stokes shear force is confined within

the Stokes shear layer, acting as an initial pump. Nev-

ertheless, this enhancement of vertical mixing is asso-

ciated with modifications of the turbulence anisotropy

within the OBSL. Displayed in Fig. 6 are the ratio of the

total vertical turbulent kinetic energy (VKE) to the total

TKE, plotted againstw*2/u*2, La22
t , and La22

SL . As shown

by the crosses, this ratio is about 0.15 for pure shear

turbulence without Langmuir turbulence and ap-

proaches 1/3 for the convective turbulence. The pres-

ence of the Langmuir turbulence enhances the VKE

significantly, pushing the ratio of VKE/TKE toward

FIG. 4. Vertical profiles of the turbulence statistics under various surface cooling: (a) w02/u*2, (b) w0b0hb/u*
3, (c) dissipation normalized by

u*3/hb, (d) w02/w*
2, (e) w0b0/B0, and (f) dissipation normalized by B0. All the cases shown here are forced by 5ms21 surface wind with various

surface coolings of 25, 250, 2100,2200, and 2500Wm22, represented by black, blue, cyan, magenta, and red, respectively. In each colored

group, the solid, dashed, and dashed–dotted lines illustrate increasing wave forcing, corresponding to wave-free, young (Cp/U10 5 0.8), and

developed wind waves (Cp/U10 5 1.2) from the DHH spectrum, respectively.
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1/3 as wave forcing is strengthened. Note that for iso-

tropic turbulence the ratio VKE/TKE is 1/3, although a

ratio of 1/3 is not sufficient to guarantee isotropy. In-

deed, anisotropy is strong in Langmuir turbulence, es-

pecially in the horizontal direction. Here the ratio VKE/

TKE is used as a bulk measure of the turbulence an-

isotropy in the mixed layer, which is dominated by co-

herent structures at the energy containing scale. Near

the grid scale, isotropy is generally recovered, except

near the surface where distortions by Eulerian shear and

Stokes drift are strong, and in the entrainment layer

where buoyancy effects are significant.4 Detailed dis-

cussion of the turbulent structures is left to future study.

c. Implications for the Langmuir mixing

parameterization in KPP

Wave-induced mixing can be parameterized in KPP

by applying a Langmuir-number-related enhancement

factor on the turbulent velocity scale wx (McWilliams

and Sullivan 2000; Smyth et al. 2002; Li et al. 2016). Note

that the scaling laws used in those parameterizations

were found to match LES with rather weak surface

buoyancy fluxes, but strong wind and wave forcing.

However, pure shear turbulence, with a velocity scale of

u*, and convective turbulence, with a velocity scale of

w*, jointly contribute to the turbulent velocity scale in

KPP, for example, wx ; (c1u*
3
1 c2w*

3)1/3 with c1 and c2
some constants. Simply applying the Langmuir en-

hancement factor to the turbulent velocity scale implies

similar Langmuir enhancement on turbulence gener-

ated by both shear and convective mechanisms. In

contrast, the preceding results indicate that enhanced

mixing due to waves appears to be additive in the case

of convective-turbulence-induced mixing, rather than

multiplicative as in shear-turbulence-induced mixing.

Therefore, the simplest approach capturing this effect is

to apply the Langmuir enhancement factor only to the

shear turbulence component of the turbulent velocity

scale and not on the convective turbulence component

(or the total).

The consideration of a reduced enhancement factor

under strongly unstable conditions (convective turbu-

lence regime) marks a major modification by Smyth et al.

(2002) to the enhancement factor formula proposed by

McWilliams and Sullivan (2000). This effect is also im-

plicitly accounted for in the formula adopted by Li et al.

(2016) by using LaSL instead of Lat. Under strong con-

vective conditions, rapid deepening of the boundary layer

depth quickly decreases uS
SL under fixed waves, so the

resulting enhancement factor approaches one. Therefore,

significantly different results from Li et al. (2016) are not

expected under the strongest convective forcing by ap-

plying the enhancement factor only to the shear turbu-

lence component of the turbulent velocity scale.

Nevertheless, great care should be taken when inter-

preting the physical meaning of the enhancement factor.

d. A velocity scale for the entrainment buoyancy flux?

The RMS vertical velocity (hw02ihm)
1/2 provides a

useful velocity scale describing the intensity of the tur-

bulence that drives the vertical mixing within the mixed

layer. Some parameterization schemes have been fo-

cused on the effect of Langmuir turbulence on the

scaling of (hw02ihm)
1/2 (e.g., Harcourt and D’Asaro 2008;

Van Roekel et al. 2012; D’Asaro et al. 2014). An in-

teresting question to ask is whether this velocity scale

predicts the variations of w0b0e, that is, within the en-

trainment layer? If so, then there is no need to find a new

scaling for w0b0e, but just an appropriate method for

lower boundary condition matching. To answer this

question, the magnitude of w0b0e is normalized by

(hw02ihm)
3/2/hb and plotted against w*2/u*2 and La22

SL in

Fig. 7.A positive constant would be expected if (hw02ihm)
1/2

is a good predictor of the velocity scale for entrainment.

Indeed, the normalized magnitude of w0b0e isO(1), that is,

(hw02ihm)
3/2/hb explainsmuch variability inw0b0e. However,

the factor of 3 or so residual dependence of entrainment on

both w*2/u*2 and La22
SL suggests that an improved scaling

law for w0b0e itself is possible.

4. Scaling the entrainment buoyancy flux

In equilibrium state, withwaves oriented down the x axis,

the temporal and horizontal mean TKE budget is given by

(e.g., McWilliams et al. 1997; Grant and Belcher 2009)

05 2u0w0
›u

›z
2 y0w0

›y

›z
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

shear prod.

2 u0w0
›uS

›z
|fflfflfflfflffl{zfflfflfflfflffl}

Stokes

1 w0b0
|ffl{zffl}

buoy.

2
›

›z

�
w0p0

r
0

�

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

press. trans.

1
›w0e

›z
|ffl{zffl}

TKE trans.

2 «
|{z}

diss.

. (13)

The terms on the right-hand side of (13) represent the

shear production (along- and across-wind direction com-

ponents), the Stokes production, the buoyancy production,

4Near the surface, distortions by the wind-driven shear and

Stokes drift enhance the along-wind and vertical velocity fluctua-

tions, respectively, on a broad range of scales (Teixeira andBelcher

2010). In the entrainment layer, the mean Ozmidov scale

LO 5
ffiffiffiffiffiffiffiffiffiffi

«/N3
p

(e.g., Smyth and Moum 2000) ranges from 0.059 to

0.65m and is smaller than the vertical resolution (0.64m) in our

simulations, indicating that buoyancy effects are important there

even near grid scale.
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the pressure transport, the TKE transport (where e rep-

resents the TKE), and the dissipation, respectively.

For simplicity, the typical buoyancy flux profile

depicted in Fig. 1a is approximated by

w0b0(z)5

8

>>>>>>><

>>>>>>>:

B
0

�

11
z

h
m

�

2w0b0
e

z

h
m

, 2h
m
, z# 0,

w0b0
e

h
b
1 z

h
b
2 h

m

, 2h
b
, z#2h

m
,

0 , z #2h
b
.

(14)

Integrating (14) over the boundary layer gives the total

conversion of TKE to potential energy,

ð  0

2hb

w0b0dz5
1

2
B

0
h
m
1

1

2
w0b0

e
h
b
. (15)

For simplicity the transport terms at the surface and the

base of the boundary layer are assumed to be zero.

However, processes that are not considered in this study,

such as breaking surface waves (e.g., Sullivan et al. 2007),

and high-frequency internal waves below the boundary

layer generated by Langmuir motions (Polton et al. 2008)

may lead to nonzero fluxes at the upper and lower

boundaries and contribute to the integrated TKE budget,

though in general the energy flux to internal waves is small

comparedwith the loss to dissipation andmixingwithin the

OSBL (e.g., Wunsch and Ferrari 2004). With that in mind,

the integrated TKE budget gives,

2w0b0
e
5

2

h
b

ð  0

2hb

�

2u0w0
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›z
2 y0w0

›y

›z

�

dz

1
2

h
b

ð  0
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�

2u0w0
›uS

›z

�

dz1B
0

h
m

h
b

2
2

h
b

ð  0

2hb

«dz .

(16)

Considering the scaling of each term on the right-hand

side individually, the first term scales with u*3/hb and the

second term scales with u*2uS
0 /hb (e.g., Grant and Belcher

2009). These scalings result from the arguments that

hu0w0ihb ; hy0w0ihb ; u*2, h›u/›zihb ; h›y/›zihb ;u*/hb,

and h›uS/›zihb ; uS
0 /hb. However, such arguments ignore

the effects of the Stokes drift on the Eulerian velocity,

FIG. 5. The impact of surface cooling and wave forcing on the

mean vertical velocity variance: hw02ihm/u*
2 is plotted against

(a) w*2/u*2, (b) La22
t 5uS

0 /u*, and (c) La22
SL 5uS

SL/u*. The solid

curves in (a) illustrate the canonical values in the shear turbulence

regime hw02ihm ’ 0:6u*2 and the convective turbulence regime

hw02ihm ’ 0:3w*2. Solid, dashed, and dashed–dotted curves in

(b) and (c) illustrate the scaling laws proposed in Harcourt and

 
D’Asaro (2008) and Van Roekel et al. (2012), with the RMS dif-

ferences of all the nonconvection cases from the scaling laws listed

in brackets. Dotted curves connect simulations with the same

surface buoyancy forcing. Symbols are as in Fig. 2.
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namely, the ‘‘anti-Stokes’’ effect (McWilliams and Fox-

Kemper 2013;Haney et al. 2015). In the presence of Stokes

drift, the Eulerian shear is reduced to partially cancel the

added production from Stokes shear. The resulting

Eulerian shear is generally smaller in the upper part of the

OSBL and greater in the lower part than it would be under

the samewind forcingwithout Stokes drift. In addition, the

adjustment of the Eulerian velocity should also depend on

the decay depth of the Stokes drift. Given the above

considerations, it appears to be more appropriate to scale

theLagrangian shear production (Eulerian shear1 Stokes

production) all together with u*3F (Lax)/hb, where F (�)
is a function that returns a dimensionless number and Lax
represents either Lat or LaSL.

Since the ratio hm/hb remains approximately a constant

(’1), especially in the convective limit (Fig. 1), the third

term in (16) should scalewithw*3/hb. The remaining term

to scale in (16) is the total dissipation. It is convenient

practice to assume that the integrated dissipation is

composed of terms that are individually proportional to

each of the production terms (e.g., Niiler and Kraus 1977;

Belcher et al. 2012). Directly diagnosing the ratios of the

integrated dissipation to the Lagrangian shear production

FIG. 7. The magnitude of w0b0e is normalized by hw02ihm
� �3/2

/hb

and plotted against (a) w*2/u*2 and (b) La22
SL 5uS

SL/u*. Error bars

show the 25th, 50th, and 75th percentiles within an inertial oscillation

period. Symbols are as in Fig. 2.

FIG. 6. The impact of surface cooling and wave forcing on the

turbulence anisotropy. The ratio VKE/TKE is plotted against

(a) w*2/u*2, (b) La22
t 5uS

0 /u*, and (c) La22
SL 5uS

SL/u*. The gray line

marks the value of 1/3. Symbols are as in Fig. 2.
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and the surface buoyancy forcing, respectively, in LES

generally support this assumption (not shown). There-

fore, the dissipation term can be absorbed in the scaling of

each of the production terms, and (16) is written as

2w0b0
e
5 c

ST

u*3

h
b

F (La
x
)1 c

CT

w*3

h
b

. (17)

Here cST, cCT and cLT (below) are dimensionless constants

to be determined. Each term represents the contribution

from a single source: ST for shear turbulence, CT for

convective turbulence, and LT for Langmuir turbulence.

Note that although 2w0b0e is a component of the layer-

integrated buoyancy production term in (13), it essentially

represents the conversion of TKE to potential energy and

is a sink of TKE. Thus, there is no need to absorb a portion

of the dissipation into this term.

Considering the fact thatF (Lax)/ 1 as Lax/1‘ in

the wave-free limit and F (Lax) should increase with

decreasing Lax, a simple functional form,

F (La
x
)5 11

c
LT

c
ST

La2p
x , (18)

is tested with free parameters cLT and p to fit the data from

all the simulations. The proportionality coefficient in (18)

is written in a form that, when substituted into (17), gives

2w0b0
e
5 c

ST

u*3

h
b

1 c
LT

u*3

h
b

La2p
x 1 c

CT

w*3

h
b

. (19)

The three terms on the right-hand side of the equation

represent the entrainment buoyancy flux due to the

shear turbulence, enhancement due to the Langmuir

turbulence, and contributions from the convective tur-

bulence. Note that the choice of this form is made simply

for mathematical convenience for application within

KPP and different frameworks that fit the same LES

data (B. G. Reichl et al. 2017, unpublished manuscript).

The second term does not uniquely represent the Stokes

production term in (16). Instead, it represents all

changes due to Stokes drift in the scaling, which affects

both the Stokes production and Eulerian shear pro-

duction through the anti-Stokes effect, even beyond

changes to the turbulence covariances.

With any given power p, the three coefficients could

simply be estimated from the linear least squares re-

gression by writing (19) as

2
w0b0

e
h
b

u*3
5 c

ST
1 c

LT
La2p

x 1 c
CT

w*3

u*3
. (20)

Estimates of cST, cLT, and cCT for various p and both Lax5

Lat and Lax 5 LaSL are tested to fit separately all and two

subsets (S-NL and S-L1 1 S-L2) of the data (see more

details in appendix B). It is found that Lax 5 LaSL and

p 5 2 give consistent estimates of the three coefficients.

Separate curve-fitting results with data from subsets S-NL

and S-L11 S-L2 are shown in Figs. 8a and 8c, respectively.

The estimation cCT ’ 0.15 is robust due to a variety of

simulations in the convective turbulence regime.5 As a re-

sult of the relatively narrow range of La22
SL , estimations for

the other two coefficients might be less robust: cST 5 0.17

and cLT5 0.083 with 95% confidence bounds of [0.13, 0.21]

and [0.062, 0.104]. We now have

2w0b0
e
5 0:17

u*3

h
b

(11 0:49La22
SL )1 0:15

w*3

h
b

5
u*3

h
b

�

0:171 0:083La22
SL 2 0:15

h
b

kL

�

. (21)

Previous studies suggest that the Langmuir-turbulence-

induced w0b0e scales with La22
t u*3/hb (e.g., Grant and

Belcher 2009; McWilliams et al. 2014). For comparison,

fitting the same data with Lax 5 Lat and p 5 2 is also

shown (Fig. 8b).

Figure 9a shows the normalized w0b0e approximated

from (21) in the LaSL–2hb/(kL) regime diagram.

Overlaid light gray contours show the typical conditions

in a global climate model estimated from daily averaged

output in one year of a global fully coupled CESM

simulation (PI-WW3 in Li et al. 2017), and white sym-

bols mark all the wave-forced simulations in this study.

Langmuir turbulence enhancesw0b0e under weak surface

destabilizing buoyancy forcing, but has little effect when

convection dominates.

Figure 9b illustrates the comparison of w0b0e approx-

imated by (21) versus that simulated in the LES. Note

that logarithmic axes are used, so the deviations from

the reference line reflect relative errors. The conver-

gence of the scatter onto the reference line at rela-

tively larger values, both in the convective regime

(black and gray symbols) and Langmuir regime (col-

ored symbols), suggests that (21) is able to capture the

variations of w0b0e under strong convective or Lang-

muir turbulence conditions. Significant relative errors

still exist when both forcings are relatively weak. This

is presumably due to processes that are not considered

in this study, such as the inertial oscillation. Pre-

liminary simulations suggest some dependence of

w0b0e on the Coriolis parameter, especially for the

weak Langmuir turbulence cases. Exploration and

quantification of the effects of inertial oscillations on

w0b0e is the topic of an ongoing study.

5Note that Fig. 8a suggests cCT 5 0.14, which is an estimate with

data from S-NL. It resulted in greater error than cCT 5 0.15 when

data from other subsets are considered.
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5. Entrainment in KPP

In KPP (Large et al. 1994), the turbulent entrainment

is implicitly represented by finding the boundary layer

depth that satisfies the stability criterion based on a bulk

Richardson number. The boundary layer depth hb is

defined as the smallest depth at which the bulk

Richardson number,

Ri
b
(z)5

jzj[b
r
2b(z)]

ju
r
2u(z)j2 1U2

t (z)
, (22)

reaches a critical value Ric 5 0.3. The arguments behind

this definition are that the boundary layer eddies with

reference velocity ur and reference buoyancy br should

be able to penetrate to a depth hb, where their mean

kinetic energy relative to the local flow and TKE all

convert to the potential energy. The reference velocity

ur and buoyancy br are averaged over the surface layer

z . 2«hb with « 5 0.1 to avoid the resolution de-

pendency. The velocity scale Ut(z) to account for the

impact of unresolved shear, is parameterized by

U2
t (z)5

C
y
N(z)w

s
(z)jzj

Ri
c
k2

�
2b

T

c
s
«

�1/2

, (23)

with N(z) the local buoyancy frequency, ws(z) the turbu-

lent velocity scale for scalars, and parameters Cy 5 2.1 2

200{max[0, min(N, 0.002)]}, cs 5 98.96, and bT 5 20.2. In

the derivation of (23), an empirically determined relation

w0b0e 5bTB0 for pure convection is used. The dimen-

sionless constants cs and bT are empirically determined.

The symbols used here are consistent with symbols used in

Large et al. (1994).

No effect of Langmuir turbulence is accounted for in

the above formulation. With the scaling for w0b0e in (21),

modifications to (23) to include the effects of Langmuir

turbulence are straightforward. Following the arguments

in Large et al. (1994, p. 372), a modified version ofU2
t can

be derived as follows. Using (9) and (10) of Large et al.

(1994) and ignoring the nonlocal transport term, we have

w0b0
e
5w0b0

�
�
z52hm

52(K›
z
b)
�
�
z52hm

52h
b
w

s
(2h

m
)G(2h

m
/h

b
)N(2h

m
)2 ,

(24)

where K is the KPP diffusivity and G(z/hb) is a shape

function. Considering the special case of pure convec-

tion with a well-mixed layer of buoyancy and no mean

velocity shear, at the boundary layer base, the numera-

tor of (22) becomes hb(hb 2 hm)N(2hb)
2. Using

G(2hm/hb)5 (hb 2 hm)
2/h2

b and N(2hm)5 N(2hb)/Cy

[see Large et al. (1994) for more details], we have

FIG. 8. Scaling the entrainment buoyancy flux: (a) w0b0ehb/u*
3 is

plotted against B0hb/u*
3
5w*3/u*3. Curve fitting (solid curve) is

applied to data fromS-NL (crosses). The normalized residualw0b0e,
with cCTB0 subtracted, is plotted against (b) La22

t 5uS
0 /u* and

(c) La22
SL 5uS

SL/u*. Curve fitting (solid curve) is applied to data from

S-L1 and S-L2 (colored symbols). The dashed curves in (a) and

(c) illustrate a least squares regression with all the data. Error bars

show the 25th, 50th, and 75th percentiles within an inertial oscil-

lation period. Symbols are as in Fig. 2.
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U2
t (hb

)5
C

y
h2
bN(2h

b
)N(2h

m
)

Ri
c

[G(2h
m
/h

b
)]1/2 . (25)

Combining (24), (25), and (21), and noting that

ws(2hm)5ws(2hb)5ws(2«hb) under unstable condi-

tions, the modified unresolved velocity scale is

given by

U2
tL(z)5

C
y
N(z)w

s
(z)jzj

Ri
c

"

2w0b0
e
h
b

w
s
(z)3

#1/2

5
C

y
N(z)w

s
(z)jzj

Ri
c

"

0:15w*3 1 0:17u*3(11 0:49La22
SL )

w
s
(z)3

#1/2

. (26)

This is consistent in form with (28) of McWilliams et al.

(2014), although here the coefficients are provided based

on LES. Note that this scaling should only be applied un-

der destabilizing surface buoyancy flux conditions.

The ratio of (26) to (23) is

U2
tL

U2
t

5

"

0:15w*3 1 0:17u*3(11 0:49La22
SL )

2b
T
w3

s /cs«k
4

#1/2

. (27)

In the convective limit, ws/k(csk«)
1/3
w*, U2

tL/U
2
t /

(20:15/bT)
1/2

’ 0:87. In the presence of nonzero u*, the

ratio is always slightly greater than this value. So the

modifications in (26) make the diagnosed boundary

layer depth in KPP slightly shallower in the convective

limit. In the weak surface cooling limit, ws/ku*,

U2
tL/U

2
t / 1:83(11 0:49La22

SL )
1/2. With LaSL’ 0.45 being

the strongest wave forcing explored in this study, this

ratio reaches about 3.38. Therefore, in the wind and

wave regime, the modifiedU2
t will deepen the diagnosed

boundary layer depth in KPP.

Figure 10 compares the diagnosed boundary layer

depth from different modified versions of KPP6 to the

simulated boundary layer depth in the LES. As already

noted in Fig. 1, the traditional KPP (black, labeled

LMD96) does a poor job under wave forcing. To ac-

count for the effects of Langmuir turbulence on the

entrainment, either a Langmuir-number-dependent

enhancement factor is applied to U2
t (RW16) or uS

0

2
is

FIG. 9. (a) Regime diagram of the scaled entrainment buoyancy flux, log10(2w0b0ehb/u*
3), plotted as a function of

LaSL and2hb/(kL). The thick solid and dashed lines divide the regime diagram into regions where a single forcing

contributes more than 90% and 60%, respectively, of the total w0b0e. Overlaid white symbols mark all the wave

forced simulations in this study. The light gray contours show the highest 30%, 60%, 90%, and 99% centered

distribution of LaSL and2hb/(kL), estimated from the daily averaged output in one simulated year of a global fully

coupled CESM simulation (PI-WW3 in Li et al. 2017). Note that only situations with destabilizing surface buoyancy

flux are shown here, which represent about 40% of the total in a simulated year. (b) Comparison between w0b0e
predicted by (21) and LES data. Symbols are as in Fig. 2.

6The boundary layer depth is diagnosed from (22), with the

original and modified versions of U2
t , using the mean velocity and

buoyancy profiles from LES.
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added to U2
t [VR12-EN scheme in Li et al. (2016)]. As

shown by the cyan symbols in Fig. 10, the RW16 scheme,

which is tuned to fit LES results under tropical cyclone

conditions, generally overestimates the boundary layer

depth under the moderate wind and wave conditions

explored in this study. The increasing deep biases as the

convective turbulence regime is approached confirm

that the same Langmuir turbulence enhancement factor

should not be applied in the convection regime. A more

comprehensive set of LES results might be required to

connect the parameterization of Langmuir-turbulence-

enhanced entrainment in this study to results under

strong wind cases in RW16. Although the VR12-EN

scheme does not seem to worsen KPP under strong

convection conditions, the scatter is significant under

strong wave forcing. In the next section, Figs. 12 and 13

demonstrate that theVR12-EN scheme causes toomuch

deepening in the simulated mixed layer depth. Much

better agreement with the boundary layer depth in LES

is found whenU2
t is modified according to (26), as shown

by the red symbols in Fig. 10. This modification toKPP is

denoted as LF17 hereafter.

Note that the approach described in this section as-

sumes that all the interesting variations ofw0b0e as in (21)

are due to unresolved turbulence in KPP. The relative

contribution from resolved shear versus unresolved

turbulence are examined by calculating the ratio

jur 2 u(2hb)j2/U2
t (2hb) for all cases using various ver-

sions of U2
t . It is found that this ratio is small (,20%)

when either convective or Langmuir turbulence domi-

nates (Fig. 11). This is also confirmed by examining the

dependence of w0b0e on jur 2 u(2hb)j2 in our simulations,

where no significant relation is found (not shown).

Furthermore, from a purely practical perspective, the

degree to which a climate model implementing this

scheme accurately models shear will be dependent on

the climate model vertical resolution, numerics (e.g.,

Petersen et al. 2015), and representation of Stokes forces

(Suzuki and Fox-Kemper 2016). Therefore, this as-

sumption seems to be reasonable at least for the pa-

rameter space explored in this study, except for the

purely wind-driven cases, which seldom occur in both

the climate models and the real ocean. Under strong

wind forcing, for example, under tropical cyclone con-

ditions as described in RW16, this assumption is likely to

break (see further discussion in section 8).

6. Global impact in a climate model

To assess the global impact of the entrainment in-

duced by Langmuir turbulence at the base of the OSBL,

the modified KPP with the unresolved velocity scale

from (26) is implemented and tested in a global climate

model. The CESM-WAVEWATCH III framework

described in Li et al. (2016) is used, where a prognostic

wave model, WAVEWATCH III (Tolman 2009), is in-

corporated into the NCAR CESM and coupled with its

ocean component. The details of the coupling and sen-

sitivities of global climate variables to the parameterized

Langmuir mixing are discussed in Li et al. (2016, 2017).

The simulation setup is essentially the same as the

ocean–wave coupled simulations described in Li et al.

(2017) and therefore only briefly repeated here. The

ocean model is running on a nominal 18-resolution grid,

forced by the interannually varying (62-yr forcing cycle)

Coordinated Ocean-Ice Reference Experiments phase II

FIG. 10. The ratio of KPP boundary layer depth to hb in LES.

Symbols with different colors represent the estimate from the original

KPP (Large et al. 1994) (black), with modifications VR12-EN in Li

et al. (2016) (blue), with modifications in RW16 (cyan), and with (26)

in this study (red). Here the no-Langmuir cases are marked by plus

signs, and the Langmuir cases under 5, 8, and 10m s21 surface wind

forcing are marked by circles, squares, and diamonds, respectively.

Note that the black and blue plus signs overlap.

FIG. 11. The ratio of the squared velocity difference at the base of

the boundary layer to the squared unresolved velocity scale

jur 2 u(2hb)j2/U2
t (2hb) vs 2hb/(kL). Symbols are as in Fig. 10.
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atmospheric datasets (CORE-II; Large and Yeager 2009).

The wave model is running on a 3.28 3 48 latitude–

longitude grid with 25 frequency and 24 directional bins,

forced by the same wind dataset from CORE-II and

two-way coupled with the ocean model. All ocean–wave

coupled simulations are branched from an ocean-only

control simulation (CTRL), which has been integrated

for 194 model years to allow the upper ocean to reach

equilibrium. The coupled simulations, as well as CTRL,

are then integrated for 54 years. The data from the last

50 years of simulations are analyzed here. Because of the

almost instantaneous response of the mixed layer depth

to the modifications in KPP, this relatively short in-

tegration time is enough to show the interesting differ-

ences in the mean state at the ocean surface, while

remaining within a single CORE-II forcing cycle to

avoid the large adjustments associated with the un-

physical jump from the end of a forcing cycle to the

beginning (Danabasoglu et al. 2014).

For direct comparison, results from two other simu-

lations, corresponding toVR12-MA andVR12-EN in Li

et al. (2016), are also shown. Note that VR12-MA im-

plies the same enhancement factor being applied to U2
t

(since it is proportional to ws). The same is true for

VR12-EN, with the only difference from VR12-MA

being the added uS
0

2
in U2

t to account for the effect of

Stokes drift on the entrainment (see further discussion in

section 2.2.4 of Li et al. 2016).However, there is no need to

apply the same enhancement factor to ws in (26). There-

fore, the enhancement factor affects the vertical diffusivity

and viscosity but not U2
t in LF17. This refinement is per-

formed since the impact of Langmuir turbulence on w0b0e
appears to be different than on hw02ihm (Fig. 7). In addition,
to avoid overestimation of w0b0e under misaligned wind

and wave conditions, LaSL,proj, instead of LaSL, is used

here.7 This practice is supported by preliminary LES runs

with misaligned wind and wave forcing, though a refined

scaling law accounting for the effects of wind-wave mis-

alignment is left to future work.

Figures 12 and 13 show the summer and winter mean

mixed layer depth in both hemispheres, defined as the

depth where the potential density (referenced to sur-

face) changes by 0.03 kgm23 from its surface value.

Their zonal means are shown in the Figs. 12b and 13b.

The RMS errors in comparison with the observations of

de Boyer Montégut et al. (2004), evaluated in different

regions, are shown in Table 3. VR12-MA improves the

simulatedmixed layer depth in the extratropical regions,

especially in the Southern Ocean, although significantly

shallow biases still exist in summer and at some locations

in winter (Figs. 12d, 13d). VR12-EN generally causes

too much entrainment, resulting in too deepmixed layer

depth throughout the year (Figs. 12e, 13e). These are

consistent with Li et al. (2016, 2017). LF17 further im-

proves the simulated summermeanmixed layer depth in

the extratropical regions significantly and slightly alleviates

the degradation in the tropical region. In winter, themixed

layer depth in LF17 is generally deeper than VR12-MA in

the extratropical regions, but with similar RMS errors.

Apparent shallow biases can still be found at some loca-

tions in the SouthernOcean, and the spatial distribution of

the mixed layer depth, for example, in the northern At-

lantic and the narrow band of deep mixed layer in the

Southern Ocean, are clearly not well simulated.

Enhanced surface vertical mixing in the Southern

Ocean, especially in winter, increases the water venti-

lation even below the mixed layer (see, e.g., Fig. 6 in Li

et al. 2016). Comparing with VR12-MA (not shown),

LF17 improves the simulated chlorofluorocarbon (CFC)

concentration under ;300m, where the CFC concen-

tration is biased low, but worsens as it nears the surface,

introducing high concentration biases there. But the

overall RMS errors in CFCs are similar to VR12-MA.

7. Summary

This LES-based study has been focusing on assessing

the impact of Langmuir turbulence on the entrainment

buoyancy flux w0b0e under various idealized wind, wave,

and destabilizing surface buoyancy forcing. The main

conclusions are summarized as follows:

d No remarkable interactions between Langmuir tur-

bulence and convective turbulence are found in our

simulations. The implication for Langmuir turbulence

parameterization is that a Langmuir-number-related

enhancement factor (e.g., McWilliams and Sullivan

2000; Li et al. 2016) should only be applied on the

shear turbulence induced vertical mixing, not on the

total that also includes contributions of convective

turbulence.
d It appears that w0b0e is not directly controlled by

(hw02ihm)
1/2, which describes the intensity of vertical

mixing within theOSBL. Therefore, a separate scaling

law for w0b0e is necessary.
d An estimate of w0b0e scaling is given by (21).
d The parameterized unresolved velocity scale in KPP is

modified to incorporate the scaling law (21) to account

for the effects of Langmuir turbulence on entrainment.
d Implementing the modified KPP in a global climate

model appears to improve the simulated mixed layer

depth, especially in the Southern Ocean in summer.

7 Parameter LaSL,proj reduces to LaSL when wind and waves are

aligned, but is generally greater when wind and waves are

misaligned.
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8. Discussion

This study focuses on the responses of the entrain-

ment buoyancy flux w0b0e in a quasi-equilibrium state

under various constant forcing, with a particular interest

in parameterizing the effects of Langmuir turbulence in

climate models. Therefore, relatively weak wind forcing

is adopted in all the simulations. Under strong wind

forcing, such as under tropical cyclone conditions, rapid

mixed layer deepening due to resonant wind-driven

mixing may occur (e.g., Large and Crawford 1995;

Crawford and Large 1996; Skyllingstad et al. 2000;

RW16). In those cases, the variability of w0b0e should be

significantly larger and a greater number of ensemble

simulations may be necessary. The effects of Langmuir

turbulence on the vertical mixing under strong wind

forcing is discussed in, for example, Harcourt and

D’Asaro (2008) and RW16.

In addition, with stronger wind forcing, regime tran-

sition of the dominating mechanisms that affect w0b0e
might be possible, as indicated by, for example, the in-

consistencies between the results of this study and that in

RW16 in Fig. 10. Here the energy source of entrainment,

converting TKE to potential energy, is dominated by the

enhanced downward TKE transport in the presence

of Langmuir turbulence. However, under strong wind

FIG. 12. Impact of Langmuir turbulence on the summer mean mixed layer depth (m) for both hemispheres.

(a)Observations from deBoyerMontégut et al. (2004), updated to include theArgo data up through 2012 (Rodgers

et al. 2014). (c) The result without Langmuir turbulence (CTRL). (d)–(f) Results with parameterization schemes of

VR12-MA, VR12-EN, and this study (LF17), respectively. Mixed layer depths are averaged over July–September

(JAS) for the Northern Hemisphere (NH) and January–March (JFM) for the Southern Hemisphere (SH). (b) The

zonal mean mixed layer depth for all cases.
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forcing, w0b0e is expected to be more affected by the

strong shear turbulence locally produced at the base of

the OSBL associated with inertial oscillations.

When deriving the modifications to U2
t in (26) in

section 5, it is assumed that all the interesting variations

of w0b0e are due to unresolved turbulence in KPP. This

assumption may fail and therefore the entrainment may

be overestimated in the regime of weak Langmuir tur-

bulence and weak convection, especially when the ver-

tical resolution is high enough to resolve the shear across

FIG. 13. As in Fig. 12, but for winter mean mixed layer depth averaged over JFM for the NH and JAS for the SH.

TABLE 3. RMS errors (m) of summer and winter mean mixed layer depth in comparison with observation from (de Boyer Montégut

et al. 2004), which is updated to include the Argo data up through 2012 (Rodgers et al. 2014). Numbers with 6 sign give the 90%

confidence interval, estimated from the RMS errors of 1000 bootstrap estimates of the 50-yr mean.

Summer Winter

Case Global South of 308 S 308 S–308 N Global South of 308 S 308 S–308 N

CTRL 10.28 6 0.29 16.00 6 0.48 6.57 6 0.23 50.24 6 1.42 52.52 6 0.54 15.89 6 0.33

VR12-MA 9.31 6 0.28 10.64 6 0.49 9.60 6 0.33 47.65 6 1.15 48.47 6 0.49 22.98 6 0.42

VR12-EN 11.65 6 0.29 11.91 6 0.83 12.79 6 0.39 56.85 6 0.93 61.30 6 1.21 33.60 6 0.55

LF17 8.48 6 0.24 8.92 6 0.39 9.15 6 0.30 47.78 6 1.08 49.98 6 0.77 22.43 6 0.43
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the boundary layer base. Given the relatively coarse

vertical resolution in the ocean climate model (10m

near the surface) and the highly parameterized diurnal

cycle (Large and Caron 2015), we do not expect that

overestimating the entrainment in that regime will sig-

nificantly affect the results shown in section 6. Never-

theless, great care should be taken when (26) is applied

to other situations.

No effects of misaligned wind and waves are accoun-

ted for in the scaling of w0b0e in this study. Langmuir

turbulence under swell conditions are studied in Van

Roekel et al. (2012) and McWilliams et al. (2014), but

the effects of wind-wavemisalignment on the Langmuir-

turbulence-induced w0b0e are not yet clear. One might

expect reduced enhancement due to the suppressed

Langmuir turbulence intensity under misaligned wind

and waves. A more comprehensive set of LES simula-

tions under various swell conditions might be required

to assess this effect quantitatively.

The dependence of the mean vertical velocity vari-

ance hw02ihm on the intensity of Langmuir turbulence,

when measured by LaSL, generally agrees with previous

studies (e.g., Harcourt and D’Asaro 2008; Van Roekel

et al. 2012). Interestingly, similar dependence on LaSL
appears to remain valid in the presence of convective

turbulence, with the contributions from convective tur-

bulence simply being additive. This is somehow expected,

as the turbulent motions of convective turbulence are

weak in the direction of Stokes shear, which is mostly in

the horizontal direction, and thereby the Stokes shear

force is weak (Suzuki and Fox-Kemper 2016). Therefore,

any dynamically nonlinear interactions between convec-

tive turbulence and Langmuir turbulence have no signif-

icant bearing on predicting entrainment.

The form of the scaling law for w0b0e, (21), is based on

arguments on the TKE budget. However, no claim has

beenmade that the contribution from Stokes production

scales with La22
SLu*

3/hb 5 u*2uS
SL/hb. Instead, the contri-

butions of Stokes production and mean shear pro-

duction are probably not separable, as the mean shear is

strongly affected by the presence of Stokes drift due to

the anti-Stokes effect (McWilliams and Fox-Kemper

2013; Haney et al. 2015). Scaling the Lagrangian shear

production is probably the right way to go, and a more

comprehensive measure of the effects of Langmuir

turbulence considering the full Stokes drift profile might

be required.

This work is among a series of efforts trying to im-

prove KPP to account for the effects of Langmuir tur-

bulence (e.g., McWilliams and Sullivan 2000; Smyth

et al. 2002; McWilliams et al. 2014; Li et al. 2016; RW16;

Li et al. 2017). When its effects are parameterized in a

climate model, improvements in the simulated mixed

layer are generally found in the extratropical regions,

especially in the Southern Ocean in summer. However,

significant biases of the Southern Ocean mixed layer

depth in winter still exist, with biases in the spatial dis-

tribution in addition to its magnitude. Other approaches

lead to similar results (e.g., Noh et al. 2011, 2016). One

possible remedy is to better represent the storminess in

the climate model by increasing the spatial resolution

and coupling frequency (e.g., McClean et al. 2011). Note

that under stormy conditions, the scaling of w0b0e pro-

posed here, which generally describes the effects of

Langmuir turbulence in low wind cases, is probably not

sufficient. Connecting to high wind cases (e.g., RW16)

seamlessly is a direction for future work. In addition,

improvements in the representation of other physical

processes in the ocean models, such as mesoscale and

submesoscale eddies (Gent et al. 1995; Fox-Kemper

et al. 2011), isopycnal mixing (Redi 1982), and oceanic

near-inertial waves (Jochum et al. 2013), are probably

also necessary to further reduce those biases.

Finally, it should be noted that the only wave pa-

rameter required in the modified U2
t in (26) is LaSL,

which is reasonably estimated by the ‘‘theory wave’’

approach described in Li et al. (2017) without the need

for a full prognostic wave model (see their Fig. 2f).

Therefore, the refinement of KPP developed in this

study can be easily combined with the theory wave ap-

proach in Li et al. (2017) to provide a computationally

efficient, while still reasonable, parameterization for the

effects of Langmuir turbulence on both the mixing

within the OSBL and the entrainment at the base.
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APPENDIX A

Variability of the Entrainment Buoyancy Flux

Figures A1a and A1b show an example of the time

series of w0b0 profile within an inertial oscillation period,

before and after the adjustment for the deepening

boundary layer. The time mean w0b0 profile near the

base of the boundary layer for both cases is show in

Fig. A1d. Clear differences are seen, with sharper peak

of w0b0e after adjustment. In this example, the surface

wind is set to U10 5 8ms21 with fully developed wind

waves from the DHH spectrum, and surface cooling of

Q052100Wm22. For cases with stronger destabilizing

forcing, the boundary layer deepens more rapidly and

the bias of the mean profile without the adjustment is

more significant. The strong variability of w0b0e during

an inertial oscillation period is illustrated in Fig. A1c.

Overlaid on the time series of w0b0e are its mean, 25th,

50th, and 75th percentiles. Same statistics are also

marked by the circle with an error bar in Fig. A1d. Note

that the bias of w0b0e without the adjustment for the

deepening boundary layer can be significant in com-

parison with its variability.

APPENDIX B

Curve Fitting for the Entrainment Buoyancy Flux

Least squares linear regression is performed using

data from all simulations to estimate cST, cLT, and cCT in

(20), with various p and both Lax 5 Lat and Lax 5 LaSL.

The results are shown by the blue, red, and black solid

curves in Figs. B1a and B1c. The corresponding RMS

errors normalized by the mean are shown by the solid

curves in Figs. B1b andB1d. The coefficient cCT’ 0.15 is

robust and consistent with previous studies of free

convections.

In addition, subsets of data are used to fit the formula

in a few limiting cases to constrain the parameters, as

well as to ensure robustness of the fitting coefficients.

In particular, two subsets of the simulations are tested:

S-NL and S-L11 S-L2, by which the effects of Langmuir

turbulence are excluded and emphasized, respectively.

Fit to subset S-NL suggests that, as shown in Fig. 8a,

cST 5 0.17 and cCT 5 0.14. This is consistent with the

value cCT ’ 0.15. More importantly, cST 5 0.17 (blue

dashed line in Figs. B1a,c) suggests that a possible

optimal fit occurs at p ’ 3 for Lax 5 Lat and p ’ 2 for

FIG. A1. An example showing the variability of w0b0e within an inertial oscillation period. (a) The original time

series of the buoyancy flux profile. White solid curve shows the boundary layer depth hb. (b) As in (a), but adjusted

for the deepening of hb. White dashed curve shows the mixed layer depth hm. (c) Time series of w0b0e (black solid

curve). The gray solid line shows the mean and the gray dashed lines show the 25th, 50th, and 75th percentiles.

(d) The mean buoyancy flux profiles near the base of the boundary layer are shown for the adjusted (solid) and

original (dashed) time series. The meanw0b0e is marked by the gray circle, with error bar showing the 25th and 75th

percentiles.

DECEMBER L I AND FOX -KEMPER 2883

Unauthenticated | Downloaded 08/26/22 04:51 PM UTC



Lax 5 LaSL. Fitting to subset S-L1 1 S-L2 with cCT 5

0.15 (cCT 5 0.14 was also tested but resulted in greater

error) shows consistent estimates of cST with previous

ones if Lax5 LaSL (blue dash–dotted curve in Fig. B1c),

but not if Lax 5 Lat (blue dash–dotted curve in

Fig. B1a). Therefore, Lax 5 LaSL and p 5 2 are chosen,

and cST 5 0.17 and cLT 5 0.083 are estimated with 95%

confidence bounds of [0.13, 0.21] and [0.062, 0.104].

Note that given p 5 2, fitting (20) using data from all

the simulations gives cST 5 0.16, cLT 5 0.092, and cCT 5

0.147, with 95% confidence bounds of [0.084, 0.246],

[0.047, 0.137], and [0.144, 0.150]. A comparison is shown

in Fig. 8 by the dashed curves, which is almost in-

distinguishable from the solid curves.
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