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Abstract
A simulation was conducted to assess the effect of technical variance on the statistical power of web
experiments measuring response times. The results of the simulation showed that technical variance
reduced the statistical power and the accuracy of the effect size estimate by a negligible magnitude.
This finding therefore suggests that researchers’ preconceptions concerning the unsuitability of web
experiments for conducting research using response time as a dependent measure are misguided.
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Introduction

For just over a decade, psychologists have been conducting their research online, and this trend is
reflected in the emergence of websites that provide links to a growing number of web-based studies
(e.g., Psychological Research on the Net—http://psych.hanover.edu/research/exponnet.html, Web
Experiment List—http://www.wexlist.net/, Online Psychology Research UK—http://www.onlinep-
sychresearch.co.uk/). Although web surveys are commonly used to conduct research, the adoption of
web experiments to study perceptual and cognitive processes that have typically been investigated in
traditional lab experiments has been considerably less. A possible reason for this reluctance to con-
duct web experiments is because experiments that investigate perceptual and cognitive processes
commonly use response latencies as a dependent measure, and the measurement of response time
in a web experiment is perceived to be problematic.

A main appeal of web experiments is that large sample sizes can be obtained (Birnbaum, 2001,
2004; Hewson, 2003; Reips, 2000, 2002). Hence, web experiments typically tend to have more
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statistical power and yield more accurate effect size estimates of true effect sizes than lab
experiments. However, the increase in statistical power and accuracy of the effect size estimate due
to the web experiment’s large sample size may be offset to some degree by an increase in
unexplained error variance. This increase in error variance may be due to variation in environmental
factors, for example, variation in background noise, lighting conditions, viewing angle, and presence
of distractions in the testing environment (Hecht, Oesker, Kaiser, Civelek, & Stecker, 1999). This
increase in error variance may also be due to technical variance (i.e., variation in technical factors),
for example, variation in computers, monitors, keyboard, operating systems, and web browsers
(Reips, 2000). In most cases, the variation in environmental and technical factors is not knowable;
hence, variation in these factors may not be statistically controlled for.

For a web experiment employing within subjects manipulation, variation in environmental and
technical factors between subjects will have no effect on statistical power and effect size estimate.
The influence of variation in environmental and technical factors between participants, however,
will be disruptive when an experiment involves manipulating a between-subjects factor. This is
because any effect of the between-subject factor manipulation on the dependent measure will be
masked by variation in environmental and technical factors between the participants. Consequently,
variation in environmental and technical factors between the participants will reduce statistical
power and the accuracy of the effect size estimate, when a between-subject factor is manipulated.

A response time dependent measure from a web experiment employing a between-subjects
manipulation is most likely to be affected by technical variance. This is because the accuracy in
measuring response times can vary markedly between different computer setups. For instance, it has
been shown that response times can vary considerably between different models of mice and
keyboards (Plant, Hammond,&Whitehouse, 2003; Plant&Turner, 2009).Other factorsmay also cause
variation in response times such central processing unit (CPU) speed, operating systems, device drivers,
number of background processes, and applications concurrently running (see Plant & Turner, 2009).

Studies have also assessed the accuracy of response times from experiments using web-based
client-side technologies by comparing response time measurements for a known interval. Keller,
Gunasekharan, Mayo, and Corley (2009) assessed the accuracy of response time measurements using
Java, by using keystroke repetition to generate an interval of a known length. Their findings showed that
a laptop runningWindowsXP and several other applications overestimated the expected interval of 300
msbyapproximately 20ms,whereas adesktoppersonal computer (PC) runningLinuxand several appli-
cationsoverestimated the interval of 100msbyapproximately 1ms. Similarly, TewandMcGraw (2002)
assessed the accuracy of response time measurements using Authorware, by employing a DaqPad as a
keystroke generator to transmit a keystroke at a known interval. However, the data from Tew and
McGraw (2002) showed that the accuracy of response times could varywith regard to differentmachine
configurations (e.g., CPU speed, memory, operating system).

Several web experiments using a response time measure have reported comparable results to lab
experiments but none of these studies have made a direct statistical comparison between data from a
web experiment and a lab experiment (e.g., Corley & Scheepers, 2002; McGraw, Tew, & Williams,
2000; Nosek, Banaji, & Greenwald, 2002; Reimers & Maylor, 2005). However, a study by Reimers
and Stewart (2007) did directly compare response times for a web and lab version of a simple binary
choice task. The response times were on average 30 ms longer in the web version than in the lab
version with millisecond accurate timing. Although this difference in accuracy between the lab and
web version of the experiment is encouragingly small, it is difficult to gauge the effect that different
machines have on the accuracy of the response time measure. This is because the study’s sample size
was small (N ¼ 22) and participants when performing the web version were allowed to use ‘‘student
machines’’ at the University that are likely to be similar in specification, hence, any general assess-
ment of the possible variation in response time measurements between different machines is likely to
be an underestimation.
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Although it is clear that technical variance will reduce the statistical power and the accuracy of
the effect size estimate from a web experiment that employs a between-subjects manipulation with a
response-time-dependent measure, the extent to which the statistical power and the accuracy of the
effect size estimate will be reduced by technical variance is unclear. To gain an appreciation of
the degree that statistical power and the accuracy of the effect size estimate is reduced as a result
of technical variance, a simulation was conducted.

Method

The simulation was conducted using the statistical package R (R Development Core Team, 2009).
The R packages used were Generalized Additive Models for Location Scale and Shape (GAMLSS;
Stasinopoulos & Rigby, 2007) and Methods for the Behavioral, Educational, and Social Sciences
(MBESS) (Kelley, 2007). The majority of web experiments use client-side based languages (e.g., Java,
JavaScript, Flash, and Authorware), where the timing measurement is executed locally on the client’s
machine rather than on theweb server. Hence, the simulation assumed that the speed of the Internet con-
nection of a participant’s machine would not affect the accuracy of the response time measure.

The simulation of the effect of technical variance on the statistical outcome of a web experiment
is intended to present a worst-case scenario, where conditions realistically maximize the adverse
effects of technical variance on the statistical outcome of a web experiment.

To focus exclusively on the effects of technical variance on the statistical outcomes of a between-
subjects experiment, between-subjects experiments were simulated where the dependent measure
was a response time from a single trial as opposed to where the dependent measure is based on the
average response time across multiple trials. There are two reasons for basing the simulation on a
single trial. First, Brand, Bradley, Best, and Stocia (2011) have shown that statistical power and stan-
dardized effect size estimates based on an average from multiple trials will vary in relation to the
correlation between trial data. Hence, the influence of technical variance on statistical power and
standardized effect size estimates measured from a single trial will not be masked by effects from
correlations between trial data. Second, the effects of technical variance will be greatest for a single
trial experiment because the variance in the timing error associated with different hardware/software
configurations will diminish as the number of trials in a web experiment increase. This is because
timing error statistically averages out across multiple trials (Damian, 2010). Therefore, a simulation
based on a single trial experiment will maximize the deleterious effect of technical variance on the
statistical outcomes of a between-subjects experiment.

An ex-Gaussian distribution is commonly used to model human response times (see, Hohle,
1965; Luce, 1986; McGill, 1963), therefore ex-Gaussian distributions were used to create the data
distributions for each condition. The control condition data distribution was created where the mean
of the normal component (m) is 500 ms, the standard deviation of the normal component (s) is 50
ms, and the mean of the exponential component (t) is 100 ms. Note that these values of m, s, and t
are commonly used when modeling human response times for cognitive task (Damian, 2010; Heath-
cote, Popiel, &Mewhort, 1991). Because response time data are commonly transformed by applying
a log transformation to reduce the positive skewness of the response time distribution (e.g., Box &
Cox, 1964), the three experimental conditions were created so that the difference between the log
transformed data from the control distribution and log transformed data from an experimental dis-
tribution corresponded to one of Cohen’s (1977) definitions of small (d¼ 0.20), medium (d¼ 0.50),
and large (d ¼ 0.80) effect sizes. To achieve the experimental condition distributions for the three
different effects sizes, the mean of the normal component (m) of the control distribution was
adjusted. For the small effect size (d ¼ 0.20) m was adjusted to 520 ms, for medium effect size
(d¼ 0.50) m was 550 ms, and for the large effect size (d¼ 0.80) m was 580. For a probability density
function plot of the ex-Gaussian response times distributions that were created see Figure 1.
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For each of the three effect sizes, 100,000 web experiments were simulated as follows. First,
79 response times from the control distribution were randomly sampled. Plant (personal commu-
nication, September 10, 2009) suggests that the timing error for a response time measure in a web
experiment would be typically in the range of 10–100 ms. This range reflects the findings of
Plant and Turner (2009) that showed the timing error associated with a variety of different mice
range from 10 ms to 49 ms and also that other factors (e.g., CPU speed, memory, operating sys-
tem, CPU load) may also contribute to timing error. For each of the response times, a randomly
sampled value from a uniform distribution ranging from 10 to 100 was added to simulate the
timing error associated with the various hardware/software configurations. Next, a log transfor-
mation was applied to all the response times. Then this procedure was repeated for the experi-
mental distribution. The overall sample size of 158 for a simulated experiment was obtained
from a survey of web experiments by Musch and Reips (2000). For each simulated web
experiment, the observed effect size was calculated and a two-tailed between-subjects t-test was
computed to determine whether a statistically significant difference ( p < .05) was obtained.
To determine the statistical power of a web experiment, the percentage of the 100,000 web
experiments that obtained statistical significance was calculated. For each set of 100,000 simu-
lated experiments, the mean effect size estimate and the mean percentage of the differences
between the effect size estimate and the true effect size were calculated. This therefore enables the
reduction in the accuracy of the effect size estimate due to the technical variance in response timing
accuracy to be assessed.

To calculate the statistical power when there is no timing error, the above procedure was repeated
but this time no timing error was added to the raw response time data. Then to assess the loss of
statistical power due to the technical variance in response timing accuracy, the statistical power

Figure 1. Ex-Gaussian response times distributions.
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of the web experiments with timing error was subtracted from the statistical power of the web
experiments with no timing error.

The results of the simulation are summarized in Tables 1 and 2. Table 1 shows floor effects on
power loss with almost none and no power loss with 0.20 and 0.80 effect sizes. The maximal power
loss was with the 0.50 effect size, but even then it was negligible with a 3% drop due to technical
variance. The reduction in the accuracy of the effect size estimate due to technical variance was
again negligible across the three benchmark true effect sizes. The small error in estimates tended
to increase in a more linear fashion such that with rounding error the largest effect size of 0.80 was
found to be reduced by almost 4%.

Discussion

Although it is appreciated that technical variance in a web experiment with a between-subjects
design measuring response times will reduce the statistical power and the accuracy of the observed
effect size estimate, the findings from the simulation show that even under conditions that realisti-
cally maximize technical variance the loss of statistical power and the reduction in the accuracy of
the effect size estimate of a web experiment due to technical variance is minimal across small,
medium, and large effect sizes. These findings reflect previous assessments of the effect that timing
errors have on the statistical power of a typical lab experiment, where one machine is used to test all
participants. For instance, Damian (2010) showed that error variance due to a lag in polling the input
device is minimal relative to the error variance as a result of human task performance. Damian con-
cluded that a lag in polling the input device has a minimal effect on the statistical power of an experi-
ment. Similarly, Ulrich and Giray (1989) showed that an internal clock with a low timing resolution
negligibly affects statistical power.

The results from the simulation showed that the statistical outcomes of a web experiment would
be minimally affected by technical variance in a web experiment with a between-subjects design
measuring response times. However, one may argue that environmental variance with regard to var-
iation in distractions in the immediate testing environment might have a substantial negative impact
on the statistical outcomes of a web experiment measuring response times. But since distractions in
the immediate testing environment (e.g., due to a phone ringing) are likely to result in outlier
response times they can be excluded from statistical analysis hence the effects of distractions on the
statistical outcome may be easily minimized. Other aspects of environmental variance such as

Table 1. Statistical Power of aWeb Experiment and the Loss of Statistical Power due to Technical Variance for
the Small, Medium, and Large True Effect Sizes

Small Effect (d ¼ 0.20), % Medium Effect (d ¼ 0.50), % Large Effect (d ¼ 0.80), %

Statistical power 22 85 100
Statistical power loss 1 3 0

Table 2.Mean Effect Size Estimate of aWeb Experiment and the Reduction in Accuracy of the Mean Effect Size
Estimate due to Technical Variance for the Small, Medium, and Large True Effect Sizes

Small Effect
(d ¼ 0.20)

Medium Effect
(d ¼ 0.50)

Large Effect
(d ¼ 0.80)

Mean effect size estimate 0.19 0.48 0.77
Reduction in the accuracy of the mean effect size estimate (%) 1 3 4
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variation in screen size, viewing angle, and screen luminance may subtly increase error variance.
In most cases, the increase in error variance is probably relatively small and is therefore likely to
be subsumed into the simulated timing error associated with technical variance (10–100 ms). How-
ever, it is possible that for some experimental paradigms the error variance due to variation in screen
size, viewing angle, and screen luminancemay be expected to be sizable. In these cases, the simulation
could be conductedwith an additional variable to simulate timing error due to environmental variance.

One factor that might undermine the statistical outcome of a web experiment with a between-
subjects design measuring response times is participants dropping out of the web experiment.
This is because selective dropout in one of the between-subjects condition may mask an effect
(Birnbaum, 2001, 2004; Reips, 2000, 2002). For example, Brand (2004) documents a prime example
of how a differential dropout between conditions in a web experiment employing a between-subjects
design can effectively nullify an effect. It is therefore highly recommended that drop-out rates for con-
ditions be monitored, in order to assess whether selective dropout in a condition may have affected the
statistical findings of the web experiment. Another factor thatmight impair the quality of data fromweb
experiment data, in general, is that participantsmightmakemultiple submissions. Fortunately, there are
several methods to prevent and control for multiple submissions (see Birnbaum, 2004; Reips, 2002).

The findings from the simulation suggest that that technical variance with regard to variation in
the accuracy of response time measurements has a negligible detrimental impact on the statistical
outcomes of a between-subjects web experiment. However, other forms of technical variance may
have a greater detrimental effect on the statistical outcomes of a web experiment employing a
between-subjects design. For instance, in a web experiment investigating a subliminal priming
effect, variation in screen refresh rates may reduce the statistical power and accuracy of effects size
estimate. Encouragingly, Weinberger and Westen (2008) have successfully demonstrated a sublim-
inal priming effect in a web experiment involving a within subjects design. However, the possible
extent that variation in screen refresh rates will influence the statistical outcomes of a web experi-
ment with a between-subjects design is not clear, conducting simulations may help shed some light
on this issue as they have done so here.

Ultimately, the validity of the findings of the simulation conducted in this article, and any
simulation in general, rest largely on the legitimacy of its underlying assumptions with regard to the
choice of parameter values. For the simulation described in this article, the choice of parameters val-
ues was based on previous research (e.g., the sample size for the web experiment) and informed
opinion (e.g., range of the timing error). Changing these parameters values will obviously alter the
results from a simulation. For example, increasing the range of the timing error for the simulated
web experiment will further reduce its statistical power and the accuracy of its effect size estimate.

To improve the concision and clarity of the simulation’s findings, parameters (e.g., sample size
for the web experiment) were based on a single value, which was deemed to be reasonably legiti-
mate, as opposed to being based on a set of values. Similarly, the decision to conduct a simulation
based on one trial as opposed to multiple trials was to preserve the clarity of the simulation’s findings.
This is because Brand et al. (2011) showed that standardized effect size estimates and statistical power
can be considerably distorted in multiple trial experiments and, as a consequence, the effects of the
technical variance in timing accuracy on the statistical outcomes of the web experiment would have
been masked.

Given that the simulation presented in this article focuses exclusively on the effects of technical
variance on the statistical outcomes of web experiments measuring response times, researchers must
be careful not to over generalize from these findings. This is because different experimental para-
digms may need to take into account different sources of error or bias, when a web experiment is
employed to investigate an effect. For instance, for some experimental paradigms selective dropout
in a between-subjects condition may be an issue. Hence, the value and validity of conducting web
experiments must ultimately be judged by the researcher on a paradigm-to-paradigm basis.
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However, such judgments may be invaluably informed by findings from simulations similar to the
one presented here.

Conclusions

In summary, the findings of the simulation strongly suggest that the effects of technical variance on the
statistical outcomes of web experimentsmeasuring response times areminimal. Similarly, toGosling,
Vazire, Srivastava, and John (2004) who demonstrated that preconceptions of Internet-based ques-
tionnaires were unfounded, our findings in conjunction with previous findings investigating the accu-
racy of response times in web experiments, suggest that researchers’ preconceptions about the
unsuitability of web experiments for conducting response time based research are also misguided.

Therefore, in light of these findings, researchers should not dismiss the use of web experiments to
investigate perceptual and cognitive processes measuring response times. This is especially so if it is
understood that web experiments can have potentially far greater statistical power than traditional
lab experiments. Researchers should not consider survey-based research as the only type of research
that is suitable to conduct on the web. Other more traditional lab experiments may also be effectively
implemented online. Moreover, given the potential advantages of web experiments, in terms of
statistical power and truly voluntary motivated participants, researchers should be actively
pursing this approach rather than shunning it.
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