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T
he recent explosion of publicly shared, decentralized infor-
mation production that characterizes digital societies1 and in 
particular social media activity2 provides an exceptional labo-

ratory for the observation and study of complex social dynamics3, 
and potentially functions as a laboratory to understand, test and 
validate possible solutions to large-scale crises4. Pandemics are an 
instance of such crises, and the current outbreak of COVID-19 may 
therefore be thought of as a natural experiment to observe social 
responses to a major threat that may escalate to catastrophic lev-
els and has already managed to seriously affect levels of economic 
activity and radically alter human social behaviours across the 
globe. In this study, we show that information dynamics tailored 
to alter individuals’ perceptions, and potentially their behavioural 
responses, is associated with a shift of collective attention5 towards 
false6,7 or inflammatory8 content, a phenomenon named infodemic 
(that is, an epidemic of information)9–12, sharing similarities with 
more traditional epidemics and spreading phenomena13–15.

Contrary to what could be expected in principle, this natural 
experiment reveals that, on the verge of a threatening global pan-
demic emergency due to SARS-CoV-2 (refs. 16–18), human com-
munication activity is largely characterized by the production of 
informational noise and even of misleading or false information19. 
This generates waves of unreliable and low-quality informa-
tion with potentially dangerous impacts on society’s capacity to 
respond adaptively at all scales by rapidly adopting those norms 
and behaviours that may effectively contain the propagation of the 
pandemic20. Spreading false or misleading information may pre-
vent the timely and effective adoption of appropriate behaviours 
and of public health recommendations or measures21. Therefore, 
on the one hand, we face the threats of a pandemic, which spreads 
in the absence of effective therapies and valid countermeasures and 
calls for major efforts to model and anticipate the time course of 
its diffusion18. On the other hand, we can speak of an infodemic 
threat22, which proliferates when credible information sources fail 
to capture the attention and trust of some parts of the public, for 
whom alternative, low-quality sources are more appealing as they 
capture more social attention23, better match their own beliefs or 

prejudices24, or sound more convincing, thanks to their typically 
straightforward messages25.

The appeal of low-quality, misleading or manipulative informa-
tion relies on simple, effective psychological mechanisms, such as 
curbing anxiety by denying or minimizing the seriousness of the 
threat; controlling fear and anger by targeting scapegoat individu-
als, groups or institutions as the ones responsible for the crisis; and 
delivering an illusory sense of control through the provision of ‘mir-
acle’ remedies. Similarly to epidemics, infodemics could be thought 
of as outbreaks of false rumours and unreliable news26,27 with unex-
pected effects on social dynamics (Fig. 1), which can substantially 
increase epidemic spread. Infodemics call for suitable policy inter-
ventions built on state-of-the-art social and behavioural research28.

As shown in Fig. 1, an infodemic is the result of the simultane-
ous action of multiple human and non-human sources of unreli-
able or misleading news in times of great abundance of circulating 
information. Note that, although this study does not directly deal 
with non-human accounts and their role in (mis-)information dif-
fusion, we include them in the figure because they are known to 
be important contributors of noise in online social media7,8,29–31. As 
users are repeatedly hit by a given message from different sources, 
this works as an indirect validation of its reliability and relevance, 
leading the user to spread it in turn and to become a vector of  
dangerously misleading information.

The COVID-19 crisis allows us to provide an evidence-based 
assessment of such risks and of the real-time interaction of info-
demic and epidemic spread14. We focus our attention on the analysis 
of messages posted on Twitter32, an online social network charac-
terized by heterogeneous connectivity33 and topological shortcuts 
typical of small-world systems34. Information spread on this type of 
network is well understood in terms of global cascades in a popu-
lation of individuals who have to choose between complementary 
alternatives, while accounting for the behaviour and the relative 
size of the individuals’ social neighbourhoods35, as well as for fac-
tors that characterize the popularity of specific content, such as the 
memory time of users and the underlying connectivity structure36. 
However, the exact mechanisms responsible for the spread of false 
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information and inflammatory content, for example during political 
events8,30,37,38, remain fundamentally unknown. Recently, it has been 
suggested that this challenging phenomenon might exist because, at 
a population level, the dynamics of multiple interacting contagions 
are indistinguishable from social reinforcement39.

This feature reinforces the increasing consensus around the idea 
that infodemics of news consumption should be analysed through 
the lens of epidemiology9,40 to gain insights about the role of online 
activities in spreading reliable as well as unreliable news. To this 
end, we monitored Twitter activity and collected more than 112 
million messages using a selection of words commonly used in 
the medical discourse about COVID-19, between 22 January and 
10 March 2020 (see Methods for the details). The messages were 
in 64 languages from around the world, but because of our data 
filtering and enrichment procedures, the largest fraction of anal-
ysed messages point to English-language sources. As a result, the 
findings reported in this study mostly capture the behaviour of the 
English-speaking portion of Twitter users, while in the majority of 
countries included in our analysis, English is not an officially spo-
ken language. Additionally, Twitter demographics are not represen-
tative of the general population—there is overrepresentation of the 
highly educated, working-age male population. Moreover, limiting 
the focus to medical terminology clearly narrows the scope of our 
search and is a further limitation of our work. However, it allows us 
use terms such as ‘coronavirus’ and ‘covid19’ that are interculturally 
consistent and used in several languages not depending on local idi-
omatic usages and variants. We describe in detail the limitations of 
our dataset in the Discussion and Methods.

Results
Where available, we extracted URLs from messages, collecting 
approximately 20.7 million links (3.3 million unique) pointing to 
websites external to the platform. Each URL was then subjected to our 
source reliability rating method, inheriting the reliability of its source 

(Methods, Table 1 and Supplementary Fig. 1). We successfully associ-
ated approximately 50% of URLs with a reliability rating by screen-
ing almost 4,000 expert-curated web domains; the remaining corpus 
pointed to disappeared web pages or to content not classifiable auto-
matically (for example, videos on YouTube) and rarely shared sources.

Our method allowed us to overcome the limitations due to text 
mining of different languages for the analysis of narratives. However, 
this step in our analysis is predominantly based on sources in 
English, and this prevents us from covering and representing local 
discourses that mostly use local languages.

To better understand the diffusion of these messages across 
countries, we filtered messages that included geographic informa-
tion. Approximately 0.84% of the collected posts were geotagged 
by the user, providing highly accurate information about their geo-
graphic location. By geocoding the information available in users’ 
profiles, we were able to extend the corpus of geolocated messages 
to approximately 50% of the total observed volume (Fig. 2 and 
Methods). We therefore analysed more than 60 million geolocated 
messages, containing more than 9 million news links.

For each message, we applied a distinction between verified and 
unverified users. Usually, verification is performed by the social 
platform to clearly identify accounts of public interest and certify 
that they are authentic. The number of followers Ku of a single user u 
defines the exposure (see Supplementary Note 1 for further details), 
in terms of potential visualizations at first-order approximation, of 
a single message m posted by user u at time t. Let Mu(t,t + Δt) indi-
cate the set of messages posted by user u in a time window of length 
Δt. Since there are two different classes of users—verified (V) and 
unverified (U) accounts—we define the partial exposure (E) due to 
a single class Ci (i = V,U) as

Ei t; t þ Δtð Þ ¼
X

u2Ci

X

m2Mu t;tþΔtð Þ

Ku ð1Þ

BotHuman

#SARSCoV2 is a

biological weapon

developed by China

Coronavirus

is just a flu...

Follow social distancing

rules to fight the spread

of covid19

Stay at home!

#covid-19

Fake news

spreader

Reliable news

spreader

A

B

C
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Fig. 1 | How infodemics work. Human (circles) and non-human (squares) accounts participate in the spread of news across a social network. Some users 

(A and B) create unreliable content, such as false or untrustworthy news or unsupported claims, while others (C) create content informed by reliable 

sources. When the topic attracts worldwide attention as in the case of COVID-19, the volume of information circulating makes it difficult to orientate 

oneself and to identify reliable sources. Indeed, some users (D) might be exposed to unreliable information only, while others (e and F) might receive 

contradictory information and become uncertain as to what information to trust. This is exacerbated when multiple spreading processes co-occur, and 

some users might be exposed multiple times to the same content or to different contents generated by distinct accounts.
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Note that different users of the same class might have overlap-
ping social neighbourhoods: those neighbours might be reached 
multiple times by the messages coming from distinct users of the 
same class; therefore, our measure of exposure accounts for this 
effect. Note also that our measure provides a lower bound to the 
number of exposed users, because we do not track higher-order 
transmission pathways: a user might read a news item included in 
a message but not share it further. There is no way to account for 
such users.

The assumption that all followers of a specific user u will be 
reached by posted messages is clearly unrealistic. In Supplementary 
Note 1, we provide a mathematical extension of the definition of 
exposure from equation (1), which allows one to relax this assump-
tion on the basis of a recent study7 and a mean-field model, without 
altering the quantitative analysis presented in this study.

Finally, for each message, we identified the presence of links 
pointing to external websites, and for each link, we verified whether 
it came from a trustworthy source or not (Methods). The reliability 
rm of a single message m is either 0 or 1, because we discarded all 
web links that could not be easily assessed (such as ones shortened 
by third-party services) or that pointed to external platforms (such 
as YouTube) where it is not possible to automatically classify the 
reliability of the content. The news reliability of messages produced 
by a specific class of users (Ri) is therefore defined as

Ri t; t þ Δtð Þ ¼
X

u2Ci

X

m2Mu t;tþΔtð Þ

rm ð2Þ

Unreliability can be defined similarly by replacing rm with 1 − rm. 
Exposure and reliability are useful descriptors but do not fully suf-
fice to assess the risk of infodemics. For this reason, we developed 
an Infodemic Risk Index (IRI), which quantifies the rate at which 
a generic user is exposed to unreliable news produced by a specific 
class of users (partial IRI, equation (3)) or by any class of users  
(IRI, equation (4)):

pIRIi t; t þ Δtð Þ ¼

P

u2Ci

P

m2Mu t;tþΔtð Þ

Ku 1� rmð Þ

P

i

Ei t; t þ Δtð Þ
ð3Þ

IRI t; t þ Δtð Þ ¼
X

i

pIRIi t; t þ Δtð Þ ð4Þ

Both indices are well defined and range from 0 (no infodemic 
risk) to 1 (maximum infodemic risk). Note that we can calculate 

Table 1 | Description of the nine categories of news in our classification

Category Harm 
Score

Description Count type total

Science 1 Domains providing content validated via scientific scrutiny. 150 reliable 1,434

Mainstream media 2 Domains providing content that is generally subjected to professional fact 
checking and abides by the rules of media accountability.

1,284

Satire 3 Domains providing content that is intentionally and explicitly aiming at providing 
a distorted representation of events as a form of humour and/or social critique.

177 Unreliable 2,264

Clickbait 4 Domains providing content that generally distorts or intentionally misrepresents 
information to capture attention.

47

Political 7 Domains providing content that presents a partisan representation and 
interpretation of facts to support a political position over rival ones.

697

Fake or hoax 8 Domains providing manipulative and fabricated content with the purpose 
of misleading public opinion on socially relevant issues and provoking 
inflammatory responses.

917

Conspiracy and junk 
science

9 Domains providing systematically manipulative and fabricated content with the 
purpose of legitimizing implausible conceptualizations of facts and knowledge 
through argumentative methods that coarsely mimic those of scientific 
reasoning but without any sound logical or factual basis, targeting individuals or 
social groups as covert instigators or perpetrators of harmful actions.

426

Other 5 Domains pointing to general content that cannot be easily classified, such as 
videos on YouTube.

160 Unknown 194

Shadow 6 Domains related to UrL shortening that cannot be classified a priori but would 
require further UrL expansion.
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Fig. 2 | the evolution of twitter activity about the COVID-19 pandemic. 

We observe a first increase in collective attention after the outbreak 

in Wuhan, China (between 24 January and 2 February 2020), and a 

second strong rise after the epidemics began to spread in northern Italy 

(20 February 2020 onwards). The fraction of geolocated messages 

(messages with shared locations, or geonamed, indicated in green) is 

constantly approximately 50% of the total volume recorded (indicated 

in blue). From 26 February, we reached the limit of the fraction of data 

shared by Twitter (Methods), missing an increasing fraction of Tweets 

(indicated in red).
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all the infodemic descriptors introduced above at a desired level of 
spatial and temporal resolution.

Figure 3 shows how countries characterized by different levels of 
infodemic risk present very different profiles of news sources, which 
appear not to be strictly correlated with the level of socio-economic 
development (Supplementary Fig. 2). In low-risk countries such as 
Canada and South Korea, the level of infodemic risk remains small 
throughout the period of study, apart from isolated spikes mostly 
associated with unverified sources. As the epidemic spreads to 
important levels, infodemic risk further decreases, signalling an 
increasing focus of the public towards reliable news sources. By 
contrast, in a high-risk country such as Venezuela, the infodemic 

is pronounced throughout the period of observation, and in addi-
tion to the expected activity from unverified sources, even verified 
sources contribute to a large extent to the infodemic. Finally, in a 
relatively high-risk country such as Russia, infodemic risk is erratic 
with sudden, very pronounced spikes, and again verified sources 
play a major role. Here too, information about the epidemic is frag-
mented and mostly unreliable.

Overall, the global level of infodemic risk tends to decrease 
as COVID-19 spreads globally, suggesting that epidemic spread 
leads people to look for relatively more reliable sources. It also 
suggests that verified influencers with many followers started 
to point to more reliable news (Supplementary Figs. 3 and 4 and 
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evolution of risk over time for a sample of countries; the bars indicate the partial contributions of verified and unverified users to the overall risk and the 

dashed lines represent the cumulative mean of the IrI at a given day d (computed as the ratio between the cumulative sum of the daily IrI in the days 

between 22 January and d, and the number of days between these two dates). risk evolution for the whole world is also shown, demonstrating an overall 

decrease of risk over time (bottom middle panel, where the grey line represents a LOeSS regression with R2 = 0.29). The markers horizontally aligned at 

the top of each panel indicate the daily confirmed epidemiological cases, with their number encoded by the markers’ sizes (Venezuela does not contain 

epidemiological markers as no confirmed cases were reported at the time of the anaysis). Map made with public domain Natural earth data.
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Supplementary Note 2), possibly shifting the state of the info-
demic towards a clearer information landscape where it is easier to  
orientate and to identify unreliable facts.

In the case of Italy, where the epidemic struck the country heavily 
within the window of observation of the current study, we observe 
in coincidence with the first verified domestic contagions a sud-
den, clear increase in national Google searches for the best-known 
Italian virologists as they gained substantial visibility on national 
mainstream media (Supplementary Note 2). Our data do not allow 
us to establish a causal relationship between the sudden increase 
in popularity and media exposure of such experts and the shift in 
focus from unreliable to reliable sources in online social media con-
versations. However, it is likely that a spillover effect has occurred, 
contributing at least partly to this shift, as Italian Twitter is known 
to be very reflective of trending personalities and topics from the 
mainstream media41. This overall pattern, linking the local spread 
of the epidemics to the diffusion of more reliable information, is 
confirmed in terms of measures of infodemic risk aggregated daily 
and at the country level (Fig. 4 and Supplementary Figs. 5 and 6). 
This pattern is particularly pronounced with the escalation of the 
epidemic, suggesting that the effect could be mediated by levels of 
perceived social alarm.

In principle, countries with high infodemic risk could also pres-
ent more reliability issues in terms of reporting of epidemic data, 

thus altering the perceptions of the public and indirectly misleading 
them in their search for reliable information. In fact, there have been 
cases of countries with high infodemic risk where political leaders 
have actively spread misleading information and openly questioned 
the necessity to accurately track and measure the development of 
the epidemic diffusion, as well as the reliability of fact-checking 
sources42–45. Our results, though, do not provide direct supporting 
evidence for this possibility, and this remains an open question for 
future research.

The dynamic profiles of infodemic risk in countries with simi-
lar risk levels may also be very different. Figure 5 compares Italy 
with the United States. In the case of Italy, the risk is mostly due to 
the activity of unverified sources, but we notice that with the out-
break of the epidemic, the production of misinformation collapses, 
and there is a sudden shift to reliable sources. In the United States, 
misinformation is mainly driven by verified sources, and it remains 
essentially constant even after the epidemic outbreak. Notice also 
how infodemic risk varies substantially across US states. As in our 
time window the United States lagged widely behind Italy in terms 
of epidemic progression, it remains to be seen whether a similar 
readjustment can be observed for the United States later on. Figure 
5 shows, however, that the relationship between the reduction of 
infodemic risk and the spread of the epidemic seems to be a rather 
general trend, as the relationship between the number of confirmed 
cases and infodemic risk is (nonlinearly) negative, confirming the 
result shown in Fig. 4. Figure 5 also shows how the evolution of 
infodemic risk among countries with both high message volume 
and considerable epidemic contagion tends to be very different. The 
IRI maintained its relatively high level not only in countries such 
as Iran but also in the United States, Germany, the Netherlands, 
Sweden and Norway. Conversely, in other countries such as Italy, 
South Korea and Japan, the IRI substantially dropped with the pro-
gression of the epidemics.

Discussion
Our findings show that, in a highly digital society, the epidemic and 
the infodemic dimensions of COVID-19 co-evolve. The infodemic 
dimension is driven by a heterogeneous set of actors who pursue 
largely undisclosed goals.

Given the lack of pharmacological interventions to combat 
COVID-19, responsible behaviours driven by reliable information 
at all scales are key for the mitigation of adverse effects. It may there-
fore be important to develop integrated public health approaches, 
where the biological and informational dimensions of an epidemic 
are equally recognized, taken into account and managed through 
careful policy design.

Here, we have shown that in the context of the COVID-19 cri-
sis, complex infodemic effects are indeed at work, with remark-
able variations across countries, and the level of socio-economic 
development is not the key discriminant to separate countries with 
high versus low infodemic risk. In fact, we find that there are G8 
countries with remarkable infodemic risk (for example, Russia and 
Germany) and developing countries with far lower risk levels (for 
example, Thailand and the Philippines). This means that, especially 
in countries where infodemic risk is high, the eventual speed and 
effectiveness of the containment of COVID-19 could depend on a 
prompt policy switch in communication strategies and in the effec-
tive countervailing of the most active sources of unreliable news. 
The escalation of the epidemics leads people to progressively pay 
attention to more reliable sources, thus potentially limiting the 
impact of infodemics, but the actual speed of adjustment may make 
a major difference in determining the social outcome (and in par-
ticular between a controlled epidemic and a global pandemic).

Our study is characterized by important limitations. A key limi-
tation of any data collection from social media content is that each 
social medium has a specific demographic that is not representative 
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the analysis and reporting the average value on the x axis. This allows us 
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box plots. In box plots, the centre lines represent the medians, the boxes 

the range between the 25th and 75th percentile, and the whiskers the range 

between the smallest and largest data point, excluding outliers, which are 

represented as circles. Therefore, the difference between two boxes is 

statistically significant when each middle line lies outside of the other box. 

On the basis of the results of both a one-way ANOVA (F statistic (degrees 

of freedom), 18.86 (5); P < 0.001; effect size, F = 0.05; 95% confidence 

interval, (0.03, 0.06); the data distributions were assumed to be normal, 

but this was not formally tested) and Kruskal–Wallis rank sum tests F 137.14 

(5); P < 0.001; effect size, F = 0.0677; 95% confidence interval, (0.0501, 

0.0918); no assumptions are needed to use this non-parametric test), there 

is evidence of a statistically significant effect (P < 0.001 for both tests) of 

the number of reported cases on the IrI cumulative mean. In Supplementary 

Fig. 4, we provide further tests illustrating the significant difference between 

each pair of boxes except pairs 3–7 with 1–2 and with 8–15 and pair 16–50 

with 51–9,999, where the differences are not statistically significant.
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of the whole population, so that different social media are biased in 
different directions46. However, social media platforms offer unique 
opportunities to collect very large volumes of data in real time on 

key social phenomena, and currently there are no viable alternatives 
for the collection of similar amounts of data in an equally timely 
way from other sources. There is currently no means of obtaining 
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Fig. 5 | Infodemic evolution is country dependent. a, As in Fig. 3, for the european Union and the United States at a finer resolution, with a detailed map for 

Italy (regional resolution). Areas with fewer than ten messages were excluded from the analysis and are colour-coded in grey. Note the striking drop in the 

Italian IrI coinciding with the first official report of non-imported epidemiological cases. b, risk evolution for countries characterized by a high volume of 

messages per day (at least one day with more than 2,000) and a high number of epidemiological cases (at least one day with more than 100). This picture 

illustrates, with the same colour legend as in the maps, how the temporal pattern of the infodemic is strongly localized and depends on the online discourse 

of each country. c, The number of epidemiological cases is shown against the IrI for all countries with at least one confirmed COVID-19 case. The countries 

are coloured according to their continent, with dot sizes proportional to the daily volume of messages generated. The black dashed curve encodes a local 

polynomial regression fit, here shown as a guide for the eye to highlight the highly nonlinear pattern relating epidemic and infodemic indices, while the 

shaded area and the solid red line encode a simple linear regression fit with a 95% confidence interval illustrating an anticorrelation (Spearman’s r, −0.42; 

confidence interval, (−0.60, −0.24)). China is an outlier due to its role in the global epidemic in terms of the timing and size of the contagion, which makes 

it difficult to compare it with other countries; it has therefore been removed from this analysis. Maps made with public domain Natural earth data, which 

also define the country abbreviation codes used in b and c.
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representative data worldwide relying only on online sources, yet 
the collection of offline sources presents other substantial limita-
tions. In fact, before the advent of social media, it would have been 
unthinkable to carry out analyses of social phenomena at this scale 
in real time. Our focus on Twitter means that our reference popula-
tion tends to be highly educated, working age and male, and our 
filter selection and source reliability database exacerbate this bias 
towards English-speaking users. One way to tackle this problem in 
future research is to extend data collection to several social media 
platforms at once, but there is a clear trade-off between intensively 
collecting large volumes of data on a single platform and exten-
sively collecting data from multiple platforms with smaller volumes 
for each. Moreover, joint collection from multiple biased sources 
remains biased in principle, although the overall bias becomes less 
controllable. We consider our approach as a first step, with clear 
limitations, which may provide a benchmark for more comprehen-
sive future approaches.

There are several important questions and goals for future 
research. We highlight four: (1) a better understanding of the role of 
artificial agents (bots) in infodemics, (2) the development of truly 
multilingual corpora and source reliability databases, (3) the exten-
sion of text mining to multiple social media platforms while main-
taining the highest possible volumes of mined content from each 
source, and (4) building a representative sample of the global popu-
lation through a suitable integration of online and offline sources. 
These are formidable challenges, but their urgency and relevance 
do not need much argumentation. We look forward to the future 
developments of what promises to be an emerging discipline with 
key theoretical and policy implications.

Methods
Data collection. We followed a methodology for collecting social media data 
consolidated over the years. We focused on Twitter, which is well known for 
providing access to publicly available messages upon speci�c requests through 
their application programming interface (API). We identi�ed a set of hashtags and 
keywords gaining collective attention since the �rst recorded cases of COVID-19: 
coronavirus, ncov, #Wuhan, covid19, covid-19, sarscov2 and covid. �is set 
includes the o�cial names of the virus and the disease, including the early tentative 
ones, as well as the name of the city where the �rst cases of COVID-19 were 
recorded. We estimate the recall rate for these keywords to be higher than 16% 
and probably in the 40%–60% range at the time of recording (see Supplementary 
Note 3 for more details). We used the Filter API to collect the data in real time 
from 24 January 2020 to 10 March 2020 and the Search API to collect the data 
between 21 January 2020 and 24 January 2020. Our choice allowed us to monitor, 
without interruptions and regardless of the language, all the tweets posted about 
COVID-19 since 22 January 2020, when China reported more than 6,000 cases, 
calling for the attention of the international community. �e Stream API has the 
advantage of providing all the messages satisfying our selection criteria and posted 
to the platform in the period of observation, provided that their volume is not 
larger than 1% of the overall (un�ltered) volume of posted messages. Above 1% of 
the overall �ow of information, the Filter API provides a sample of �ltered tweets 
and communicates an estimate of the number of lost messages. Note that this 
choice is the most reliable to date: in fact, it was recently shown that biases a�ecting 
the Sample API (which samples data on the basis of rate limits), for instance, are 
not found in the REST and Filter APIs47. In Supplementary Note 4, we show how 
this problem does not a�ect our data.

We estimate that until 24 February 2020, we lost approximately 60,000 tweets 
out of millions, capturing more than 99.5% of all messages posted (Fig. 2). The 
global attention towards COVID-19 increased the volume of messages after 25 
February 2020; however, Twitter restrictions allowed us to get no more than 4.5 
million messages per day, on average. We have estimated a total of 161.2 million 
tweets posted until 10 March 2020; we have successfully collected 112.6 million  
of them.

Geocoding. The user’s self-declared location field was used for geocoding with 
ArcGIS API. For approximately 56% of users, we had a response in terms of 
latitude and longitude. However, a large portion of these answers (about 10%) were 
associated with a small number (~1,600) of wrongly attributed locations that were 
removed (reaching the 50% ratio indicated in the main text). These errors were 
mostly caused by the use of non-toponyms in the location field such as ‘Home’ or 
‘Somewhere’, or other pieces of information (such as Instagram and website URLs), 
which were wrongly associated with real locations. We identified these errors 
by isolating single locations associated with a large number of different unique 

user-defined location strings. Finally, we also filtered out names of continents that 
were correctly geocoded but do not match the country-based granularity we set for 
our analysis. The reliability of our method was tested by comparing geocoded and 
georeferenced data for the United States (Supplementary Note 5).

Source reliability rating. We collected manually checked web domains from 
multiple publicly available databases, including scientific and journalistic ones. 
Specifically, we considered data shared by the sources listed in refs. 48–56.

The databases adopted different labelling schemes to classify web domains. 
We therefore first had to develop a unifying classification scheme, reported in 
Table 1, and map all existing categories into a unique set of categories. Note that 
we have also mapped those categories into a coarse-grained classification scheme, 
distinguishing between reliable and unreliable.

We found a total of 4,988 domains, reduced to 4,417 after removing hard 
duplicates across databases. Note that a domain is considered a hard duplicate if its 
name and its classification coincide across databases.

A second level of filtering was applied to domains that are classified differently 
across databases (for example, xyz.com might be classified as FAKE/HOAX in 
a database and as SATIRE in another database). To deal with these cases, we 
adopted our own classification method by assigning to each category a Harm 
Score (HS) between 1 and 9. When two or more domains were soft duplicates, we 
kept the classification with the highest HS, as a conservative choice. This phase of 
processing reduced the overall database to 3,920 unique domains.

The HS classifies sources in terms of their potential contribution to the 
manipulative and misinformative character of an infodemic. As a general principle, 
the more systematic and intentionally harmful the knowledge manipulation 
and data fabrication, the higher the HS. “Science” or “Scientific” content has the 
lowest level of HS due to the rigorous process of validation carried out through 
scientific methods. “Mainstream media” content has the second lowest level of HS 
due to its constant scrutiny in terms of fact checking and media accountability. 
“Satire” is an unreliable source of news, but due to its explicit goal of distorting or 
misrepresenting information according to specific cultural codes of humour and 
social critique, it is generally identified with ease as an unreliable source. “Clickbait” 
is a more dangerous source (and thus ranks higher in HS) due to its intent to 
pass fabricated or misrepresented information for facts, with the main purpose of 
attracting attention and online traffic (that is, for mostly commercial purposes), 
but without a clear ideological intent. “Other” is a general-purpose category that 
contains diverse forms of (possibly) misleading or fabricated content, not easily 
classifiable but probably including bits of ideologically characterized content 
pursuing systematic goals of social manipulation, and thus ranking higher in HS. 
“Shadow” is a similar category to the previous one, where links are anonymized and 
often temporary (for example, bit.ly and dlvr.it), thereby adding an extra element 
of unaccountability and manipulation that translates into a higher level of HS. 
Known vanity URL shorteners such usnyti.ms for the New York Times and wpo.
st for the Washington Post are automatically associated with the source. “Political” 
is a category where we find an ample spectrum of content with varying levels of 
distortion and manipulation of information, also including mere selective reporting 
and omission, whose goal is to build consensus on a polarized political position 
against others; this category therefore directly aims at conditioning the public 
discourse and opinion making, with a higher HS than the previous categories. 
The majority of web domains listed in this category overlap with ‘left’ and ‘right’ 
categories as defined by the MediaBiasFactCheck source, while domains labelled 
as left-centre and right-centre are considered Mainstream media. “Fake or hoax” 
contains entirely manipulated or fabricated inflammatory content that is intended 
to be perceived as realistic and reliable and whose goal may also be political but 
fails to meet the basic rules of plausibility and accountability, thus reaching an even 
higher level of HS. Finally, the highest level of HS is associated with “Conspiracy 
and junk science”—that is, to strongly ideological, inflammatory content that aims 
at building conceptual paradigms that are entirely alternative and oppositional to 
tested and accountable knowledge and information, with the intent of building 
self-referential bubbles where fidelized audiences are simply refusing a priori any 
kind of knowledge or information that is not legitimized by the alternative source 
itself or by recognized affiliates, as is typical in sects of a religious or other nature.

A third level of filtering concerned poorly defined domains—for example, 
the ones explicitly missing top-level domain names (such as “.com” or “.org”)—as 
well as the domains not classifiable by means of our proposed scheme. This 
action reduced the database to the final number of 3,892 entries (Table 1 and 
Supplementary Fig. 1).

Finally, in Supplementary Note 6 we also provide quantitative results excluding 
effects due to the shift of misinformation towards untracked domains during 
the time frame of our analysis. In Supplementary Note 7, we further provide a 
comparison between MediaBiasFactCheck and other databases.

Data limitations and possible selection biases. The process of gathering and 
integrating vast sources of user-generated data provides us with the opportunity 
of analysing complex collective phenomena in almost real time. At the same time, 
it is subject to a number of limitations inherent in user-generated content data45 
selection biases that might influence the analysis at different levels. In this section, 
we discuss these limitations in detail, as well as how they affect our results.
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Use of Twitter as a data source (population bias). All Twitter-based research has to 
cope with the intrinsic demographic limitations of Twitter’s penetration: our results 
apply mostly to well-educated males (65% of Twitter users57) between the ages of 18 
and 34 (58% of Twitter users, according to Statista GmbH58). Although our results 
must be interpreted in the light of these demographic limitations, we believe that 
our work represents a first step in establishing a robust research agenda for the 
study of infodemic risk. Future research should expand our knowledge by working 
on different demographics from different data sources.

Furthermore, as the COVID-19 public health emergency spread and raised 
international concern, Twitter (as well as Facebook and Google) took actions 
against the diffusion of unreliable/misleading news by attempting to prioritize 
reliable sources over unreliable ones. In Supplementary Note 8, we show how this 
action seems not to have influenced our measures.

Use of words written with Latin characters in the Twitter Filter API (data filtering 
bias). Latin characters, and particularly English, are widespread and often used 
for hashtags in messages in languages not using the same alphabet. However, the 
fact that we used a set of terms shared by Western languages (including English, 
Spanish, French, Portuguese, German, Italian and others) to select tweets in the 
Filter API may exacerbate the Twitter bias towards highly educated individuals in 
countries where local languages do not use Latin characters.

Use of a limited and static list of words in the Twitter Filter API (data filtering 
bias). As discussed above, our analyses do not focus on reconstructing the whole 
communication network related to the topic; instead, they focus on estimating 
the fraction and impact of unreliable news. Therefore, our rationale behind the 
word choice was to include the most commonly used keywords to ensure that, 
if the discourse abruptly changed its key terms, we were still tracking them. 
This might lower the recall rate, as new terms might be progressively emerging. 
In particular, our dataset only partially includes ‘#stayathome’ or ‘#staystrong’ 
messages, but ultimately our focus is on understanding whether news related to 
key medical pandemic hashtags is reliable or not, and to what extent this news 
reliablity correlates with the epidemic wave. For this reason, we chose a set of 
words commonly used in medical discourse, using query expansion when it was 
crucial for collecting medical-related data (for example, when the name of the virus 
and of the disease changed to SARS-CoV-2 and COVID-19, respectively, from the 
previous 2019-nCov).

An alternative would have been to use automated query expansion techniques 
to enlarge the set of terms used for filtering. Unfortunately, there is not yet an 
agreement on a standard methodology, as each design leads to a different source 
of bias. For example, a possible method would have been to build a hashtag 
co-occurrence network periodically and to expand the list using more central 
nodes in such networks. However, query expansions might have increased the 
sample at the expense of introducing further bias in our analysis, as it would have 
been done, day by day, on a considerably different user base. While our choice does 
not provide a complete picture of the social dynamics during the pandemic, it was 
specifically designed for the task of gathering tweets containing links to medically 
related news sources, reliable or not, which is the focus of our paper.

Use of Western-centric fact-checking sites (data enrichment bias). To enhance 
the specificity and robustness of our multilanguage Twitter dataset sample, we 
collected fact-checking information data from several different and independent 
sources. Since the World Wide Web is strongly English centric, this collection 
of sources provides an overabundance of information about content in English. 
The English-centric nature of the resources helping us identify unreliable news 
sources probably exacerbates the intrinsic Twitter demographic limitations towards 
well-educated English-speaking users, a bias that could not be amended by any 
more complete database.

To assess this limitation, we collected statistics from Amazon Alexa (www.
alexa.com/topsites/countries) about web traffic (the top 50 most visited websites) 
for all countries across the globe, matching these lists with the list of domains 
we used to classify reliable and unreliable sources. Remarkably, for 127 countries 
we have at least one domain in the reliable top-50 news source, and for 21 (iso2 
codes: AE, AR, BB, BE, CA, DK, FR, KE, MX, NG, PA, PE, PH, PR, PT, QA, SD, 
SE, TT, US and VE) we have at least one domain in the top-50 websites labelled 
as unreliable (split equally between politically biased and fake or hoax websites). 
In fact, this is a lower bound, because Alexa provided only major domains, 
disregarding subdomains that we instead classified as well. This large presence 
among the very top tier of websites suggests that our results are robust for 
multilanguage/multicultural analysis.

In our opinion, however, it is not entirely correct to say that fact-checking sites 
suffer from a Western-centric bias. It is the very notion of institutional sources 
of fact-checking and certification of media bias that is today still largely Western 
centric. An eloquent picture is provided by Reporters Without Borders’ Press 
Freedom Index (https://rsf.org/en/ranking), where it is clearly shown that today, 
apart from the Western world and a few isolated non-Western countries (South 
Korea, Costa Rica, Jamaica, Uruguay, South Africa, a few small Western African 
states and micro states), the media environment of all other countries cannot be 
considered free, and in such conditions, the possibility of thorough, transparent 

fact-checking is basically impossible. So, whereas we acknowledge that our study 
suffers from other sources of bias, we are not sure that this particular source should 
be classified as such: we are simply considering the only functioning, relatively 
reliable sources of fact-checking available.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The datasets generated during the current study are available from the 
corresponding author on reasonable request. The aggregated information, 
compliant with all privacy regulations, is publicly available online at the Infodemics 
Observatory (http://covid19obs.fbk.eu/) and at OSF (https://doi.org/10.17605/OSF.
IO/N6UPX).

Code availability
The custom code that supports the findings of this study is available from the 
corresponding author upon request and available alongside the data in the 
permanent repository indicated above.
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