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We describe a strategy for including ligand and protein polarization in docking that is based on the conversion
of induced dipoles to induced charges. Induced charges have a distinct advantage in that they are readily
implemented into a number of different computer programs, including many docking programs and hybrid
QM/MM programs; induced charges are also more readily interpreted. In this study, the ligand was treated
quantum mechanically to avoid parametrization issues and was polarized by the target protein, which was
treated as a set of point charges. The induced dipole at a given target atom, due to polarization by the ligand
and neighboring residues, was reformulated as induced charges at the given atom and its bonded neighbors,
and these were allowed to repolarize the ligand in an iterative manner. The final set of polarized charges was
evaluated in docking using AutoDock 4.0 on 12 protein-ligand systems against the default empirical Gasteiger
charges, and against nonpolarized and partially polarized potential-derived charges. One advantage of AutoDock
is that the best rmsd structure can be identified not only from the lowest energy pose but also from the largest
cluster of poses. Inclusion of polarization does not always lead to the lowest energy pose having a lower
rmsd, because docking is designed by necessity to be rapid rather than accurate. However, whenever an
improvement in methodology, corresponding to a more thorough treatment of polarization, resulted in an
increased cluster size, then there was also a corresponding decrease in the rmsd. The options for implementing
polarization within a purely classical docking framework are discussed.2008112

Introduction

A variety of virtual screening protocols are used in drug
discovery for both hit generation and lead optimization and
consequently there is much effort to improve both the efficiency
and the accuracy of these methods. Here we present initial
quantum mechanical/molecular mechanics (QM/MM) studies
on the inclusion of polarization in both the ligand and the target.
Current virtual screening approaches range from pharmaco-
phore-based methods,1 through empirical or knowledge-based
methods2-7 to physics-based methods.8-15 Each approach has
its merits. For instance, pharmacophore-based methods are not
susceptible to the same kinds of errors as physics-based ones,
whereas empirical methods can be parametrized to reproduce
known binding constantssprovided that they are used on
systems similar to those used in the parametrization. Various
combinations of these approaches are also used. Typically, the
physics-based methods employ molecular mechanics to evaluate
the ligand-target interaction energy and the errors in such force-
field-based methods are well understood from their use in
molecular dynamics and Monte Carlo simulations.16 Explicitly
modeled molecular mechanics polarization is frequently absent
from most such simulations, from many hybrid QM/MM
(quantum mechanical/molecular mechanics) studies and from
most docking experiments.16,17

Past approaches to modeling MM polarization include those
based around a fluctuating charge model,18-22 those based on a
Drude Oscillator model23-27 and those based around induced
dipoles.28-42 The latter approach is the most widespread, and
the SIBFA implementation43 is one of a small number of
programs with a long track record in terms of application to
ligand-receptor interactions. Other recent specific approaches
to polarization are reviewed elsewhere.44 Our method as
presented here is distinct from these, as it is based upon
modifications to the MM charges of a QM/MM system, induced
through the influence of the QM region. Compared to purely
MM approaches, QM treatment is convenient in that it avoids
the need for parametrization of new ligands. In contrast to the
induced dipole and Drude Oscillator models, it holds the
advantage of being expressed purely in modifications to already
existent point charges, making for easier integration with
packages, such as AutoDock, that use point charges to model
the electrostatics of a protein system. Previous work on the
modeling of polarization through induced charges in QM/MM
models has shown significant improvement in calculated energy
values.45

Our approach to docking employs AutoDock and is based
on an extension to the QM/MM approach of Friesner et al.46 It
includes not only the quantum mechanical polarization of the
ligand as in Friesner et al.’s approach but also the polarization
of the target macromolecule. The implementation described here
involves (a) knowledge of the structure of the complex and (b)
iteration of quantum mechanical calculations and is not pre-
sented as a practical tool in docking but rather to catalyze
developments that eventually lead to routine docking to polar-
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ized enzymes and receptors, particularly as the methodology
can be implemented in a purely classical framework.47,48

Methods

The 12 ligand-protein systems studied were selected from
a larger list of complexes that in other studies had proven
difficult for AutoDock. They were randomly chosen subject to
the restriction that the number of rotatable bonds in the ligand
was relatively low (fewer than eight torsions) so that evaluation
of the results was not complicated by the possibility of limited
sampling. Six distinct docking experiments were carried out for
each of the 12 systems tested, each experiment using a different
set of partial charges calculated as described below.

In the first experiment, the ligand was docked using AutoDock
with Gasteiger49 (i.e., default) charges for both the ligand and
the receptor. In a second experiment, Gasteiger charges were
used for the ligand, and potential-derived charges on the receptor
were taken from the AMBER force field.50,51 In the remaining
experiments, quantum mechanical calculations were carried out
at the B3LYP/6-31G* level of theory52,53 using GAUSSIAN03.54

For the third experiment, a QM calculation was carried out on
the ligand in vacuo, to obtain a distributed multipole analysis
(DMA). The mulfit program55-57 was used to assign potential-
derived charges to the ligand atoms from the DMA, and
AMBER charges were again used for the receptor. For the fourth
experiment, a QM/MM calculation was carried out on the ligand
in its crystallographic position, with the QM region defined as
the ligand, and the MM region defined as all residues of the
protein with at least one atom within 5.5 Å of the ligand, the
MM region being represented as point charges. Though it is
true that the energetic effects of polarization will extend beyond
this cutoff,58 the effect of polarization on the magnitude of
individual charges is generally short-ranged.45 Therefore, for
the purposes of assessing the effect of incorporating polarization
into an MM docking model, a 5.5 Å residue-based cutoff is
justified. Within the QM/MM calculations, the interaction
between the atomic charges in the MM region and the quantum
mechanical wave function is included as a perturbation in the
core Hamiltonian. Essentially, the point charges are treated as
additional nuclear centers that do not have basis functions, as
described elsewhere.45,59-61 Mulfit was again used to assign
potential-derived charges to the ligand based on the converged
wave function, which had been polarized by the AMBER
charges used for the MM region. These QM/MM-derived
charges were used for the ligand, and unmodified AMBER
charges were used for the receptor.

In the fifth experiment, the MM region of the system, defined
above, was polarized by the QM wave function, using the
induced charge method.45 In addition to the polarizing effect
of the wave function, the MM region was allowed to mutually
polarize itself. The MM region was divided into residues, and
the polarizing effect of the point charges of other residues in
the MM region was added to the atoms of each residue. Mulfit
charges were used for the ligand (as in the fourth experiment).
The new polarized MM charges were used for the atoms in
residues within 5.5 Å of the ligand, whereas for other parts of
the protein, standard AMBER charges were used.

In the sixth and final experiment, the new MM charges of
the fifth run were allowed to repolarize the QM region, and the
induced charge algorithm was iterated four times, allowing for
convergence between the QM wave function and the MM
charges. This generated new polarized QM and MM charges
for the ligand and the protein, which were used for a final
docking experiment.

The above strategy was implemented into the latest version
of AutoDock 4.0 (beta test),15,62 partly because of the ease of
implementation and partly because the clustering in AutoDock63,64

provides an energy-independent way of assessing docked poses.
By default, AutoDock uses Gasteiger charges49 to compute
electrostatics. Regardless of the origin of the charges (Gasteiger
charges, QM derived charges or QM/MM derived charges), the
force field used in the docking was entirely classical. The use
of potential-derived charges for the protein50 and the ligand55,57,65

raises the magnitude of the charges and so the relative scaling
by AutoDock of the electrostatic and other terms was adjusted
to keep these in balance and hence retain the association between
the computed charges and experimental pKi’s (see Supporting
Information). One hundred Lamarckian GA (Genetic algorithm)
runs were calculated for each docking, with the results being
clustered with a tolerance of 0.5 Å rmsd. The number of energy
evaluations was largely set in line with the number of rotatable
bonds. The protonation state of the ligand and the protein
residues in the binding site were generally determined by visual
inspection. Where there was ambiguity about the location of
hydrogens, MolProbity,66 an online tool for the validation and
correction of protein structures, was used to optimize the
hydrogen bonding network. (As a result, all amino acids had
the usual protonation state, except that His 57 in 1TTP
(tryptophan synthase) and His 110 in 2ACS (aldose reductase)
were protonated.) A large grid box was selected that generally
covered about a quarter of the protein surface and provided
scope for ligands to dock in regions other than the native binding
site. Where the protein structure contained additional molecules
that were different to the ligand being docked, these were
retained for the docking, and similarly, nonidentical additional
protein chains were also retained. Metal ions were retained, with
the exception of mercury, and all water molecules were removed
from the system. In all docking runs, the receptor was kept rigid.

Each docking experiment produced 100 different ligand
positions, each with an associated AutoDock 4 energy value,
εi, in kcal mol-1, and a crystallographic rmsd value, ri, in Å,
where i denotes the docked conformation in question. To
compare docking experiments, the Boltzmann distribution was
applied to give a graphical representation of the effectiveness
of the docking experiment. For each ligand position, i, in the
docking run, where R is the Universal gas constant, and T is
the absolute temperate, here 298 K, the relative population pi

was calculated as

pi )
e-1000εi⁄RT

∑
j)1

100

e-1000εj⁄RT

(1)

These relative population values can be used to give an
estimate for the proportion of docked ligands that fall within
any given rmsd cutoff. For example, the proportion of ligands
that fall within 2 Å of the crystallographically observed position
is given by summing the values pi for all i such that ri e 2 Å.
By steadily increasing the rmsd cutoff, the proportion of ligands
falling within any rmsd value was plotted for a range of rmsd
values.

Results

The root-mean-square deviations (RMSDs) between the
docked and crystallographic positions of the ligand for the lowest
energy poses are given in Table 1. For cytochrome c peroxidase
and methylimidazole (PDB code 1AET), the rmsd upon re-
docking the ligand with the default Gasteiger charge was 3.0 Å
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(column 4), a result which can be described as only just of
intermediate quality.46 Using potential-derived charges for the
protein (column 5, rmsd 3.0 Å) or for the ligand and the protein
(column 6, rmsd ) 3.2 Å) essentially does not change this.
Allowing the potential-derived charges for the ligand to be
polarized by the protein (during the QM/MM calculation)
reduced the rmsd to 0.4 Å (column 7) and including polarization
of the protein reduces this further to 0.3 Å (column 8), regardless
of whether the induced charges are iterated (column 9) or not.
The results for the docking of histamine to carbonic anhydrase
(PDB code 1AVN) are improved numerically but not qualita-
tively, as the result remains incorrect for all methods, probably
because of the removal of water from the binding site. Omission
of water molecules was also identified as a likely cause of poor
results for the dockings of benzamidine to thrombin (PDB pdb
code 1DWB), although in this case a cluster of well-docked
poses (at higher energy) was identified with the addition of MM
polarization. The results for docking 1-deoxynojirimycin to
glucoamylase II-(471) (PDB code 1DOG) and for 4-phenyl-
butylamine to trypsin (PDB code 1TNI) are good and adequate
respectively and this does not change even when the charge
determination method is improved.

In the dockings of adenosine monophosphate to glutamine
synthetase (PDB code 1LGR), poor results were caused by the
ligand being incorrectly docked into an alternative binding site
around 13 Å from the site in the crystal structure. Another

crystallographic study of this protein shows this alternative
binding site occupied by phosphinothrycin.67 1LGR represents
a monomer unit of glutamine synthetase, where ligand binding
occurs in a cleft between two protein chains, and it is possible
that including the second protein chain would have given better
results.

For 2ACS there is a dramatic improvement in the result, but
only when protein polarization is included. Figure 1 shows the
16.3 Å rmsd lowest energy pose in pdb code 2ACS, generated
using Gasteiger charges (red), the ∼6.4 Å rmsd lowest energy
poses (orange, yellow and light blue) generated using intermedi-
ate methods and the ∼2.0 Å rmsd lowest energy pose that results
after MM polarization (dark blue, purple). Such a large
improvement in rmsd from 16.3 to 2.0 Å is a little surprising
as the polarization of the atomic charges is nowhere near as
large. However, the small changes that do occur may be
sufficient to guide the ligand docking process toward a correct
pose rather than an incorrect one. In this sense, RMSDs of 16.3
Å and 6.4 Å are equivalent as they represent equally incorrect
poses, as illustrated in Figure 1.

Overall, however, some systems gave improved results as
the methodology improved whereas for others the reverse is
true.

A possible way to analyze the results more thoroughly is to
consider the full Boltzmann-weighted set of 100 poses to see
whether including polarization increases the proportion of poses

TABLE 1: RMSD Values in Å of the Lowest Energy Poses for Each Docking Runa

rmsd value of the lowest energy docking (Å)

system protein
no. of ligand

torsions
no. energy evals

(′000s) original
AMBER
charges

QM
ligand

QM
pol

MM
pol converged

1AET cytochrome c peroxidase 0 250 3.0 3.0 3.2 0.4 0.3 0.3
1AVN carbonic anhydrase 3 1000 13.4 6.5 6.9 6.4 6.6 6.4
1DOG glucoamylase 5 250 0.9 0.9 0.9 0.9 0.9 0.9
1DWB thrombin 2 250 13.4 13.4 13.5 13.3 13.3 13.4
1ETT bovine thrombin 7 2500 0.6 0.5 4.0 3.7 3.7 4.1
1LGR glutamine synthetase 7 2500 13.3 2.6 12.8 12.5 12.8 12.3
1PPH bovine trypsin 7 2500 0.7 0.7 0.6 0.6 0.9 0.7
1TNI trypsin 5 1000 2.1 1.9 2.1 2.1 2.3 2.2
1TTP bovine trypsin 6 2500 1.3 1.3 11.0 0.7 11.1 11.0
2ACS human aldose reductase 6 2500 16.6 6.5 6.3 6.4 1.6 2.0
4TS1 mutated tyrosyl-T/RNA synthetase 5 2500 2.6 4.8 6.3 6.3 6.3 14.7
9AAT mitochondrial aspartate amino-transferase 6 2500 7.0 2.7 2.7 0.9 0.9 0.9

a Column 4 gives RMSD scores for the run using default charges, and columns 5-9 give scores for runs adding AMBER receptor charges,
in vacuo QM ligand charges, QMMM ligand charges, polarized MM receptor charges, and converged ligand and receptor charges, respectively.
The ligand names are given in Table 2.

TABLE 2: RMSD Values in Å from the Crystallographic Structure for the Lowest Energy Pose in the Largest Cluster of
Dockings Produced by AutoDock for Each Runa

smallest crystallographic rmsd value in Å in largest cluster and (size of cluster)

system ligand original AMBER charges QM ligand QM pol MM pol converged

1AET protonated benzimidazole 3.0 (61) 2.9 (51) 0.2 (77) 0.2 (91) 0.2 (85) 0.2 (89)
1AVN histamine 14.5 (18) 6.8 (9) 6.5 (6) 6.7 (5) 6.4 (7) 6.3 (5)
1DOG 1-deoxynojirimycin 0.8 (54) 0.6 (53) 0.8 (48) 0.7 (41) 0.6 (58) 0.7 (56)
1DWB benzamidine 9.8 (14) 9.8 (21) 13.2 (30) 0.5 (39) 0.4 (48) 0.4 (59)
1ETT NPAP inhibitor 0.5 (64) 0.4 (51) 3.9 (18) 3.9 (25) 3.9 (14) 3.9 (14)
1LGR AMP 1.0 (60) 1.0 (18) 12.6 (8) 12.0 (4) 12.6 (5) 12.2 (4)
1PPH 3TPAT 0.4 (39) 0.4 (46) 0.4 (32) 0.4 (23) 0.5 (29) 0.4 (34)
1TNI 4-phenylbutylamine 2.3 (15) 1.0 (22) 1.3 (19) 1.0 (15) 2.1 (21) 2.4 (10)
1TTP p-amidinophenylpyruvate 0.6 (31) 0.5 (45) 1.6 (23) 0.6 (17) 1.6 (18) 1.3 (10)
2ACS citrate 6.4 (11) 6.4 (6) 6.1 (28) 6.1 (23) 1.7 (11) 1.9 (11)
4TS1 tyrosine 0.7 (18) 4.7 (12) 6.2 (16) 6.2 (17) 0.7 (13) 0.8 (23)
9AAT phosphonomethylphenylalanine 10.0 (5) 0.8 (32) 0.8 (23) 0.7 (31) 0.7 (24) 0.8 (23)

a The system name is marked in bold type where the size of the largest cluster increases as the charges are improved or in italic type where
the size of the largest cluster decreases as the charges are improved.
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with a low rmsd, and this is certainly the case for PDB code
1DWB, where, as shown in Figure 2, the relative population of
systems with an rmsd of 2.0 Å or less increases from 8% with
the Gasteiger charges, dips through 3% with the AMBER
charges, rises to 14% with a QM ligand, to 23% with a QM
polarized ligand, to 29% with the introduction of MM polariza-
tion in the receptor, and then to 43% when the polarization
algorithm is converged. Other PDB codes showed mixed results,
with changes in rmsd commensurate with the results tabulated.

Given the well-documented deficiencies in docking programs
in general, such as limited sampling, lack of explicit solvation,
rigidity of target, etc., arising from the need for computational
speed, there is no guarantee that an improvement in one aspect
of the methodology will increase the association between a lower
energy and a lower rmsd. In this respect, the clustering of docked

poses as implemented in AutoDock is useful, as an increase in
the size of the largest cluster tends to be associated with an
improvement in rmsd.63,64 It is difficult to see why this is true
but the corollary is easier to illustrate in that if the ligand-protein
complementarity is poorly represented, then the ligand is likely
to dock to multiple locations besides the correct one, as there
is no reason the poses should be centered on the native binding
site. Thus, Figure 3a shows the location of the lowest energy
poses in each of the 8 clusters in the docking of 1-imidazole to
cytochrome c peroxidase (1AET) with Gasteiger charges. The
lowest energy representative of the largest cluster, which is blue,
has an rmsd of 3.0 Å. A smaller cluster, in green, has a

Figure 1. Lowest energy docked poses for the PDB code 2ACS, using
default Gasteiger charges (red), AMBER protein charges and Gasteiger
ligand charges (orange), AMBER protein charges and in vacuo
potential-derived ligand charges (yellow), AMBER protein charges and
QM/MM potential-derived ligand charges (light blue), MM polarized
protein charges and QM ligand charges after one iteration of the MM
polarization algorithm (dark blue), and converged MM polarized charges
(purple), compared to the crystallographic ligand structure (green). The
residues within the 5.5 Å of the MM region are shown in a stick fashion,
and the remainder of the protein is shown as ribbons.

Figure 2. Boltzmann-weighted docking results for the PDB code
1DWB. Following the introduction of AMBER charges for the receptor,
the relative population of the dockings with rmsd under 2 Å steadily
increases as the electrostatics are improved. The improvement follows
the color of the rainbow: original Gasteiger charges (red), AMBER
charges (orange), QM ligand charges (yellow), polarized ligand charges
(green), polarized enzyme charges (blue), converged polarized enzyme
charges (violet).

Figure 3. (a) Lowest energy binding modes in each of the clusters
obtained after clustering 100 independent dockings of 1-methylimid-
azole to cytochrome c peroxidase (PDB code 1AET), in which the
default Gasteiger charges were used. The binding mode from the largest
cluster is blue and has a crystallographic rmsd of 3.0 Å, whereas the
structure from the cluster with lowest crystallographic rmsd (0.2 Å) is
red. Other clusters, some of which appear superimposed, are purple.
(b) Close-up of the binding site showing the lowest energy docked
conformations in each of the largest clusters from two docking
experiments of 1-methylimidazole to cytochrome c peroxidase (PDB
code 1AET). The experiment using the default Gasteiger charges is
shown in blue whereas that using the converged MM polarized charges
is shown in red; the crystallographic binding mode of 1-methylimidazole
is also shown (in green). When the polarized charges are introduced,
the binding mode with the lower rmsd is identified more often (in 89
out of 100 dockings).
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representative with rmsd of 0.2 Å. Figure 3b shows the lowest
energy pose in each of the largest clusters produced by the
docking runs on 1AET with both the original and the converged
charges compared to the crystal structure ligand, and it can be
seen that, as a result of the modification to the charges, the
population of the cluster with rmsd 3.0 Å has decreased, such
that the cluster with rmsd 0.2 Å is now the largest cluster.

Thus, Table 2 shows the crystallographic rmsd of the lowest
energy pose in the largest cluster, and here the general
conclusion is that whenever an improvement in the physics
results in an increased cluster size then there is also a decrease
in the rmsd. For example, for the docking of benzamidine to
thrombin (PDB code 1DWB), the original rmsd was 9.8 Å, with
a cluster size of 14 but when the 1DWB enzyme is polarized
in response to the ligand as described in the Methods above
(fifth docking experiment), the rmsd drops to 0.4 Å and the
cluster size increases to 59. Similar improvements are seen for
PDB codes 1AET (cytochrome c peroxidase/1-methylimidazole)
and 9AAT (aspartate aminotransferase/4′-deoxy-4′-aminopyrid-
oxal-5′-phosphate), whereas PDB codes 1DOG (glucoamylase
II-(471)/1-deoxynojirimycin), 1TNI (trypsin/4-phenylbutyl-
amine) and 1PPH (trypsin/m-amidinophenyl-3-alanine) maintain
consistently good RMSDs with reasonable clustering. For 1ETT
(ε-thrombin/p-amidinophenyl-3-alanine) and 1LGR (glutamine
synthetase/adenosine monophosphate) the initial results are good
(the rmsd is 0.5 and 1.0 Å with cluster sizes of 64 and 60,
respectively). The indication that the rmsd does not improve
on inclusion of polarization as expected, comes from the smaller
cluster sizes of 14 and 4, respectively (final column). The only
ambiguous result is for the docking of citric acid to aldose
reductase (PDB code 2ACS); the original rmsd was 6.4 Å, with
a cluster size of 11 but when the 2ACS enzyme is polarized in
response to the ligand as described in the Methods above (fifth
docking experiment), the rmsd drops to 2.0 Å and the cluster
size returns to 11 (having gone through a maximum of 28 for
intermediate calculations).

Discussion

Polarization is the key term that is generally omitted from
molecular mechanics studies such as molecular dynamics
simulations, Monte Carlo simulations and also docking.16,44

Though molecular dynamics simulations of enzymes usually
include a flexible enzyme, this is not usually true in docking
studies. Rather, flexibility, if it is included at all, is usually
handled via the torsional movement of polar hydrogen atoms
or soft repulsion potentials,2,8,68-70 by inclusion of a small
number of flexible side chains8,71,72 or by analysis of a small
number of snapshots on a molecular dynamics trajectory.73

These approaches all reduce the potential for steric clashes
between the ligand and the enzyme and so to some extent they
also allow for the reduction of electrostatic noncomplementa-
rities. Elsewhere we have shown that electrostatic noncomple-
mentarities can exist among well-docked structures and that they
can be alleviated by use of induced charges.45,74 This factor
contributes to the improvement in docking seen for a number
of the difficult cases presented in Tables 1 and 2. Thus, Figure
4 shows the extent of polarization (through color coding) in
the aldose reductase binding site within the enzyme (PDB code
2ACS). The biggest changes in charge are in the vicinity of the
amide group of NADP+ (nicotinamide adenosine diphosphate),
indicated by the red and green color, then on Trp 20, Tyr 48,
His 110 and Leu 300 indicated by the green color, and with
smaller changes on Val 47, Trp 79 and Trp 111, indicated by
the cyan color; such information could be useful in drug design,

as it would indicate regions where polarizing groups on the
ligand could elicit a complementary response in the target
protein. Polarization does not improve every case studied here
and this is to be expected because other effects that have been
ignored here (as is often the case in state-of-the-art docking75)
may be equally important. The neglect of hydration may have
led to the poor results achieved for at least two of the systems
tested, as mentioned above. For the purposes of this study,
protein flexibility was also neglected, and it may be that allowing
for mechanical, as well as electrostatic, flexibility in the receptor,
would lead to improved results. Moreover, addition of an extra
term could be detrimental to the balance of the force field.
Nevertheless, the scheme described here presents a staged
improvement from empirical Gasteiger charges, through potential-
derived charges to polarized charges. By exploiting the cluster-
ing within AutoDock, we see for these ligands that whenever
the clustering improves in concert with an improvement in
methodology, then the crystallographic rmsd improves. Here
we treated the ligand quantum mechanically to avoid param-
etrization issues, but elsewhere we have shown that induced
chargescanbeimplementedwithinapurelyclassicalframework.47,48

Here we also focused only on the redocking problem, but
elsewhere Friesner et al. have developed an iterative survival
of the fittest approach46 that could be used within an entirely
classical approach and so knowledge of the crystal structure is
not essential for development of this method. Moreover, the
computational cost of induced charges is low compared to the
cost of induced dipoles and because iteration and derivatives
would not necessarily be required within docking programs, the
induced charge method could be implemented with relatively
little additional computational cost,48 offering an approach to
alleviating electrostatic noncomplementarity that is more cost-
effective than implementation of protein flexibility. In some
respects, although induced dipoles are more difficult to imple-
ment in existing docking codes, they are more accurate.
However, elsewhere we have shown that compared with
quantum mechanical benchmarks at the same basis set level,
induced dipoles only become superior to induced charges at
the level of very large basis sets.76 In other words, the induced
charge approach is more in keeping with the accuracy achieved
from quantum mechanical methods unless very large basis sets
with diffuse functions are used. From this perspective, therefore,
induced charges offer the appropriate level of convenience and

Figure 4. Induced charges on key residues in the binding site of the
citrate ligand within the 2ACS structure of aldose reductase, color-
coded according to their magnitude (red and orange, high; green and
blue, low). The residues with changes in atomic charges are labeled.
The QM citrate ligand (with three carboxylate groups and one hydroxyl
group) is colored by atom type; the NADP+ (ball and stick, truncated)
is part of the MM system.
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accuracy for including polarization in docking, and in many
other biomolecular studies.

Conclusions

We have described a method for including polarization in
docking through the use of induced charges that has the
advantage of being readily implemented into a number of
different programs, including both hybrid QM/MM programs
and docking programs. A hierarchy of improved treatments of
electrostatics ranging from Gasteiger charges through potential-
derived charges to polarization of the ligand (via hybrid QM/
MM calculations) or polarization of both the ligand and the
enzyme were compared by redocking 12 difficult protein-ligand
complexes and evaluating the results based on the rmsd of the
lowest energy structure and the rmsd of the lowest energy
structure in the largest cluster. The most striking result is that
there is always a decrease in the crystallographic rmsd whenever
an improvement in methodology results in an increase in cluster
size. This particular clustering feature of AutoDock is extremely
useful because the state-of-the-art in virtual screening is such
that absolute energies alone are not necessarily sufficiently
accurate to indicate the correct docked structure. Here the
docking involved costly QM/MM calculations and knowledge
of the experimental result but extensions of the method to a
classical framework where the result is not known a priori are
eminently possible.
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