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Abstract

ASSESSING THE VULNERABILITY OF DTN DATA

RELAYING SCHEMES TO NODE SELFISHNESS

Balasubramanian Shyam Sundar

The main principle behind the working of 
delay tolerant networks (DTN) is the 
mobility of the nodes along with their 
contact sequences for exchanging data. 
Nodes which are a part of the DTN 
network can behave selfishly due to 
network reservation policy, especially 
when constrained to energy or storage 
space. Several forwarding protocols 
exist for spreading data but our focus 
is on the performance of popular data 
relaying protocols namely epidemic 
routing and two hop routing protocol in 
a situation where nodes exhibit various 
degrees of selfishness. Results of an 
analytical model show the performance 
advantage of epidemic routing over two 
hop routing decreases as the number of 
selfish nodes and intensity of the 
selfishness increases either 
deterministically or probabilistically. 
We practically asses the vulnerability 
of the above mentioned protocols using 
ONE simulator. We find that our result 
coincides with analytical results with 
some variations in the graph.

Index Terms- DTN, selfish nodes, ONE 
simulator
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1 INTRODUCTION 

1.1  DELAY TOLERANT NETWORKS 

In the field of computer networking, communication of data is mainly ensured by wired and 
wireless networks. We are going to concentrate on the wireless aspect of data communication. 
On narrowing down further we could classify the nodes or agents which are responsible for 
communication to be stationary or mobile. Our focus is going to be on the mobile nodes which 
move in a specified area. Our worry is what is actually happening between these nodes? How the 
data is being carried among these mobile nodes? 

The mobile nodes have a specified area within which they are allowed to roam around. 
When these mobile nodes come within the communication range they establish a connection 
between the nodes. The connection establishment is done with the help of some interface like 
Bluetooth or Wi-Fi. The established connection is up for a certain time as long as the nodes stay 
within the communication range. Then the connection goes down as the nodes move away from 
their ranges. So the transfer of data between the nodes takes place between the connections up 
time. 

This is the overview of the functioning of the mobile nodes with in an area. Hence there are no 
fixed or permanent connections between any nodes there by connections keep coming and going. 
It is impossible to predict the network connectivity among the nodes if the nodes are going to be 
random. Then how is it possible to have a communication in this kind of an environment? 

Here comes the concept of Delay Tolerant Networks (DTN) which is the solution for 
above mentioned scenario. Delay-tolerant networking (DTN) is an approach to computer 

network architecture that seeks to address the technical issues in heterogeneous networks that 

may lack continuous network connectivity [13].The basic motto behind delay tolerant networks is 
without any permanent or fixed connections, communication takes place between the source and 
destination but may be with a delay in the delivery of messages.  

The principle behind the working of DTN is the store-carry and forward mechanism. 
As the name suggests it describes the various stages or the flow in which the message is 
delivered. The mobile nodes are free to move as long as they have a network to send and receive 
data there are always chances of the message being delivered to the destination.  First the 
message to be sent to any node has to be stored or buffered. Then carried until it finds some 
interesting node and then forward the message to that node. 
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As depicted in the figure 1.1 below, you could see the sender is sitting at some place A and the 
receiver might be at place B that could be separated by some distance say 100kms for example. 
The beauty in this mode of communication is there is no fixed path between the sender and the 
receiver. Person from place A transmits a message which is carried by someone in the bus 
followed by someone in the traffic which is given to the girl boarding the bus which is given to a 
cyclist who gives it to a person who is who is jogging which is given to a person sitting in the 
park who finally delivers the message to the destination. This is possible when all the recipients 
of the message come into the communication range of one another and have a suitable device for 
them to send and exchange messages. 

 

Figure 1.1DTN example [1] 

As a consequence of this store-carry and forward mechanism there are few problems that prevail 
namely, 

 Delay 

o Since there is no fixed connectivity and hence messages take time until they reach 
the destination which accounts for the delay. 

 Resource constraints 

o Since all the nodes that are moving carry some limited buffer, it has to drop older 
messages if the buffer gets full in order to accommodate new messages. 

But predicting the connectivity between nodes is possible if the pattern in which the nodes are 
going to move is known. An example for this kind of a situation is the interplanetary motions 
[30] in which you could predict when the other planet comes to your desired point. In this case it 
is possible to make an efficient use on the resource constraints. 
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1.2  SOME DTN APPLICATIONS: 

Where can these kinds DTN approach be useful? Military service is a very good area which 
could make the best use of this kind of architecture. Since the military camps might be placed in 
very rough and difficult terrestrial area, it’s not possible to have a standard communication at 
those places. Still we cannot neglect the communication at those places stating the reason it is 
very hard to get data. So here comes the use of DTN which is very handy to transmit and receive 
data. 

You could see how the transmission and reception of data is being carried out in the figure 1.2 
below. 

 

Figure 1.2DTN application [1] 

One more application that could be mentioned is about the Wildlife Monitoring: ZebraNet and 
Swim [1]. In these applications they try to monitor the behavior of the wildlife along with their 
interactions with the nature and also the reaction to the changes caused by the humans in their 
ecosystem. The animals carry a tag and there are several base stations to collect the data from 
these tags and finally the data is sent from the base stations to the destination processing center. 
The base station can be either fixed or also mobile depending upon the needs. What exactly 
happens here is an animal carries data of its own along with information of other animals which 
it has encountered and finally it is collected at the base stations for further analysis. These are 
some of the applications that are being done with DTN as the back bone or the main theme 
which is used to work upon these ideas.  

1.3  STORE - CARRY AND FORWARD: 

The mobile ad hoc networks also known as the MANET’s is known for the node mobility and 
lack of infrastructure. But there has been several discussions going on whether this kind of 
mobility is to be possible or impossible for DTN [2]. It could be possible only under the 
assumption that they still have path through the network which is not always the case in DTN.  
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The existing protocols used in MANET’s namely Dynamic source routing (DSR), Ad hoc On-
Demand Distance Vector (AODV), Optimized Link State Routing Protocol (OLSR) and Zone 
routing protocol (ZRP). These protocols are based upon that the nodes are connected and have a 
connected graph of the network. But the node mobility is considered to be a side issue and 
recovered using some recovery schemes. If there is any node movement and thereby causing a 
connection break or loss, it is fixed by route rediscovery or some reactive approach to find a way. 
They try to establish a complete route and then try to send the data. If the instantaneous end to 
end paths come up, then it is difficult to establish complete route and hence the above mentioned 
protocols fail. 

The nodes in DTN are capable of having instantaneous end to end paths, highly mobile and 
frequently disconnected nodes. Therefore we introduce the concept of store-carry and forward 

which could handle conditions mentioned above. The store carry forward paradigm is one where 
there is a mobile node also called as a ferry which carries the messages from the source, then 
travels around by sending it to the intermediate nodes or the destination. This model supports the 
connectivity of the disconnected nodes through virtual connectivity node movement [2].  

        Store Carry Forward mechanism guides the mobile nodes which could exchange 
the data between the other nodes. The data is moved in an incremental approach from the source 
until it hopefully reaches the destination[15][16][17].The store- carry and forward mechanism 
buffers the messages until the next hop or the link is established to the next node or destination. 
This is also called as ‘mobility assisted routing’ since the mobility of the nodes are exploited for 
reaching the destination. This store-carry-forward approach is the main backbone behind the 
delivery of data in intermittent connected networks. 

Figure 1.3 shows the diagrammatic working of the store carry and forward mechanism for a 
particular node. The buffer in the node can store the messages that it copies from other nodes. It 
carries the message in its buffer until it finds another node to which it forwards the message. 

Copy: 

Copying in networking term means when a node accepts some data or message from another 
node it is termed as copying. The node that accepts the message could also check for certain 
properties whether to copy the data or not. For example the properties could be hop count or 
message id etc. Just to ensure that it does not copy unnecessary data which is of no use to it. 

Forwarding: 

Forwarding is the process of sending the data or the message from one node to another. Similar 
to copying, some conditions could be checked at the forwarding node to prevent the data being 
sent to some nodes that is of no interest to it. 
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    Figure 1.3 Store carry forward  

 

Data relaying schemes 

The routing schemes for the DTN are based on the node mobility for delivery of the message and 
are also categorized on the single or multi-copy algorithms depending whether they are allowed 
to replicate the messages in the network [5]. 

Epidemic Routing (Unrestricted Relay) 

Epidemic routing
]
 is flooding-based in nature, as nodes continuously replicate and transmit 

messages to newly discovered contacts that do not already possess a copy of the message. In the 

most simple case, epidemic routing is flooding;[14] 

Pros:  

Minimum spreading delays: Since all nodes can have the data generated by other nodes. 

High probability of delivery: Due to the reason that any node can have data generated by other 
nodes and if the destination comes into contact to any node it gets delivered. 

Cons: 

Maximal resource consumption: Due to the fact that lot of data is being hold by all the nodes. 

Lot of energy wasted: Since all the nodes need to have their Bluetooth or wireless on for the sake 
of reception and transmission. 

Two Hop Routing 

According to the two-hop relaying algorithm, [11], [12], the source is allowed to spread up to a 

maximum number of two copies within the network. Each time it encounters some other node 

with no copy of the message, it gives it one until it has only one copy (for the destination node 

only). The intermediate nodes are not allowed to spread the message copy they may have to any 

other node than the destination [5].  

http://en.wikipedia.org/wiki/Routing_in_delay-tolerant_networking#cite_note-vahdat2000-5
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Pros:  

Minimum resource consumption compared to epidemic routing: Since all the nodes cannot 
receive data from all the other nodes due to hoping constraints so the resource used by each node 
for storing data is less compared to epidemic scenario. 

Cons:  

Increased delay in delivery when compared to epidemic routing: due to the fact that the node has 
to wait for the destination to come into the communication range to deliver the data and cannot 
pass it on to any other node due to the hop constraint. 

Binary Spray and Wait:  

Every node gives half of its message copies to every node with no copy it encounters until it has 

only one copy (to give it to the destination node). Binary spray and wait is faster than the two-

hop relaying algorithm and induces no more transmissions than those of the latter [5]. 

 

1.4  NODE SELFISHNESS 

Selfishness can be termed as a node that doesn’t perform its duty. Selfishness in our context can 

be expressed in two ways. Firstly nodes may deny copying and storing data, which are of no 

interest to them and destined to a third node. Secondly even if they accept to acquire such data, 

they may refuse to infect another node with them, i.e. relay data to other nodes [9]. 

As mentioned above there is a degree of selfishness in the selfish nodes which are termed as: 

 Pnc : the probability with which the node does not copy. 

 Pnf : the probability with which the node does not forward. 

The main reasons behind this node selfishness are, 

 network reservation policy 

 constrained to energy or storage space 

  

1.5  PROBLEM CONCERNED  

There are many works that are done in the area of delay tolerant network (DTN) data relaying 
schemes by taking the node selfishness into account[4][5][10][16]. Most of them either considers 
that all nodes are selfish that is none of the nodes cooperate in the network or all the nodes are 
willing to cooperate in the content dissemination process.  
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There is an important situation that has to be considered which is prone to take place at 
many circumstances. The nodes in the network can exhibit various degrees of selfishness when it 
comes to the forwarding and receiving of data. That too especially when operating under specific 
storage resources and energy constraints [4].  

Our main focus is on assessing the vulnerability of the data relaying schemes to the node 
selfishness. So the main problem that we are going to focus on is, 

“How is the performance of Epidemic routing and Two Hop routing protocols 

affected due to the node selfish behavior? Which routing mechanism is better when there 

are selfish nodes in the network?” 

 

1.6  GOALS 

The results from [4] tells that the performance advantage of epidemic routing over the two hop 
routing protocol decreases both with the number of selfish nodes and their intensity increases 
probabilistically or deterministically [4]. 

The main goal of this thesis is to experimentally validate the results that were achieved by the 
analytical model (statistical model based on Markov chain rule) [4] and check if both the results 
are matching. If the number of selfish nodes along with their probabilistic selfishness in a 
network increases under the same conditions used in [4], do we get the similar results as 
achieved in [4]? 

 

1.7  THESIS STRUCTURE 

The remaining part of the thesis is structured as follows: 

Chapter 2 introduces the analytical model and the results achieved using that model. It also 
provides some more related work that is being done in this field and closely related with our 
thesis. Chapter 3 introduces ONE simulator along with implementations that were carried out in 
this thesis. Chapter 4 provides the picture of the mobility model used and some contact 
properties of the nodes. Chapter 5 provides the practical model along with parameter settings 
used in the analytical and practical model and evaluation of experimental results. Chapter 6 gives 
some conclusions and discussions as well as some possible future works. 
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2 RELATED WORK 

2.1  ANALYTICAL MODEL  

The model proposed in [4] has been validated in this thesis which assesses the vulnerability of 
the data relaying techniques of the two protocols namely the two hop routing protocol and 
epidemic routing protocol along with node selfishness. Node selfishness means, that the nodes 
do not copy or store the data which is intended for a third node. If at all they copy the data they 
don’t relay the data to other node. Varying degrees of selfishness is also exhibited by these 
nodes. So the performance of these two routing protocols is assessed analytically using a 
Continuous Time Markov Chain (CTMC). The selfish nodes are modeled as an absorbing two-
dimensional Continuous Time Markov Chain from which the expected delay is derived. The 
same model is used to find the delay when there are no selfish nodes.  

From total of ‘N-1’ relay nodes, ‘K’ nodes are considered to be selfish and the progress of data 
transfer is considered to be a two dimensional pure birth process (n(t),k(t))t>=0 for the number of 
infected and selfish relay nodes respectively at time ‘t’. 

These are absorbing Continuous Time Markov Chains (CTMCs) with a finite number of transient 

States W and one absorbing state D, denoting infection of the destination. The generator matrix 

Q for both chains could be written in the general form: 

     0 0 

    Q = RT  

 

Figure 2.1 [4]: Unrestricted (dashed lines) versus two hop (solid lines) relay schemes for 

three (pnf, pnc) value sets and Nϵ {20, 50} 
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Results from [4] states that despite continuing transferring data faster in absolute terms, the 

performance of unrestricted relay protocol deteriorates faster than the two hop scheme for the 

same node selfishness intensity. Both of them feature inherent resilience to node selfishness in 

that their performance deteriorates slightly as long as even a small percentage of nodes 

cooperate fully [4]. The achieved graph from the paper is given above in figure 2.1 

The values in the Y axis represent the delay in ‘minutes’ and the values in X axis represent 
number of selfish nodes. The solid lines belong to two hop router and the dashed lines belong to 
epidemic router. Also the color among the 3 lines tells that they correspond to the respective 
probability value sets. The values for the coordinate (0,0) in the graph tells us that they were 20 
and 50 normal nodes and no selfish nodes. So the values in Y axis when the X coordinate is 0 
represents the actual delays of two hop and epidemic router for 20 and 50 nodes with 0 selfish 
nodes.  The graph actually has few things to be noticed or looked upon. They are: 

 Comparison of epidemic and two hop routing for 20 nodes, 

 Comparison of epidemic and two hop for 50 nodes. 

As the number of selfish nodes keeps increasing in the experiment you could see that the delay 
also keeps increasing. We could see that there are three different curves for each router having its 
own probability values for copying and forwarding. As these values Pnc , Pnf  varies the delays 
also vary for both the routing protocols.  

Especially when they consider both Pnc = Pnf  = 1.0 they delay increases  steadily. The reason is 
the selfish nodes with probability=1 does not copy or forward anything in the network. Also as 
the number of selfish nodes increases the delay also keeps on increasing. 

 

2.2  MORE RELATED WORK 

Delay-Tolerant Networks (DTNs) have the potential to interconnect devices in regions that 

current networking technology cannot reach[17].It mainly makes the communication between 
the “challenged networks” like sensor networks, mobile ad-hoc networks, deep space networks 
and low cost networks. There has been a lot of work that has been done in the area of DTN to 
make it usable for various applications. In [1] it is explained how data is spread in an 
opportunistic fashion with and without of infrastructure depicted in figure 2.2. 
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    Figure 2.2 Opportunistic forwarding [1] 

The key point in [24] [25] [26] is concerned about the routing strategies that would best suit the 
DTN. In the recent years there has been many forwarding and routing algorithms that have been 
proposed to improve the performance of DTN. Quite a few numbers of approaches has been 
proposed in order to reduce the delay [25] [26]. Epidemic routing [17] which is a flooding based 
protocol that keeps replicating the messages in every contact. Shorter delay could be achieved 
only at cost of expensive resources which is a tradeoff. Message replication is often used to have 
a higher probability for the message getting delivered. The big advantage in this method is the 
information about the network is not at all required and it achieves high delivery ratio [24]. 
Epidemic algorithms was first proposed for synchronizing replicated databases [28].Vahdat and 

Becker applied these algorithms to forwarding data in a DTN [17]. Epidemic routing guarantees 
that provided there are a sufficient number of random exchanges of messages, the destination is 
guaranteed to get the data.  

Cooperation among the nodes is required for the delivery of messages in a DTN scheme. Lack of 
cooperation among the nodes termed as node selfishness results in degrading the performance of 
the network. In broader perspective performance degradation corresponds to decreased delivery 
ratio, increase in latency and transmissions as it’s discussed in [24]. There are also few works 
that discovers the selfish nodes in a network by having ranking based schemes. The ranking is 
given on the basis of forwarding of the messages originated from source. By this kind of a 
ranking method higher ranked nodes are given more priority than the lower ranked nodes. This is 

how—through message prioritization—the scheme converts an abstract quantity, rank, into 

network operation and physically realizes the difference among nodes originated due to their 

varying level of cooperation [27]. 
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3 METHODOLOGY 

3.1 OPPORTUNISTIC NETWORK ENVIRONMENT SIMULATOR (ONE SIMULATOR) 

AN OVERVIEW 
 

Evaluating the various DTN protocols requires some proper tool and the ONE simulator is one 
such tool. The ONE simulator is mainly used for the modeling of the nodal movement, inter node 
contacts, message handling and routing. 

The ONE simulator is capable of: 

 “Generating node movement using different movement models 

 Routing messages between nodes with various DTN routing algorithms and sender and 

receiver types 

 Visualizing both mobility and message passing in real time in its graphical user 

interface.”[3] 

Then the collected results and the analysis are done by post processing tools, visualization and 
the reports [4]. The interactions of the elements are depicted in the figure 3.1 

 

Figure 3.1: overview of the ONE simulation environment [3] 
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The simulator also allows the users to create their scenarios based on the mobility models that 
are available and making use of the real world traces that are available. The default trace that 
comes with this package is the map of Helsinki. 

“Interactive visualization and post processing tools support evaluating experiments and an 
emulation mode allows the ONE simulator to become part of a real world DTN test bed”[29]. 

Once the configuration is set and start running the simulator the GUI screen appears showing all 
the nodes in the network. It is possible to customize the nodes as per your wish. The 
customizations could be altering the speed of the nodes, message creation intervals, buffer size 
etc and so on.  

Finally after the simulation gets over then the log reports are collected which could be used for 
analyzing the problem. Some log files that are logged are created messages report, delivered 
messages report, statistics of the simulation etc. It is also possible to customize the simulator to 
behave as per the needs and get the things that is required to perform the analysis. 

 

Figure 3.2 GUI interface of ONE simulator 
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3.2  IMPLEMENTATIONS 

The ONE simulator had many things that came with the package by default. But still it was not 
sufficient to carry on with the thesis. So there were quite a few implementations that were done 
to the simulator which are listed below: 

 Two Hop router 

 Epidemic Selfish router 

 Two Hop Selfish router 

 Some Log reports 

Two Hop Router 

According to the two-hop relaying algorithm, [11], [12], the source is allowed to spread up to a 

maximum number of two copies within the network. Each time it encounters some other node 

with no copy of the message, it gives it one until it has only one copy (for the destination node 

only). The intermediate nodes are not allowed to spread the message copy they may have to any 

other node than the destination [5].  

The two hop router is a specialized form of epidemic router and was implemented since it was 
not available with the ONE simulator package. 

The code for the ONE simulator was in java. The two hop router was a special case of 
epidemic router and the reason why we call it a special case is due to the fact that source is 
allowed to spread just copies of the message in the entire network. If that restriction was absent 
then it becomes an epidemic router. Hence a clear understanding of the functionalities and the 
flow of the data in the epidemic router was important to do the customizations. After analyzing 
the code of epidemic router it had many functions implemented in its super class called Active 
router. Few important functions from Active router were: 

 addToSendingConnections() 

o Adds a connection to sending connections which are monitored in the update. 

 canStartTransfer() 

o Makes rudimentary checks that there is at least one message and one 
connection so this router can start transfer. 

 isSending() 

o returns true if this router is currently sending a message with msgId 
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 receiveMessage() 

o try to start receiving a message from another host. 

 requestDeliverableMessage() 

o requests for deliverable message from this router to be sent through a 
connection. 

 startTransfer() 

o Tries to start transfer of message using a connection. 

Among these, the function needed for implementation of two hop router was, 

 startTransfer() 

Restricting the number of hops that a router can make to be equal to 2 we could make the router 
function as a two hop router. 

startTransfer() 

if((m.getHopCount() >= 1) && (m.getTo() != 
con.getOtherNode(this.getHost()))){ 

   return 10; 
  } 
 
  retVal = con.startTransfer(getHost(), m); 
  if (retVal == RCV_OK){ // started transfer 
   addToSendingConnections(con); 
  } 

. 

So the above constraint was placed at the startTransfer() function as the check to implement two 
hop router. 

 

Epidemic Selfish Router 

The epidemic selfish router has the same functionality as the normal epidemic router but has to 
behave selfish. Selfishness was the customization part of epidemic selfish router. The degree of 
selfishness was given as the input and the router’s selfish intensity had to be equal the value that 
is specified. To make it selfish, the input was got from the configuration file. Random number 
generator was used to generate random values.  
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If 

The generated random number was greater than or equal to 

the value specified in the configuration file the message 

 can be forwarded or copied. 

 Else  

          The message cannot be forwarded or copied to the next node. 

The random number generator had to generate unique values each time between the range 0 to 1. 

So the use of “nextDouble” message ensured that. 

(eg) double r = generator.nextDouble(); 

 

Input of the selfish values for both no forward and no copy was got and compared with the 
random number generator and the corresponding action was performed. 

start transfer() 

if   (probability Noforward > random number genarated) 

   exit 

Note that the above condition was checked under the startTransfer() which was responsible for 
the deciding the forwarding of messages. 

checkReceiving() 

  if   (probability Nocopy > random number genarated) 

   exit 

Note that the above condition was checked under the checkReceiving() which was responsible 
for accepting the  messages. 

If the probability for no copy and no forward is set to 1, then the selfish nodes that are present in 
the network are not supposed to take part in the forwarding or copying process since they are 
100% selfish. 
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Two Hop Selfish Router 

The implementation of the two hop selfish router was the combination of the implementations of,   

 the normal two hop router and 

 the selfishness taken from the epidemic selfish router 

The duty was to perform two hop routing in a selfish manner which customized and the router 
was made to perform the way that was intended 

Log reports 

 Calculated delays report 

 Clashes report 

 Dropped messages report 

 

Calculated delays report 

This was the report that was implemented to display the delays of the messages that were 
delivered at the destination. 

Delay: 

Delay of a message is the difference in the message’s creation time and its delivery time. 

So in order to get the delay values for each and every message that were delivered, a log report 
having the fields namely message id and delay values were generated. This was implemented 
under the messageTransferred function.  

 messageTransferred(Message m, DTNHost from, DTNHost to, boolean firstDelivery) 

 The above function has the message, source, destination and firstDelivery as the 
parameters. If the firstDelivery is set to true then we are sure that the message is delivered and 
we also have the creation time of the message as well as the delivery time. By subtracting both 
these values we get the delay for the corresponding delivered messages. 

Clashes report 

This was the report which was implemented to log the number contacts of a particular node 
makes with the other nodes that comes into contact with during its simulation. 
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 There are interfaces in the ONE simulator namely, 

 ConnectionListener 

o Interface for classes that want to be informed about connections between hosts. 

 UpdateListener 

o Interface for classes that want to be informed about every single update call 

We create a new class to find the nodal contacts between the nodes by having these 2 interfaces 
as super classes. It was implemented by having an array which was used to collect all the host ids 
of the nodes that comes into contact with other node. The hostsConnected() was the method is 
called when two hosts are connected and hostsDisconnected() method is called when connection 
between hosts is disconnected. There by we could keep track of the nodes that come into contact 
with each other. 

Dropped messages report 

This was the report that was implemented to log the number of messages that were dropped 
along with the properties of the message including time at which it was dropped, message id, 
source and destination. Since we should not drop messages during our simulation this report was 
useful to check if any messages are dropped by any node. 

Dropping messages or deleted messages both mean the same. So the code to identify the 
messages being dropped was placed under the messageDeleted(). 

 messageDeleted(Message m, DTNHost where, boolean dropped)  

o  Method is called when a message is deleted 

If the Boolean for dropped is set to true we display all the messages with the desired properties 
that are required to be logged in a file. 

3.3  MEASUREMENTS AND ANALYSIS 

By running the simulations for different configurations many files were created which needed to 
be analyzed but the main log file that was of important to us for getting the graph was the ‘delays 
log report’. There were quite a few log reports mentioned above were implemented in order to do 
some preliminary analysis and to have a better understanding about the nodal behavior and actual 
characteristics of the processes that are taking place between the nodes. 

 

 

file:///C:/Users/shyam/Desktop/one_1.4.0/doc/core/MessageListener.html%23messageDeleted(core.Message,%20core.DTNHost,%20boolean)
file:///C:/Users/shyam/Desktop/one_1.4.0/doc/core/Message.html
file:///C:/Users/shyam/Desktop/one_1.4.0/doc/core/DTNHost.html
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AWK 

The AWK utility is a data extraction and reporting tool that uses a data-driven scripting 

language consisting of a set of actions to be taken against textual data (either in files or data 

streams) for the purpose of producing formatted reports. The language used by awk extensively 

uses the string data type, associative arrays (that is, arrays indexed by key strings), and regular 

expressions [20]. 

Since the log files contained many thousands of records which needed to be analyzed, the help of 
some good tool was required. ‘AWK’ was a useful and helpful tool to perform the analysis of the 
log file which had many records. It was convenient to extract a particular column or columns of 
values from a log file and put in a separate file for doing the further analysis. It was easy to 
search for desired patterns of records and select them uniquely from the mixed set of records. In 
order to do some basic calculations like finding the average, checking the sequence in the arrival 
of messages was done easily. So several scripts were written to do some manipulation in the log 
files that were generated and suitable records that were of interest to the experiment were 
selected carefully. 

Some scripts that were written using AWK: 

 Calculate the average delay of messages delivered consecutively 

The delivered messages reports were used and the messages from that file were read and two 
fields were important namely the message id and the corresponding delay. 

A check was performed whether the messages were received in successive order and if not, we 
stopped at that point. The delay values for the consecutive messages were taken into account the 
average for those messages were calculated. 

 Plot cumulative distribution function (CDF) for delays of messages delivered consecutively. 

This is extension of the previous script that checks if the messages are delivered in order and 
computes the CDF for the delays. 

 Check if both source and destination are proper nodes for delivered messages. Proper nodes 
mean they are normal and function without any selfish behavior. 

Simple scripts to check if the messages have both their source and destination as proper nodes 
were implemented. This was implemented by checking the source and destination as proper 
nodes. We take created messages report and delivered message report and take those messages 
that are common in these two logs and having proper nodes as source and destination.  

 Scripts to plot the CCDF graphs for contact pair between two nodes, time difference between 

http://en.wikipedia.org/wiki/Data-driven_programming
http://en.wikipedia.org/wiki/Scripting_language
http://en.wikipedia.org/wiki/Scripting_language
http://en.wikipedia.org/wiki/String_(computer_science)
http://en.wikipedia.org/wiki/Datatype
http://en.wikipedia.org/wiki/Associative_array
http://en.wikipedia.org/wiki/Regular_expression
http://en.wikipedia.org/wiki/Regular_expression
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successive contacts among all nodes and contact of a particular node by other node were 
implemented. 

 

GNU Plot 

Statistical data is only as valuable as your ability to analyze, interpret, and present it in a 

meaningful way. Gnuplot is the most widely used program to plot and visualize data for 

Unix/Linux systems and it is also popular for Windows and the Mac. It's open-source, actively 

maintained, stable, and mature. It can deal with arbitrarily large data sets and is capable of 

producing high-quality, publication-ready graphics [21]. 

Gnuplot is a command-driven interactive function plotting program. It can be used to plot 

functions and data points in both two- and three-dimensional plots in many different formats. It 

is designed primarily for the visual display of scientific data. GNU Plot was used to plot the 

graphs for the collected data [22]. 

There were many graphs that needed to be plotted throughout the thesis and GNU Plot was 
useful and convenient to get some quick graphs. The graphs were then used for further analysis 
and interpretations of the actual happenings in the experiment. 
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4 MOBILITY MODEL 
 There should be some realistic patterns that should be incorporated in the simulators to evaluate 
the performance of some protocol. These realistic patterns are nothing but the mobility models 
which determine how the nodes should move in an area. By using mobility models that describe 

constituent movement, one can explore large systems, producing repeatable results for 

comparison between alternatives [18]. 

A mobility model should attempt to mimic the movements of real MNs. Changes in speed 

and direction must occur and they must occur in reasonable time slots. For example, we would 

not want MNs to travel in straight lines at constant speeds throughout the course of the entire 

simulation because real MNs would not travel in such a restricted manner [19]. 

4.1  RANDOM WAYPOINT MOBILITY MODEL 

This is one of the common mobility models that are used in the area of wireless communications. 
The way by which this model works is a node chooses a destination in the area and moves to that 
point with a constant speed on a straight line to this point. Then it waits at that point for a time 
instance and then does the same manner to a new destination point until the end of the simulation 
[6]. This is how all the nodes behave in the random waypoint model.   

 

 

 

 

  Figure 4.1 Path of a node in Random Waypoint model 

The main properties that the random way point mobility model has which are advantageous are 
[6]: 

 No limitation to any specific geometry 

  Few parameters and easy to describe 

 Analytical results can be derived since it is elementary 

 Synthetic (not dependent on any traces) 
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4.2  RE-CHOICE OF PARAMETERS TO MATCH ANALYTICAL MODEL’S PARAMETERS 
 

ANALYTICAL MODEL’S PARAMETERS 
 

The formula for Contacts per hour (λ) that has been used in the base paper [4] is  

λ=C* ν*R 

                  A      

Where, 

 The meeting time epochs of each node pair follow a Poisson distribution of intensity ‘ λ’ 
giving rise to exponentially distributed intermeeting times between nodes 

 The mobility models that are considered are ‘random waypoint’ or ‘random direction’ 
mobility models. 

 Communication range of ‘R’ (meters). 

 Area ‘A’ - area in which the nodes move, the area is considered to be a square in the       
case of random direction and circle in the case of random waypoint in (kilometers) 

The settings values mentioned in [4] are, 

C=1 (1.368) constant for random direction (random way point) models respectively, 

ν= (0.5, 2.5) meter/second, 

R=50 meters, 

A= 1000000 metre2 for square in Random direction or 

A= 318528.7 metre2 for circle in Random waypoint model. 

After application of these values to the formula mentioned above the value achieved for 
‘λ’ is  

    

 

 

 

λ=0.37 contacts/hr 
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Re-choice of parameters  

Since a circle was used where the nodes moved along in a random waypoint model in [4], which 
was not available in the ONE simulator. Hence we had to do some alterations in order to have the 
same value for contacts per hour (λ). 

So instead of having a circle we had to consider the nodes moving in a square. The graph below 
in figure 4.2 shows the contacts per hour vs side of square. You could check the graph 4.2, values 
for contacts per hour (λ) started with approximately 7.5 when the side of the square was 
considered to be approximately 220 meters. Then several simulations were performed to achieve 
a value of λ=0.37 as mentioned in the paper [4] and the side of the square was fixed to be 1401 
meters.  

The values for other parameters were the same as used in [4] and no changes were made to it. 

– Chosen mobility model was random way point 

– C=1.368 constant 

–  ν=.5,2.5 (meter/second), 

– R=50 (meters), 

– A is the area which we consider it to be a square of side 1401 meters instead of 
circle of radius 1000/π meters due to unavailability in the simulator. 

We achieved the value of λ to be equal to, 

 

λ=0.37 contacts/hr 
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Figure 4.2 Contacts per hour   

 

4.3 DISTRIBUTION OF CONTACTS 
The contacts that were happening between the nodes were looked upon carefully. Few graphs 
were plotted to find the characteristics of, 

 Contact between node pairs 

 Contact of any node with others 

 Time difference between  successive contacts among all nodes 

 Contact between node pairs 

The CCDF was plotted to find the contact between the node pairs. The contact between node 
pairs gives us information about how frequent the node pairs do comes into contact during the 
simulation period.  
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Figure 4.3 represents the CCDF obtained for the node pairs. The main idea behind this plot is to 
find how often the same node pairs have connectivity in the entire simulation. This would give 
an idea about inter contact of node pairs taking place during the simulation. 

First we find the combinations of the ‘same node pairs’ at different times during the simulation 
from the connectivity trace. Then calculate the difference in time intervals between the node 
pairs. The same procedure is carried out for the other node pairs also and finally the delay values 
are sorted. Then the CCDF graph is plotted with those values. Note that the Y axis in figure 4.3 
has a log scale and the value in the X axis represents the different simulation intervals. 

 

     Figure 4.3 CCDF for Node Pair contacts 

As a result of this graph we could see that more than 90% of the nodes comes into contact quite 
often. This result is important for to know about the nodal movement happening in the scenario 
for copying and forwarding the message. 

Contact of any node with others 

Contact of any node with a particular node is a useful graph that will make sure that most of the 
nodes meet that particular node during the simulation, if the simulation is not running too short. 
This would ensure that the message generated from one particular node has a chance to get 
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delivered at the destination if most of the nodes meet that particular node. 

Figure 4.4 represents the CCDF for inter-contact of any node with other nodes. The idea behind 
this CCDF graph is to get an overview of the contact of any node with other nodes throughout 
the simulation interval. The time gaps between the contacts of a node with other nodes are 
calculated. This value is used for plotting the CCDF in which the Y axis has a log scale and the X 
axis represents the time of the simulation in seconds.  

 

     Figure 4.4 CCDF for contact of a node 

From the above graph we could see that more than 90% of the nodes come into contact with a 
particular node approximately around 26,000 sec which is good and ensuring us that the message 
that is generated by a node is possible to be transmitted to other nodes. 

 Time difference between  successive contacts among all nodes 

The time difference between successive contacts among the nodes shows us how quick the 
nodes again establish a connection with the other nodes that comes into the contact region. 
Figure 4.5 represents the CCDF for the difference in the time interval between the 
connections. 
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     Figure 4.5 CCDF for inter contact times 

The reason for us to plot such a CCDF graph is to find the how often there is a connection 
formation between the nodes. The connection up time indicates the time during which the nodes 
have their connection set up with other node and ready to transmit the messages among each 
other. This CCDF graph would indicate how frequent are the connection establishment among 
the nodes occurs. We consider the up times for all the nodes and the difference between the up 
times gives the deltaT values. In figure 4.5 the Y axis has a log scale and the X axis represents 
the time in seconds. For example 96% of the contact times are less than 150 seconds. There by 
we can infer that there is frequent up connections that are taking place between the nodes moving 
in the network. 
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5 VALIDATION OF THE ANALYTICAL MODEL 

5.1  SIMULATION SETTINGS 
 

The settings that was taken for the practical verification was, 

– Chosen mobility model was random way point 

– C=1.368 constant 

–  ν=.5,2.5 (meter/second), 

– R=50 (meters), 

– A is the area which we consider it to be a square of side 1401 meters instead of 
circle of radius 1000/π meters due to unavailability in the simulator. 

Few more assumptions that we made in our simulations are: 

1. We consider only the messages that were created only from the normal nodes and those 
messages that were created by the selfish nodes were not taken into account. 

2. We also consider only the consecutive delivery of messages into account. Since at the end of 
the simulation there are many messages delivered, but we take into consideration those 
messages having consecutive messages id’s. If there is a break in the message id in the 
delivery, we stop at that point and calculate delay for those messages that are delivered 
consecutively. 

The main reason why we had to consider the consecutive delivery of messages were since we 
were running the simulations for a fixed time and thereby not giving a chance for all the 
messages to get delivered. 

3. We also set a threshold limit in the message id’s while analyzing the consecutive deliveries. 
The threshold limit is a value that is kept as a reference and we calculate the delay until this 
point in the consecutive delivery of the messages. Thereby in all the configurations we 
consider the messages to be delivered consecutively and until that threshold limit. 

4. We make the buffer capacity and TTL to be a high value so that messages are not dropped. 
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5.2  SCENARIO 

Validation of the analytical model in [4] was practically carried out using the ONE simulator as it 
was mentioned earlier. Since we had to analyze the working of both epidemic routing as well as 
two hop routing for the sake of plotting the graphs, it was required to run the simulations 
separately for each routing protocol. As mentioned in [4] that the delay for both the protocols are 
calculated only for particular value sets for both the routing mechanisms namely, 

 Pnc = Pnf  =   1.0 

 Pnc = Pnf  =   0.5 

 Pnc = .9 , Pnf  =   0.1 

The ONE simulator package had a configuration file where the values were given as input and 
taken up for simulation. There were several settings that were available that you could change as 
per your needs of your simulation. Few examples of those settings that were available were: 

 Scenario and interface settings 

Scenario settings ensures the simulation name, end time and interface settings ensures to specify 
the transmitting range, speed and the broadcasting interface to be used for communication. 

 Group specific settings 

It ensures to specify the number of hosts, TTL for the messages, router to be used etc for a 
particular number of nodes. 

 Report settings 

It ensures to specify the specific reports that are required to be logged at the end of a simulation. 

Once the configuration file is set, the simulation could be started. There are two ways to carry on 
with the simulation which are: 

 GUI mode  

Running in the GUI mode shows the nodal movements of the trace in a screen. Just by clicking 
on the file named one.sh brings the GUI screen up. The speed could also be adjusted which 
determines at what rate the update has to appear in the screen by selecting the value from a 
dropdown list box. 
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 Batch mode 

The batch mode could be started from the command prompt or from the terminal by giving 
one.sh –b 1 configuration filename. If no configuration filename is given it takes the default 
configuration file into account. If you have multiple values that you have given as inputs for 
certain parameters in your configuration file and want to run all of them at one instant, you 
replace ‘1’ the number of times you need to run your experiment. This feature is called run 
indexing which ensures you to run large amounts of different configurations using a single 
configuration file. Running in batch mode also saves a lot of time. 

So each time you start the simulation you tend to change the parameters namely the router and 
the selfish probability mentioned in [4] along with the address range depending upon the total 
number of nodes. After the simulation comes to an end you could see different log files that are 
generated at the end of the simulation. Further analyses were carried out with the help of the 
generated log files and the AWK scripts. 

 

5.3  DELAY RESULTS  

Graphs Obtained: 

When total nodes ‘N=50’ 

Figure 5.1 represents the graph that is obtained for the scenario of having up to 50 selfish nodes. 
The lines starting from the point ‘35’ in Y axis represents the lines for two hop routing protocol 
and their three probabilities as mentioned in the key above. Likewise the lines starting from 
’16.4’ in Y axis represent the epidemic routing protocol and along with the different probabilities 
as mentioned in the key above. The graph is achieved by taking the average delay values of 10 
different seeds that constituted the random waypoint model. Each seed provided different 
random motions for the nodes in the network. So in order to have a more accurate result we ran 
the simulations for 10 different seeds and the average delay was taken into account. On 
comparing figure 5.1 with figure 2.1 we could see both the graphs have the same starting delays 
when there were no selfish nodes in the network (ie) the delay of both epidemic routing as well 
as two hop routing matches with the result of the analytical model. 
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Figure 5.1 50 Nodes delay graph 

Further on comparing the delay values as the selfish nodes increases in the network we see that 
the results for both the routing protocols when Pnc=Pnf=.5 and Pnc=.9,Pnf=.1 is lesser than results 
of the analytical model. The reason is due to the average of 10 different seed values there is a 
variation in the delays. At the same time there is the probability generator which also generates 
random numbers which determines whether the node could copy or forward a message. So there 
is an impact of both the random number generator and the seed on the results.     

When we consider the remaining case which is Pnc=Pnf=1 (ie) the nodes are 100% selfish we 
could see that both the graphs have a close result with the delay values. As the selfish nodes 
increases in the network we could see that the delay of epidemic rises and reaches close to the 
two hop protocol. This is evident when the numbers of selfish nodes are 45, we could see the 
delay of both the routing schemes to have a very close value. 

One contradicting result between figure 2.1 and figure 5.1 is the delay values for epidemic 
protocol when the probability values Pnc=.9,Pnf=.1 is lesser than Pnc=Pnf=.5. So in order to find 
out the reason we plotted a graph for Probability Nocopy (Pnc) vs delays.    
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When total nodes ‘N=20’ 

Figure 5.2 was obtained for 20 nodes separately. The lines starting from the point ‘46’ represents 
the lines for two hop routing protocol and their three probabilities as mentioned in the key above. 
Likewise the points starting from ‘27’ represent the epidemic routing protocol and along with the 
different probabilities as mentioned in the key above. 

 

     Figure 5.2 20 nodes delay graph  

The delay for two hop routing protocol when there were no selfish nodes in the network was 
higher by few minutes. But the delay for epidemic routing when there were no selfish nodes was 
matching the analytical models result. On seeing the delay values for both the routing protocols 
we could see that the performance of epidemic routing decreases when the nodes are 100% 
selfish and the delay value reaches closer to two hop protocol’s delay value when there are 15 
selfish nodes in the network. The remaining delay values of the both the routing protocols are a 
bit lesser when compared to figure 2.1. The reason for it was the same as it was mentioned above 
for the 50 nodes scenario. Due to the random seed values and random number generator there are 
some variations from the result that we have achieved. 
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Epidemic routing: 

As we could see figure 5.1 representing the graph for total nodes N= 50, the delay for both the 
protocols increases as the number of selfish nodes increases. The reason behind it, the normal 
nodes in the network does the major part for the delivery of the messages that are generated. The 
selfish nodes with probability equal to 1 for both no copy and no forward accounts for 0% 
contribution when it comes to the delivery of messages. The other specified conditions for the 
probability no copy and no forward account partially in the relaying process alone. Since we 
have assumed that the selfish nodes cannot be the source or destination of a message, they could 
just take part in the message relaying process in a selfish manner. 

The result achieved by the analytical model in [4] was, the performance of unrestricted relay 

protocol deteriorates faster than the two hop scheme for the same node selfishness intensity. 

Figure 5.1 shows it practically where we could see when the selfish probability was equal to 1 
for both no copy and no forward the delay for both the protocols reach almost the same peak 
delay. The delay values that are achieved for the other two probability set values are a bit lower 
from the graph of analytical model due to random number generator and seeds. 

We could see the same starting values when there are no selfish nodes in figure 5.2 and figure 
2.1. As the selfish nodes increases, the delay value keeps closely matching with the analytical 
value. 

 

Two hop routing: 

From both figure 5.1 and figure 5.2 the starting delay value for two hop routing (ie) scenarios 
where there are no selfish nodes when N=20 has a bit higher delay and when N=50 the delay is 
matching the analytical models graph. As the number of selfish nodes increases in the network 
we could see that the delay value is going higher. 

As we could see that there is a steep increase in the delay values when both no forward and no 
copy probability values are set to 1. The delays are at its peak when there are more selfish nodes 
stating that  few normal nodes are responsible for ensuring the delivery of the messages but with 
a higher delay. 
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6 CONTACT UTILIZATION 
 

There was a particular case which was contradicting to the actual working among the nodes. The 
case was when few messages got delivered with lesser delays in a selfish scenario and the same 
messages got delivered with higher delays with no selfishness. We expect all the messages to get 
delivered with shorter delays when there is no selfishness in the network when compared to the 
presence of selfish nodes. But there were messages which had lesser delays in selfish condition. 
Since we got such messages with shorter delays we had to focus and analyze the reason behind 
it. 

We considered a particular scenario in which there were 20 nodes out which 15 were selfish 
(K=15) in two hop routing and the intensity of selfishness was Pnc=Pnf=.5. The simulation results 
were obtained and we considered the messages that were consecutively delivered. The delays of 
those messages were stored along with the message ids. Now the simulation for 20 nodes without 
any selfish nodes in the network was simulated and the results were obtained. From the obtained 
result we just took the same messages which got delivered in the selfish scenario into account 
and compared their delay values.  

It was contradicting to see same messages having lesser delays in the selfish scenario than the 
scenario without any selfish nodes. One such message was M252 and the paths of its delivery in 
both the normal case and the selfish case is given below. 

The source and destination of M252 was P3 and P1 respectively and the message was created at 
the time instance 7413. 

 

 

 

     8508 (93)                                8930 (79) 

 

 

   9611 (124)       9618 (99) 

 

   Figure 6.1 20 nodes K=15, Pnc=Pnf=.5 two hop routing 

P3 
P1 

C5 
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The above diagram represents the path in which M252 was relayed and delivered. In the above 
diagram the colored line (light grey) represents the path taken in the selfish scenario, whereas the 
black line represents the path taken in the case of normal scenario. The values that are given in 
brackets beside the time values represent the number of messages that are in the buffer of the 
transmitting node. 

We could clearly see that the path taken with selfishness was quicker when compared to the 
normal path. This made us to check whether there was a connection between P3 and P5 (in the 
case of no selfish nodes) was established or not. After checking the connectivity log there was a 
connection established between those nodes but the message was not transmitted during that 
connection up time. The transmission speeds of all the nodes were increased to a  high value so 
that we could transmit the messages much quickly but the increase in speed did not affect the 
delivery. Then we realized that the impact of the transmission speed does not influence the 
message in the buffer to get transmitted quickly. 

You could see the number of messages that are in the buffer of the transmitting node to be 
specified in brackets. Since the transmission speed does not help in transmitting extremely quick 
transmissions all the messages gets transferred at its own pace. You could see the number of 
messages in buffer for the normal path is greater than the values in the selfish path.  

Therefore the messages when they are transmitted in the normal case have to send all the 
messages in some order which is not the case that’s happening in the selfish scenario. It might 
send a particular message or it might not which is based on the random number generator. So in 
this case messages which or on the farther end of the buffer have a chance of getting delivered 
quickly and which is not possible in the normal case since there are several messages in the 
buffer to be transmitted before the last message gets transmitted. 

So if it’s possible to transmit the message very quickly without having any queuing delay it 
would be possible to obtain the same paths even in the normal nodes scenario. 
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7 PROBABILISTIC SELFISHNESS 
 

Graph comparing the delay variations with change in Pnc 

 

   Figure 7.1 Probabilistic selfishness 50 nodes, K=45 & epidemic routing   

This is the graph that is obtained when the total nodes where 50 out of which 45 are selfish 
(K=45) and epidemic router was used to see the delay variations when probability no copy 
starting from 0.9.Where the Y axis represents the delays in minutes and the X axis represents the 
probability values for Probability Nocopy. On seeing the result, it is evident that we get the 
higher delays when Pnc was close to 1. When start with Pnc =.9 we could see that delay is 
considerable less when compared to other values. As we increase the value from .9 we see that 
the delay value increases considerably. Also the delay values are expressed as error bars to 
indicate the errors or uncertainty in the achieved values. With the help of the error bars we could 
see both the upper bound and the lower bound values of the delays which are possible due to the 
randomness that is used. This clearly indicates that the delay results could fluctuate between the 
specified ranges in figure 7.1.  

Since there is deviation in all the values the upper deviation from our result is closer to the delay 
values that are achieved in the analytical model. 
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8 CONCLUSION AND FUTURE WORK 

8.1 CONCLUSION AND DISCUSSION 

This thesis practically validates the analytical model that is proposed in [4] and check if both the 
results are matching. ONE simulator was the tool which was used to carry out the experiment 
with quite a few customizations and implementations done to it. Generated log reports were 
analyzed using AWK scripts and the plots were drawn using gnuplot. An understanding of all the 
important terminologies and concepts by reading several articles was helpful to carry out the 
analysis. 

The experiment was carried out with the same settings as specified in [4] to have the uniformity 
in the process. On comparing the graphs achieved using the analytical model and the practically 
achieved graph we were able to see the results to be matching but with few unclear points. We 
were able to witness the performance of the epidemic routing was degraded and the delay values 
were approaching towards the values of two hop routing protocol when the selfish nodes and 
selfish intensity increases. We could especially point it out in the figure 5.2 when the number of 
selfish nodes were 45 and selfish probability was 1 the delays produced by both the protocols 
were almost the same value, there by matching with the results of the analytical model. 

Thereby we could conclude that the performance advantage of epidemic routing decreases and 
approaches towards the performance of two hop routing protocol as the number of selfish nodes 
in the network increases along with the degree of selfishness. 

 

8.2  FUTURE WORK 

In this thesis we assume that the nodes are allowed to carry infinite buffer or buffer with a very 
high capacity so that there are no messages being dropped. The buffer each node carries never 
becomes full. Also the time to live (TTL) of each message is said to a value that is equivalent to 
the simulation time there by the TTL of messages never get becomes zero and get expired. But 
this is not at all the case in reality and often there are limitations in the buffer size as well the 
TTL is set to a finite value. So as a future work it would interesting to check how the delay value 
gets affected if we are going to have a limited buffer and finite TTL. 

It would be interesting to introduce the concept of some ranks to the selfish nodes based on any 
metric and categorize them into some priority nodes during the routing process. Hence we could 
send our message or data to a selfish node which has a better priority among the selfish nodes 
than with nodes with a lower priority. This kind of an approach could ensure a better 
performance and ensure lower delays. It is possible to find the nodes which are 100% selfish in 
the network and avoid the message or data being forwarded to that node. 
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Another possible extension could be the use of two different routers in the same network one for 
normal nodes and another for selfish nodes. As of now we use epidemic router for routing 
normal nodes and epidemic selfish router for routing selfish nodes. It would be interesting to use 
epidemic router for normal nodes and two hop selfish router for the selfish nodes and vice versa. 
Repeat the same experiment and the delays could be calculated. 
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