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#### Abstract

CPU time and memory usage are two vital issues that any numerical solvers for the PoissonBoltzmann equation have to face in biomolecular applications. In this study we systematically analyzed the CPU time and memory usage of five commonly used finite-difference solvers with a large and diversified set of biomolecular structures. Our comparative analysis shows that modified incomplete Cholesky conjugate gradient and geometric multigrid are the most efficient in the diversified test set. For the two efficient solvers, our test shows that their CPU times increase approximately linearly with the numbers of grids. Their CPU times also increase almost linearly with the negative logarithm of the convergence criterion at very similar rate. Our comparison further shows that geometric multigrid performs better in the large set of tested biomolecules. However, modified incomplete Cholesky conjugate gradient is superior to geometric multigrid in molecular dynamics simulations of tested molecules. We also investigated other significant components in numerical solutions of the Poisson-Boltzmann equation. It turns out that the timelimiting step is the free boundary condition setup for the linear systems for the selected proteins if the electrostatic focusing is not used. Thus, development of future numerical solvers for the Poisson-Boltzmann equation should balance all aspects of the numerical procedures in realistic biomolecular applications.


## Introduction

The electrostatic interaction is crucial for the structural, functional, and dynamic properties of biomolecules. Accurate and efficient modeling of the electrostatic interaction has been an active topic in computational chemistry. $1^{-1} 14$ Since biomolecules are surrounded by solvent molecules, the solvent effect must be taken into account in modeling the electrostatics interaction. The solvent effect can be treated explicitly - explicit solvent molecules are placed around the studied biomolecules, or treated implicitly - solvent molecules are considered as a continuum. In the implicit treatment, the Poisson-Boltzmann equation (PBE) has been established as a fundamental equation to model the electrostatic interaction. $1^{-14}$

When the PBE is applied to model biomolecular electrostatics, a significant challenge is how to obtain accurate solution of the PBE efficiently given the limited memory and speed of today's computer servers because a typical biomolecule consists of tens of thousands to millions of atoms. This challenge becomes more difficult when incorporating the PBE in a typical dynamics simulation involving millions of time steps. In practice solving the PBE

[^0]and interpolating the electrostatic energies and forces have to be accomplished within a few tenths second to finish the dynamics simulation within a reasonable wall-clock time.

Since analytic solution of the PBE can be achieved only in a few specific cases with simple solute geometry, only numerical solution of the PBE is possible for biomolecular applications. Many efforts have been invested to develop methods to obtain numerical solution of the PBE accurately and efficiently. The finite difference method (FDM),15-25 as the most widely-adopted method, commonly uses uniform grids to discretize the space and builds up a set of linear equations directly from the PBE. It has been implemented in several programs, such as DelPhi, 15,17,23 UHBD,16,18 APBS,19, 25 and in related modules of Amber24,26 and CHARMM.17,22 To set up the dielectric constant map, classical FDMs only classify grid points as outside or inside the biomolecular surface. This simplification leads to a symmetric and positive-definite coefficient matrix of the linear system and some highly efficient solvers, such as preconditioned conjugate gradient, have been developed to solve the PBE.16,24,27 30 However, the treatment blurs the exact biomolecular boundary, leading to discretization error. Furthermore, the boundary jump conditions can not be enforced in the FDMs. Thus the solution is only first-order accurate. To achieve secondorder accurate solution, researchers have used interface conditions with sub-grid resolution, as in the immersed interface method31,32 and the matched interface and boundary method. 33,34 However, these methods lead to asymmetric and positive-indefinite coefficient matrices. Thus preconditioned conjugate gradient can no longer be applied to solve the linear systems.

Boundary element method (BEM) $35^{-} 48$ integrates the PBE at the biomolecular boundary to obtain a linear system whose unknowns are either the induced surface charges $35^{-}$ $38,42,43,45,46$ or the normal components of the electric displacement $39^{-} 41,44,47,48$ on the boundary. Compared with the FDM, the BEM reduces the number of unknowns by an order and describes the biomolecular boundary more accurately. However, the BEM involves an extra step of triangulization of the boundary. Furthermore, its efficiency is not directly related to the number of unknowns because integration operator along the macromolecular boundary is the most time limiting step.

The finite-element method (FEM)49-54 is based on the weak variational formulation. The electrostatic potential to be solved is approximated by a superposition of a set of basis functions. A linear or nonlinear system for the coefficients produced by the weak formulation has to be solved. A nice property of the FEM is that the mesh is irregular so that adaptivity can be achieved. Also body fitted mesh can be generated to fit nicely to the boundary or the interface, such as the molecular surface. However, this strategy may cause additional cost, i.e., constant remeshing, for dynamics simulations.

Even with the extensive development of numerical PBE solvers as reviewed above, only limited comparisons among a few FDM solvers were reported in the literature.16, 19 No systematic analysis of their performance on biomolecules has been reported. Apparently a thorough analysis is important to guide users to choose appropriate PBE solvers for their applications at hand. Such an analysis is also helpful for further development of more robust PBE solvers. In this first attempt of systematic analysis of numerical PBE solvers, we focused on the widely-adopted FDM solvers and compared their performance in a large and diversified test set of biomolecules, including proteins, nucleic acids, and short peptides. We systematically analyzed factors related to the solver efficiency and memory usage in the context of the typical biomolecular systems.

## Methods

In this work, we implemented and carefully optimized five different FDM solvers, successive over-relaxation, 55 conjugate gradient, 55 (modified) incomplete Cholesky conjugate gradient, 24 geometric multigrid, 56 and algebraic multigrid. 57 In the following we review the fundamental concepts and algorithms that are used in our implementation of these numerical FDM solvers.

## Poisson-Boltzmann equation

In typical implicit solvation frameworks, both solute and solvent molecules are represented as continua. To compute the solute/solvent electrostatic interaction, the solute molecule is approximated as a low-dielectric continuum and the solvent molecules are collectively treated as a high-dielectric continuum. Solute atomic point charges in the molecular mechanics representation are assigned on atomic centers. The electrostatic field in the continuum representation of the solution system can be described by the Poisson's equation in classical electrostatics

$$
\begin{equation*}
\nabla \cdot \varepsilon(\mathbf{r}) \nabla \varphi(\mathbf{r})=-\rho(\mathbf{r}) \tag{1}
\end{equation*}
$$

where $\varepsilon$ is the dielectric constant, $\varphi$ is the electrostatic potential, and $\rho$ is the charge density. All three variables are functions of position vector $\mathbf{r}$. If the solution is a dissolved electrolyte, a Boltzmann term describing the salt effect is added to the above equation to give the well-known Poisson-Boltzmann equation

$$
\begin{equation*}
\nabla \cdot \varepsilon(\mathbf{r}) \nabla \varphi(\mathbf{r})+\lambda(\mathbf{r}) \sum_{i} n_{i} q_{i} \exp \left[-q_{i} \varphi(\mathbf{r}) / k T\right]=-\rho(\mathbf{r}) \tag{2}
\end{equation*}
$$

where $\lambda$ is the masking function for the Stern layer, $n_{i}$ is the number density of counterion of type $i$ in the bulk solution, $q_{i}$ is the charge of the counterion of type $i, k$ is the Boltzmann constant, and $T$ is the temperature. Obviously the PBE is non-linear. When $q_{i} \varphi(\mathbf{r}) / k T$ is small, the PBE can be linearized as

$$
\begin{equation*}
\nabla \cdot \varepsilon(\mathbf{r}) \nabla \varphi(\mathbf{r})-\lambda(\mathbf{r}) \sum_{i} n_{i} q_{i}^{2} \varphi(\mathbf{r}) / k T=-\rho(\mathbf{r}) \tag{3}
\end{equation*}
$$

For biomolecules, only numerical solution of equation (2) or (3) can be obtained. In typical numerical procedures, the equation is discretized with the simplest finite-difference scheme. Under this discretization scheme, the PBE can be written as follows at each grid point

$$
\begin{array}{ll}
-h^{-2} \varepsilon_{i}(i-1, j, k) & {[\varphi(i-1, j, k)-\varphi(i, j, k)]} \\
-h^{-2} \varepsilon_{i}(i, j, k) & {[\varphi(i+1, j, k)-\varphi(i, j, k)]} \\
-h^{-2} \varepsilon_{j}(i, j-1, k) & {[\varphi(i, j-1, k)-\varphi(i, j, k)]} \\
-h^{-2} \varepsilon_{j}(i, j, k) & {[\varphi(i, j+1, k)-\varphi(i, j, k)]} \\
-h^{-2} \varepsilon_{k}(i, j, k-1) & {[\varphi(i, j, k-1)-\varphi(i, j, k)]} \\
-h^{-2} \varepsilon_{k}(i, j, k) & {[\varphi(i, j, k+1)-\varphi(i, j, k)] \quad} \\
+\kappa^{2} & \varphi(i, j, k) \quad=h^{-3} q(i, j, k) \tag{4}
\end{array}
$$

where $h$ is the spacing in each dimension, $i, j$, and $k$ are the grid indexes along $x, y$ and $z$ axes, respectively. $\varepsilon_{i}(i, j, k)$ is the dielectric constant between grids $(i, j, k)$ and $(i+1, j, k)$. $\varepsilon_{j}(i, j, k)$ and $\varepsilon_{k}(i, j, k)$ are defined similarly. $\kappa^{2}$ absorbs all the related coefficients in the Boltzmann term. $q(i, j, k)$ is the total charge within the cubic volume centered at $(i, j, k)$. The linear system can then be denoted as

$$
\begin{equation*}
\mathbf{A} \varphi=b \tag{5}
\end{equation*}
$$

where $\mathbf{A}$ is the coefficient matrix of dielectric constants and the Boltzmann term, and $b$ is the constant vector of all charges on the grids.

To solve equation (5), a number of solvers have been developed, such as successive overrelaxation (SOR), 55 conjugate gradient (CG), 55 (modified) incomplete Cholesky conjugate gradient ((M)ICCG),27-30 geometric multigrid (GMG),56 and algebraic multigrid (AMG). 57 All solvers proceed from an initial guess of $\varphi(i, j, k)$ to approach the solution iteratively.

## Successive Over-relaxation

SOR belongs to the classical iterative solvers for linear equations. It is a speed-up version of Gauss-Seidel. 55 In this solver, the values of $\varphi(i, j, k)$ are updated by

$$
\begin{gather*}
\varphi(i, j, k)=(1-w) \varphi(i, j, k)+w . \\
{\left[\varepsilon_{i}(i-1, j, k) \varphi(i-1, j, k)+\varepsilon_{i}(i, j, k) \varphi(i+1, j, k)\right.} \\
+\varepsilon_{j}(i, j-1, k) \varphi(i, j-1, k)+\varepsilon_{j}(i, j, k) \varphi(i, j+1, k) \\
\left.+\varepsilon_{k}(i, j, k-1) \varphi(i, j, k-1)+\varepsilon_{k}(i, j, k) \varphi(i, j, k+1)+h^{-1} q(i, j, k)\right] \\
/\left[\varepsilon_{i}(i-1, j, k)+\varepsilon_{i}(i, j, k)+\varepsilon_{j}(i, j-1, k)+\varepsilon_{j}(i, j, k)+\varepsilon_{k}(i, j, k-1)+\varepsilon_{k}(i, j, k)+h^{2} \kappa^{2}\right] \tag{6}
\end{gather*}
$$

where $w$ is called the over-relaxation factor. It can be proven that when $w$ is between 0 and 2 SOR always converges. 55 When $w$ is equal to 1 , SOR returns to Gauss-Seidel. It should be noted that $\varphi(i, j, k)$ appears on the right hand side of equation (6) is the latest value, not the value updated in the previous iteration. Arelated update method is the Red-Black method. The grids in the space are colored by red or black in an interlaced manner, i.e., the neighbor grids of a red grid are all black and the neighbor grids of a black grid are all red. During iteration, $\varphi(i, j, k)$ at black grids are first updated simultaneously and $\varphi(i, j, k)$ at red grids are then updated simultaneously. The Red-Black method does not accelerate convergence, but leads to a parallel operation. A Red-Black SOR can be summarized as the following pseudo code:

1. set $l=0$
2. calculate the norm of residues $\left\|r_{l}\right\|=\left\|b-\mathbf{A} \varphi_{l}\right\|$ If $\left\|r_{l}\right\| /\|b\|$ is less than a predefined convergence threshold $\delta$, output $\varphi_{l}$ as the solution. Otherwise go to the next step.
3. update the $\varphi_{l}$ at black grids first and then update the $\varphi_{l}$ at red grids according to Eq. (6)
4. set $l=l+1$ and go to step 2 .

## Conjugate Gradient

CG is suitable to solve linear systems with symmetric and positive-definite coefficient matrices. It approaches the exact solution along a series of conjugate directions. In theory,

CG can obtain the exact solution after at most $N_{\text {grid }}$ iterations ( $N_{\text {grid }}$ is the number of grids). However the exact solution can not be achieved in practice because of numerical errors. Thus, CG is always implemented in an iterative manner as SOR. CG can be summarized as follows:

1. set $l=0, p_{0}=r_{0}$
2. calculate the norm of residues $\left\|r_{l}\right\|$. If $\left\|r_{l}\right\| /\|b\|$ is less than a predefined convergence threshold $\delta$, output $\varphi_{l}$ as the solution. Otherwise go to the next step.
3. calculate

$$
\alpha_{l}=\frac{r_{l}^{T} p_{l}}{p_{l}^{T} \mathbf{A} p_{l}}, \varphi_{l+1}=\varphi_{l}+\alpha_{l} p_{l}
$$

4. calculate

$$
r_{l+1}=b-\mathbf{A} \varphi_{l+1}, \beta_{l}=\frac{r_{l+1}^{T} \mathbf{A} p_{l}}{p_{l}^{T} \mathbf{A} p_{l}}, \quad p_{l+1}=r_{l+1}+\beta_{l} p_{l}
$$

5. set $l=l+1$ and go to step 2

## Modified Incomplete Cholesky Conjugate Gradient

The convergence speed of CG depends on the distribution of the eigenvalues of the coefficient matrix. It has been shown that its convergence behavior is optimal when the eigenvalues of the coefficient matrix distribute in a small range. 27 Therefore, preconditioned conjugate gradient introduces a preconditioning matrix $\mathbf{M}$ into equation (5)

$$
\begin{equation*}
\left(\mathbf{M}^{-1} \mathbf{A} \mathbf{M}^{-1}\right)(\mathbf{M} \varphi)=\mathbf{M}^{-1} b \tag{7}
\end{equation*}
$$

so that the new equivalent equation can be written as

$$
\begin{equation*}
\tilde{\mathbf{A}} \tilde{\varphi}=\tilde{b} \tag{8}
\end{equation*}
$$

An appropriate $\mathbf{M}$ makes $\tilde{\mathbf{A}}$ with all eigenvalues close to one to speed up the convergence. One widely-used class of preconditioning matrices comes from the incomplete $\mathbf{L D L}^{T}$ factorizations

$$
\begin{equation*}
\mathbf{M}=(\tilde{\mathbf{D}}+\mathbf{L}) \tilde{\mathbf{D}}^{-1}\left(\tilde{\mathbf{D}}+\mathbf{L}^{T}\right) \tag{9}
\end{equation*}
$$

Where $\mathbf{A}=\mathbf{L}+\mathbf{D}+\mathbf{L}^{T}, \mathbf{L}$ is $\underset{\sim}{t h e}$ strictly lower triangular matrix of $\mathbf{A}, \mathbf{D}$ is the positive diagonal matrix of $\mathbf{A}$, and $\mathbf{D}$ is an undetermined positive diagonal matrix. If the diagonal of $\mathbf{M}$ is equal to $\mathbf{D}$, the corresponding preconditioned conjugate gradient is called ICCG. For the case in 3D, $\mathbf{A}$ is a symmetric and 7-banded matrix. If the dimension of $\mathbf{A}$ is denoted as
$n_{x} n_{y} n_{z}$ and the diagonal elements and the three off-diagonal elements at row $i$ as $a_{i, 1}, a_{i, 2}$, $a_{i, 3}$, and $a_{i, 4}$, respectively, the diagonal elements of $\mathbf{D}$ can be written as

$$
\begin{equation*}
\tilde{d}_{i}^{-1}=a_{i, 1}-a_{i-1,2}^{2} \cdot \tilde{d}_{i-1}-a_{i-n_{x}, 3}^{2} \cdot \tilde{d}_{i-n_{x}}-a_{i-n_{x} n_{y}, 4}^{2} \cdot \tilde{d}_{i-n_{x} n_{y}} \tag{10}
\end{equation*}
$$

In MICCG, an extension of ICCG, the diagonal elements of $\tilde{\mathbf{D}}$ can be written as

$$
\begin{gather*}
\tilde{d}_{i}^{-1}=a_{i, 1}-a_{i-1,2} \cdot\left(a_{i-1,2}+\alpha a_{i-1,3}+\alpha a_{i-1,4}\right) \cdot \tilde{d}_{i-1} \\
-a_{i-n_{x}, 3} \cdot\left(\alpha a_{i-n_{x}, 2}+a_{i-n_{x}, 3}+\alpha a_{i-n_{x}, 4}\right) \cdot \tilde{d}_{i-n_{x}} \\
-a_{i-n_{x} n_{y}, 4} \cdot\left(\alpha a_{i-n_{x} n_{y}, 2}+\alpha a_{i-n_{x} n_{y}, 3}+a_{i-n_{x} n_{y}, 4}\right) \cdot \tilde{d}_{i-n_{x} n_{y}}, \tag{11}
\end{gather*}
$$

where $\alpha$ is a relax coefficient. When $\alpha$ is equal to 0 , MICCG goes back to ICCG.

## Multigrid

Multigrid is highly efficient to solve linear equations or nonlinear equations. It builds up a hierarchy of discretization. Here we denote the finest discretization level as level 1 and larger level numbers denote coarser discretization levels. To construct a multigrid method, three operators are required. The first operator is the relaxation operator, which is used to obtain an improved solution at a certain level $i$. Gauss-Seidel and CG can both be used as relaxation operators. However, it should be noted that SOR is not suitable as a relaxation operator, because over-relaxation cannot maintain the small high-frequency error at the coarser levels. In this study, we have used Gauss-Seidel as the relaxation operator. The second operator is called the restriction operator, which restricts the residue terms at level $i$ to construct the constant vector terms at level $i+1$. The third operator is the interpolation operator, which interpolates the solution at level $i$ to correct the solution at level $i-1$. The restriction and interpolation operators transfer the information between neighboring levels. Their algorithms vary according to the problems at hand to pursue the highest computational efficiency. After these three operators are defined, one iteration between level 1 and level 2 can proceed as:

1. $\varphi^{1}=S^{1}\left(\varphi^{1}, b^{1}\right), r^{1}=b^{1}-\mathbf{A}^{1} \varphi^{1}$
2. $b^{2}=R^{1}\left(r^{1}\right)$
3. $\varphi^{2}=S^{2}\left(\varphi^{2}, b^{2}\right)$
4. $\varphi^{1}=\varphi^{1}+I^{2}\left(\varphi^{2}\right)$
5. $\varphi^{1}=S^{1}\left(\varphi^{1}, b^{1}\right)$
where $S, R$, and $I$ represent the relaxation, restriction, and interpolation operator, respectively. The superscripts represent the level number. At step 3, we can relax the solution at level 2 by introducing level 3 and performing $\gamma$ two-level iterations between level 2 and level 3. Recursively introducing coarser levels until the coarsest level builds up one cycle of multigrid. When $\gamma=1$, the cycle is called V-cycle and when $\gamma=2$, the cycle is called W-cycle, as shown in Figure 1.

The advantage of multigrid rests with how the information spreads. In multigrid, the information propagates to the neighbor grids at level 1, just as SOR or CG. However, at other levels the information can be propagated to farther grids. In doing so, the highfrequency error is eliminated at finer levels, and low-frequency error is corrected at coarser levels.

A key issue in the all multigrid methods is how to construct the interpolation operator. In GMG, the space is divided with different spacing $h_{1}, h_{2}, h_{3}, \ldots$, at different levels. Usually, the grid spacing values between neighbor levels $i$ and $i+1$ satisfy $h_{i+1}=2 h_{i}$. The relationships of grid points at the neighbor levels are determined by their geometric position. When GMG is applied to solve the PBE for biomolecules in solution, attention should be paid to treatment of discontinuous dielectric constant. In general, the dielectric constant inside macromolecules is set as 1 to 4 , and the dielectric constant outside biomolecules is set as 80 . The discontinuity of dielectric constant leads to a large jump in the coefficient in the PBE, which then results in poor convergence of GMG. Sophisticated designs of interpolation have been the key in developing robust GMG methods. For example, Alcouffe et al. developed special harmonic averaging techniques to construct operator-induced interpolations. 56 In the black-box multigrid method, Dendy simplified the interpolation procedure by considering the discretization stencils. 58 In our implement, an interpolation suggested by Holst and Saied19 was adopted to retain a 7-banded coefficient matrix at each level.

AMG is an alternative multigrid method that bypasses the problem of discontinuous coefficient completely. 59 Unlike GMG, AMG does not consider the geometric information in its operators, instead only the linear system is used. According to the original linear system, AMG automatically constructs a series of gradually smaller liner systems, whether the coefficients are continuous or discontinuous. The grids at the finer level $C^{h}$ are split into two subsets: one set $\left(C^{H}\right)$ includes the grids kept at the coarser level, and the other set $\left(F^{H}\right)$ includes the rest. Then the interpolation operator can be defined as

$$
\varphi_{i}^{h}= \begin{cases}\varphi_{i}^{H}, & \text { if } i \in C^{H}  \tag{12}\\ \sum_{k \in C^{H}} w_{i k}^{h} \varphi_{k}^{H}, & \text { if } i \in F^{H}\end{cases}
$$

The restriction operator is the reverse of interpolation operator, and the relaxation operator uses Gauss-Seidel. More grids in subset $C^{H}$ likely make the interpolation at grids in subset $F^{H}$ more accurate. On the other hand more grids in $C^{H}$ consume more computational resource. Therefore a good grid-splitting algorithm has to balance the interpolation accuracy and computational cost. The detail of the grid-splitting algorithm is reviewed in Ref 60. In this study, we investigated the performance of an AMG method, AMG1R5, as implemented by Ruge, Stuben and Hempel. 57

## Computational details

To insure a fair comparison, all tested FDM solvers were implemented within the PBSA module in the Amber 10 package. 61 Thus the exactly same linear system was solved by all the solvers. Specifically, the following five FDM solvers were implemented: SOR, CG, MICCG, GMG, and AMG. Totally 558 biomolecular structures including proteins, nucleic acids, and short peptides in the Amber benchmark suite61 were used in the test. The atom numbers of these biomolecules range from 247 to 8,254 and their geometries are quite different. These molecules were assigned the charges of Cornell et al62 and the modified bondi radii. Unless specified otherwise in the Results and Discussion, the computations were
conducted with the following conditions. The convergence criterion was set to be $10^{-3}$. The ratio of the grid dimension over the solute dimension (the fillratio keyword in Amber) was set as 1.5 . The grid spacing was $0.5 \AA \AA$. No electrostatic focusing was used. The initial potential values on all grids were set to zero. The solvent dielectric constant was set to 80 , while the solute dielectric constant was set to 1 . The boundary dielectric constants were assigned as the harmonic average of the solvent and solute dielectric constants. Thus, the coefficient matrices are symmetric and positive-definite and all of the five solvers are able to solve the linear systems. Finally the free space boundary condition was used. In SOR, the over-relaxation factor was set to 1.95 . In MICCG, the relax coefficient $\alpha$ was set to -0.3 . All other parameters are set as default in the PBSA module of Amber 10 package. 61

## Results and Discussion

Once we can establish the numerical consistency among all linear solvers, we are mostly interested in their CPU usage or efficiency, which can be affected by many factors, such as system sizes, convergence criterion, grid spacing, initial guess of solution, and so on. The scaling of the implemented solvers with theses factors is presented in the following. The memory requirement of the solvers is also analyzed below. Finally, the computational cost of other significant components in the FDM solver is discussed.

## Solver consistency

To validate the numerical consistency of the tested linear solvers, we first calculated the total electrostatic energies and forces with the $\mathrm{P}^{3} \mathrm{M}$ method 26 given the computed grid potentials from the different solvers. With the typical convergence criterion set as $10^{-3}$ in dynamics simulations, the average relative difference in the total electrostatic energies among the different solvers is $5.2 \times 10^{-6}$ and the largest relative difference is $3.9 \times 10^{-5}$. We also analyzed the consistency in the atomic electrostatic forces computed with the same $\mathrm{P}^{3} \mathrm{M}$ strategy. 26 Taking protein 1 bci as an example, the average relative difference in the atomic electrostatic forces is $7.7 \times 10^{-4}$ among the different solvers. These data indicate that the numerical precisions in electrostatic energies and forces from different linear solvers are quite consistent and the numerical uncertainties due to the use of different solvers are bounded by the convergence criterion.

## Solver scaling considerations

System sizes-Efficiency scaling with respect to the system size is one of the crucial issues in the biomolecular applications of the numerical PBE solvers. The test set of 558 biomolecular structures61 was used to study the scaling behaviors of the implemented solvers. Due to the limitation of memory on our local computers, AMG was not included in this test (memory requirements of all the implemented solvers are discussed below). Figure 2 plots the CPU time (not including the setup time for the linear system) versus the number of atoms ( $N_{\text {atom }}$ ) and the number of grid points ( $N_{\text {grid }}$ ), respectively. Our analysis shows that the efficiency of CG is higher than that of SOR, but much lower than that of MICCG and GMG. However, it should be pointed out that we did not use "optimal" $w$ values. Use of molecule-specific "optimal" $w$ may improve the convergence rate of SOR.17, 19 Finally the performances of MICCG and GMG are similar, and GMG is slightly better than MICCG under the testing conditions in this study: the CPU times are within $0.5 \%$ on average between the two solvers. Nevertheless, if we measure the slopes for the linear scaling of CPU times versus $N_{\text {grid }}$, GMG is about $30 \%$ faster than MICCG.

It is interesting to note that the CPU times increase approximately linearly with $N_{g r i d}$, when CG, MICCG, and GMG are used (Figure 2). The linear trend is less clear when the number of atoms is used. This is because the number of grid points depends on not only the numbers
of atoms but also the solute geometries. The observed linear scaling for CG and MICCG is somewhat different from the observation in the literature. 19 The primary difference between this work and the literature lies in the different scaling behaviors studied. In this study the solver scaling refers to its CPU time versus the numbers of grids for different solutes, while in the literature the solver scaling refers to its CPU time versus the numbers of grids from different grid spacing values for a single solute. Specifically the ratio of the grid dimension over the solute dimension (the fillratio keyword), was fixed for all solute biomolecules in this study. We also analyzed the scaling of CPU time versus the grid spacing (see below and Figure 4). It has to be pointed out that this scaling behavior is machine-dependent.

Convergence criterion-We also investigated the solver efficiency versus the convergence criterion. Eight representative proteins were selected in this analysis. Here, the atom numbers of the selected proteins vary from 1,619 to 4,211 , and the numbers of grid points of these proteins vary from $2 \times 10^{6}$ to $10^{7}$. The tested convergence criteria range from $10^{-1}$ to $10^{-9}$. As shown in Figure 3, again both GMG and MICCG scale better than the other two solvers. Furthermore the scaling behaviors of GMG and MICCG are quite consistent for all eight tested proteins. Their CPU times increase almost linearly with the negative logarithm of the convergence criterion.

Grid spacing-Another interesting solver scaling issue is how efficient these solvers are when the grid spacing decreases, i.e. when a higher grid resolution is requested for a specific problem. We selected 1 bci as the test system and changed the spacing from 0.15 Á to 1.5 Á. Here only GMG and MICCG were chosen in the test. Figure 4 plots the CPU time for both GMG and MICCG versus the grid spacing. When the grid spacing is large, the two methods need almost the same time to achieve the same convergence. However, when the grid spacing is small, for example $0.2 \AA$, GMG is about $50 \%$ faster than MICCG. Note that there is nothing special about the grid spacing of $0.2 \AA$. For other selected larger biomolecules, we can observe the same deteriorating performance even at grid spacing of $0.6 \AA$ in MICCG. Thus the deteriorating performance of MICCG might be due to the low memory utilization when the finite-difference grids become too large, i.e. there are too many cache misses when the potential update at $(i, j, k)$ needs information on both grid plane $k-1$ and grid plane $k+1$ in the backward and forward substitution loops. Apparently, the aggressive memory usage of MICCG (to be discussed below) causes this to happen at relatively small problem sizes.

## Solver performance in molecular dynamics

When the PBE is solved in molecular dynamics (MD), a very good initial guess for the solution is simply the solution at the previous time step due to the small atomic displacements per step at typical simulation temperatures. We should fully utilize this fact to accelerate the numerical solvers. Table 1 lists the average CPU times of GMG and MICCG for the eight selected proteins. The per-step CPU time is averaged over 100 MD steps. Interestingly, these data show that MICCG with the relax coefficient $\alpha$ of -0.3 can better take advantage of the very good initial guess than GMG for the tested proteins. Note too that the advantage of MICCG over GMG is quite consistent for the test proteins ranging from 1,600 to 4,200 atoms, with MICCG about $30 \%$ faster on average during dynamics simulations.

It is possible that GMG can be further optimized to better take advantage of the update feature in applications to dynamics simulations. A feature that has to be exploited to achieve good performance in dynamics is the fast relaxation of local and rapidly changing errors since the long-range interactions change little between two adjacent dynamics steps. MICCG turns out to be able to address this challenge well by relaxing the local errors more rapidly. While in our current implementation of GMG, Gauss-Seidel is used as the
relaxation operator, which is not as efficient as MICCG in relaxing local errors. An apparent way to improve the GMG in this regards is just to use MICCG or other preconditioned CG as the relaxation operator to better relax the local errors more efficiently in GMG.

## Detailed analysis of the multigrid solvers

Our MICCG method has been extensively optimized. However, the multigrid methods implemented in this study may need further improvement to achieve higher efficiency. Our current implementation of GMG consists of four levels. A natural question to ask is how many levels are needed for typical biomolecular applications. Table 2 lists the CPU time at each level in the test case of 1inz, the test case with the largest number of grid points. Apparently, when the level becomes coarser, the time spent on that level drops rapidly. At the coarsest level (level 4), the time is only about 1 second. If more levels are used, the time saved at level 4 and lower is no more than 1 second, but the grid number at the finest level may increase. This is because the grid number at the finest level has to satisfy $k * 2^{N}-1$. Here $k$ is an integer, and $N$ is the number of levels. Thus more levels may actually lead to an increase of the CPU time. Table 2 thus shows that four levels are enough for GMG to achieve a high efficiency for the largest tested system. On contrast, this analysis also implies that use of four levels is probably too much for the smaller test cases in GMG. Thus a future direction to improve the GMG implementation is adaptively determine the number of levels needed for a given problem size at the finest grid level.

The large memory requirement of the general AMG method limits our testing of the method to smaller molecules in the test set. Nevertheless, Figure 5 shows that GMG is much faster than AMG for the 113 selected molecules that can be processed by AMG on our local computer servers.

## Memory requirement

Besides computational efficiency, memory requirement is also crucial and needs to be taken into account in biomolecular applications. In this study, SOR turns out to use the smallest amount of memory. It only needs to allocate arrays to store the coefficient matrix, the residue, and the solution. Since the coefficient matrix is symmetric and 7-banded, its storage requirement is $4 N_{\text {grid }}$. Thus the total storage of SOR is $6 N_{\text {grid }}$. To implement CG, one additional working array of $N_{\text {grid }}$ is needed, so that its total storage need is $7 N_{\text {grid }}$. MICCG is more aggressive in memory usage. It needs more working arrays $\left(5 N_{\text {grid }}\right)$ than CG , so that its total storage is $11 N_{\text {grid }}$. GMG needs to store the linear system at every level, but the storage need reduces by a factor of eight when going down one level, so that the total storage of GMG is predominantly determined by the finest level, which is about $6 N_{\text {grid }}$. If we approximate the storage need of the next finest level as $N_{\text {grid }}$, the total storage of GMG is about $7 N_{\text {grid }}$. However, it should be pointed out that the 7 -banded implementation of the coefficient matrices at coarser levels is not robust, resulting in its failure to converge in some test cases. A robust GMG would require the use of 27-banded coefficient matrices at all levels with a total storage requirement of about $20 N_{\text {grid }}$. Finally AMG is a generalpurpose algorithm and needs much more storage. In our experience, it needs to store $46 N_{\text {grid }}$ real numbers and $49 N_{\text {grid }}$ integer numbers.

## Other significant components

Our analyses above only focus on the computational efficiency and memory usage of the linear solvers. However, the linear system setup and post-processing to obtain energies and forces from grid potentials cannot be neglected when these linear solvers are used in realistic biomolecular applications. A typical linear system setup includes distribution of atomic charges onto grid points by the trilinear method, calculation of the molecular surface to set up the dielectric map, and calculation of the boundary grid potential by the Debye-Huckle
theory when the free space boundary condition is used. The charge distribution can be realized with an $\mathrm{O}\left(N_{\text {atom }}\right)$ procedure. The molecule surface can be computed with O $N_{\text {atomneighbor }} \times N$ ) operations, where $N_{\text {neighbor }}$ is the maximum number of neighbor atoms of a given atom with a distance cutoff ( $\sim 9 \mathrm{~A}$ is quite sufficient for molecular surface calculation). The setup of the boundary grid potential needs $O\left(N_{\text {atom }} \times N_{g r i d}^{2 / 3}\right)$ operations. Table 3 lists the time to set up the dielectric map, the boundary condition, and the CPU time to solve the PBE for selected proteins. Note that the time to set up the boundary condition is much longer than that to solve the linear system.

To reduce the time to set up the boundary condition, the focusing method is often used. The focusing method first uses coarse finite-difference grids to discretize the space large enough to ensure good boundary condition and then uses fine finite-difference grids to discretize the space of interest. Such a treatment reduces the number of boundary grids leading to reduced setup time. The CPU time reduction by focusing can be estimated as follows. Denoting the fillratio keyword as $R_{\text {fill }}$ and the ratio of the coarse grid spacing over the fine grid
spacing as $R_{f o c u s}$, the setup time for the boundary condition can be reduced to $\sim \frac{1}{R_{\text {focus }}{ }^{2}}$, and linear solver time, including both the coarse and fine grids, can be reduced to
$\sim\left(\frac{1}{R_{\text {fill }}{ }^{3}}+\frac{1}{R_{\text {focus }}{ }^{3}}\right)$. Usually $R_{\text {fill }}$ is set to two to balance the accuracy of Debye-Huckle theory and the computational cost. Only when $R_{\text {focus }}$ is as large as 8 can the setup time for boundary condition be reduced to negligible portion of the overall CPU time (i.e as low as $1 / 64$ of the setup cost for the non-focusing run). Another promising strategy is to introduce the periodical boundary condition into the PBE. In doing so, the boundary potentials can be obtained self-consistently by the periodical boundary condition. However, the CPU time might increase due to the use of more complex solvers to accommodate the periodic boundary condition.

So far we have left out the discussion of post-processing of electrostatic energies and forces from FDM grid potentials. This is not a trivial issue, though it is completely orthogonal to the solution of a FDM linear system. That is to say that a finer grid spacing always leads to more accurate energies and forces no matter what FDM solver is used. A detailed analysis of the accuracy of energies and forces was presented in one of our recent analyses. 32 However, the scaling of these calculations is often not as bad as that of the linear system solvers, which scale at best as $O\left(N_{g r i d}\right)$. For example, the FDM electrostatic energy/forces scales as $O\left(N_{\text {atom }}\right)$ with the trilinear interpolation procedure, though the use of the more accurate $\mathrm{P}^{3} \mathrm{M}$ method would slow it down to $O\left(N_{\text {atom }} \log N_{\text {atom }}\right)$. In addition the computation of electrostatic boundary forces scales as $O\left(N_{\text {surface }}\right)$, where $N_{\text {surface }}$ is the surface dielectric boundary grid points. Thus the computation of electrostatic energies and forces overall can be made more efficient than the linear system solution.

## Conclusion

Efficiency is one of the central issues in applying the Poisson-Boltzmann equation to molecular modeling of biomolecules. In this work, we implemented five numerical solvers for the linearized Poisson-Boltzmann equation, including successive over-relaxation, conjugate gradient, modified incomplete Cholesky conjugate gradient, geometric multigrid, and algebraic multigrid, and compared their efficiency with a large set of diversified biomolecules, ranging from 247 to 8,254 atoms. Our analysis shows modified incomplete Cholesky conjugate gradient and geometric multigrid are the most efficient among the tested solvers. Their CPU times increase approximately linearly with the numbers of grids. In addition the CPU times of the two most efficient solvers increase almost linearly with the
negative logarithm of the convergence criterion for the selected test cases. The two most efficient solvers were also analyzed in the context of molecular dynamics simulations. In these applications a good initial guess of the electrostatic potential exists. Our comparison shows that modified incomplete Cholesky conjugate gradient uses $\sim 30 \%$ less time as geometric multigrid under the testing conditions.

Memory usage is another important issue in numerical solutions of the Poisson-Boltzmann equation for biomolecular applications. In this work the 7-banded geometric multigrid is less demanding of memory than modified incomplete Cholesky conjugate gradient. However the 7-banded geometric multigrid may fail to converge in some cases. To improve its robustness, the 27-banded geometric multigrid is often used, leading to much higher memory usage.

Though not the focus of this analysis, we also investigated other significant components in numerical solutions of the Poisson-Boltzmann equation. It turns out that the time-limiting step is the boundary condition setup for the linear systems of selected proteins. It should be pointed out that the electrostatic focusing method is often used to reduce the boundary condition setup time. An alternative way is to apply the periodic boundary condition in the solution of the Poisson-Boltzmann equation, where the boundary potential is computed selfconsistently with rest of the grid potentials. Of course modest revisions of the numerical solvers are needed to incorporate the new boundary condition.

Finally, it is worth discussing future directions in numerical solution of the linear PoissonBoltzmann equation. It is well known that key sources of error in numerical solution of the Poisson-Boltzmann equation is the singular charge sources and discretization of the dielectric boundary as reviewed in our recent studies.32,63 Harmonic average was proposed to alleviate the discretization error, though it does not use any jump conditions at the subgrid resolution. To obtain more accurate solution, the analytical molecular surface must be taken into account. New procedures, such as the immersed interface method31,32 and the matched interface and boundary method 33,34 , can be used to achieve second-order accuracy in the finite-difference methods. However, these new finite-difference discretization schemes produce asymmetric and positive-indefinite coefficient matrices, which can no longer be handled by conjugate gradient-based solvers, such as modified incomplete Cholesky conjugate gradient discussed here. Even the 7-banded geometric multigrid method is inadequate. This leaves only the 27 -banded geometric multigrid method to solve such linear systems. Thus how to achieve a balance of efficiency and memory usage in biomolecular applications is clearly a direction to pursue when these higher-accuracy numerical procedures are used to solve the linearized Poisson-Boltzmann equation.
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Figure 1.
V-cycle and W-cycle of multigrid. The relaxation at the coarse level (open circle on the left) is replaced by one two-level iteration in V-cycle or two two-level iterations in W-cycle (open circle and dash line on the right).


Figure 2.
CPU time versus the number of atoms ( $N_{\text {atom }}$ ) or the number of grids ( $N_{g r i d}$ ) for GMG, MICCG, CG, and SOR, respectively. (Relative) convergence criterion is set to be $10^{-3}$ and $10^{-6}$, respectively.


Figure 3.
CPU time versus the (relative) convergence criterion for GMG, MICCG, CG, and SOR, respectively. The eight proteins listed in Table 1 are used as examples.


Figure 4.
CPU time versus grid spacing or $N_{\text {grid }}$ for GMG and MICCG, respectively. Here a small tested protein 1bci is used as an example due to the limited memory on the tested server.


Figure 5.
CPU time versus the number of atoms or the number of grids for AMG and GMG, respectively. Here 113 selected proteins that can be processed with AMG are used as examples.
Table 1
Average CPU times (in second) of GMG and MICCG for 100 MD step for eight selected proteins. No electrostatic focusing is used in the analysis.

| PROTEIN | $N_{\text {atom }}$ | $N_{\text {grid }}$ | Convergence 10 $\mathbf{1 0}^{-3}$ |  | Convergence $\mathbf{1 0}^{-4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: |
|  |  |  | MICCG | GMG | MICCG |  |
| 1a23 | 2955 | $175 \times 159 \times 143$ | 7.58 | 2.90 | 12.61 | 8.50 |
| 1bci | 1969 | $159 \times 111 \times 111$ | 3.56 | 1.35 | 5.64 | 3.68 |
| 1bxd | 2439 | $191 \times 207 \times 175$ | 13.01 | 5.04 | 21.45 | 12.78 |
| 1d8v | 4211 | $175 \times 191 \times 175$ | 10.83 | 4.15 | 17.27 | 11.26 |
| 1fyb | 1619 | $127 \times 175 \times 207$ | 8.89 | 3.24 | 12.01 | 7.98 |
| linz | 2413 | $207 \times 271 \times 191$ | 19.89 | 6.35 | 31.37 | 17.46 |
| 1qto | 1817 | $143 \times 143 \times 143$ | 4.45 | 1.92 | 6.54 | 5.10 |
| 2pcf | 3884 | $239 \times 223 \times 159$ | 16.66 | 7.23 | 28.47 | 19.22 |

## Table 2

CPU Times (in second) for relaxation, interpolation, and restriction at each level in GMG. Here protein 1inz is used as an example.

| Operation | Level 1 | Level 2 | Level 3 | Level 4 |
| :--- | :---: | ---: | ---: | :---: |
| Relaxation | 6.84 | 0.86 | 0.09 | 0.75 |
| Interpolation | - | 22.73 | 2.71 | 0.31 |
| Restriction | 0.24 | 0.03 | 0.00 | - |

## Table 3

CPU times (in second) for linear system setup and solution in the GMG solver for eight selected proteins listed in Table 1. MS/EPS: time for calculation of molecular surface and setup of dielectric map. BC: time for setup of boundary condition. Solver: time for solving the linear system by the GMG solver.

| PROTEIN | MS/EPS | BC | Solver |
| :---: | :---: | ---: | ---: |
| 1a23 | 0.46 | 89.38 | 13.59 |
| 1bci | 0.25 | 37.56 | 6.56 |
| 1bxd | 0.63 | 112.54 | 23.51 |
| 1d8v | 0.66 | 167.67 | 19.91 |
| 1fyb | 0.42 | 57.39 | 17.84 |
| 1inz | 0.89 | 195.71 | 36.85 |
| 1qto | 0.31 | 44.74 | 9.84 |
| 2pcf | 0.82 | 222.96 | 29.24 |


[^0]:    *Please send correspondence to R. Luo. rluo@uci.edu; fax: (949) 824-9551.

    ## Software Packages

    All numerical finite-difference solvers documented here, except AMG, have been implemented in the Amber 11 package and will be released in early 2010.

