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Abstract: Several popular force fields, namely, CHARMM, AMBER, OPLS-AA, and MM3, have been tested for their
ability to reproduce highly accurate quantum mechanical potential energy curves for noncovalent interactions in the ben-
zene dimer, the benzene-CH4 complex, and the benzene-H2S complex. All of the force fields are semi-quantitatively
correct, but none of them is consistently reliable quantitatively. Re-optimization of Lennard-Jones parameters and
symmetry-adapted perturbation theory analysis for the benzene dimer suggests that better agreement cannot be expected
unless more flexible functional forms (particularly for the electrostatic contributions) are employed for the empirical force
fields.
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Introduction

Non bonded interactions govern supramolecular chemistry, molecu-
lar recognition, drug binding,1–3 and they are critical for understand-
ing the structure of biomolecules or organic crystals.4–8 However,
despite their importance, the nature of many of the prototype non-
covalent interactions remains poorly understood.9 For example,
although the very popular Hunter-Sanders model of π–π interac-
tions holds that geometric and substituent effects can be understood
solely on the basis of changes in electrostatic interactions,10 recent
quantum-mechanical studies suggest that differential dispersion
effects are also critical and cannot be ignored.11–13 Fortunately,
symmetry-adapted perturbation theory analysis14 of a limited num-
ber of prototype van der Waals dimers suggests that induction
terms (such as dipole/induced dipole, etc.) are relatively minor
for non-covalent interactions involving aromatic π systems, and
the dominant factors are electrostatics, exchange-repulsion, and

dispersion.12, 13, 15, 16 This suggests that standard force fields with
point-charge electrostatics17 may be capable of providing reliable
results for such interactions. Fortunately, the recent publication of
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several benchmark-quality quantum-mechanical potential energy
curves for prototypical non-bonded π-interactions15, 16, 18–20 now
makes it possible to directly assess the reliability of standard force
fields for these interactions.

Although force field parameters are often obtained by fitting to
quantum mechanical data, typically the quantum computations have
been performed at a low level of theory (e.g., Hartree-Fock with
a small basis set, or occasionally second-order perturbation theory
with a modest basis set). There have been some limited comparisons
in the literature to higher-quality data,21–23 but we are unaware of any
previous systematic comparison for entire potential energy curves.
In this work, we compare several popular force fields against quan-
tum mechanical results obtained near the ab initio limit for several
prototypes of non-bonded interactions, namely, three configurations
of the benzene dimer (π–π interactions), CH4-benzene (C–H/π),
and H2S-benzene (S–H/π ).

Although larger prototype systems might provide more realistic
models of noncovalent interactions in biomolecules, unfortunately it
becomes much harder to obtain benchmark-quality ab initio results
for them. Nevertheless, the models used here appear to be sufficient
to capture the basic physics of relevant noncovalent interactions.
In previous work, we found that the behavior of the H2S-benzene
complex is surprisingly similar to that of methanethiol-benzene.24

Moreover, the most frequent contact distance for C–H/π interactions
in peptide crystal structures is the same as the equilibrium distance
in CH4-benzene,15 and the geometric preferences of H2S-benzene
are those statistically observed in the Protein Data Bank.24

It is important to point out that many force fields are fit not
only to ab initio data, but also to experimental thermodynamic
properties of liquids.25 Hence, imperfect agreement with ab ini-
tio data for gas-phase dimers is not necessarily a sign that a force
field is inaccurate in condensed phase simulations, because in prin-
ciple the errors in the dimer potential can partially cancel errors
due to the lack of explicit electron polarization in most force
fields. Indeed, the AMBER FF99 force field26 deliberately uses
lower-level Hartree-Fock/6-31G* quantum computations to derive
atomic charges because this approach tends to overestimate molec-
ular polarity, and such errors appear to partially cancel the lack
of polarization in the standard force fields (many nonpolarizable
water models have dipole moments about 20% larger than for gas-
phase water, but they yield good condensed-phase properties).26

These considerations notwithstanding, we believe comparison to
high-level quantum data for gas-phase dimers remains valuable as
part of a broader effort to develop next-generation polarizable force
fields which aspire to model both gas-phase and condensed phase
systems. Indeed, apart from such comparisons, there is no clear
path forward for producing more accurate force fields appropri-
ate for a wide variety of chemical systems and conditions. In the
present work, our analysis demonstrates deficiencies in the standard
atom-centered point-charge electrostatic model for systems involv-
ing π–π interactions; proper modeling of such interactions would
appear to require a description of charge interpenetration effects.

Theoretical Methods

Here we compare the following standard force fields: AMBER,27

CHARMM,28 OPLS,25, 29, 30 and MM3.31 AMBER and CHARMM

are widely used for modeling proteins and nucleic acids. Semiem-
pirical methods are also briefly considered; as an example, we
examine Jorgensen’s pairwise distance directed Gaussian (PDDG)
modification32 of the PM3 semiempirical method,33 as implemented
in AMBER.34 These approaches are benchmarked against esti-
mated coupled-cluster singles, doubles, and perturbative triples
[CCSD(T)] results in the complete basis set (CBS) limit for
the benzene dimer (Takatani et al., manuscript in preparation),
CH4-benzene,15 and H2S-benzene.16

The classical, nonpolarizable AMBER force field has the fol-
lowing form:26, 27, 35

V =
∑
bonds
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2 +

∑
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Kθ (θ − θeq)
2

+ 1

2

∑
dihedrals

Vn[1 + cos(nφ − γ )]

+
nonbond∑

i<j

(
Aij

R12
ij

− Bij

R6
ij

+ qiqj

εRij

)
, (1)

where stretches and bends are treated with only quadratic terms,
torsional angles use a Fourier expansion, and van der Waals terms
use a Lennard-Jones expression. The nonbond terms exclude all
1-2 (bond), 1-3 (angle) interactions, whereas 1-4 (dihedral) van der
Waals interactions are divided by 2.0 and 1-4 electrostatic interac-
tions divided by 1.2. The original force field also included an explicit
10-12 function for hydrogen bonds, but subsequent improvements
in the electrostatic and van der Waals parameters26, 35 allowed for an
adequate treatment of H-bonds without the use of this additional 10-
12 term in the force field. In this work, we used the AMBER FF99
version of this force field.26 Charges were fit using the restrained
electrostatic potential (RESP) approach,26 following the procedure
developed for the FF99 force field. This involved optimization using
MP2/6-31G* followed by an HF/6-31G* single point computation
to evaluate the electrostatic potential. This was then fitted to atom
centered point charges in a two state RESP fit. This yields q(H) =
−q(C) = 0.127748 a.u. for benzene. For H2S, q(S) = −0.358981,
and for CH4, q(C) = −0.278946. AMBER atom types are HA and
CA for benzene; SH and HS for H2S; and CT and HC for methane.
Although other AMBER force fields are also available, they typi-
cally employ the same van der Waals parameters as FF99, and they
generally use similar charge fitting procedures.

The optimized potential for liquid simulations all-atom (OPLS-
AA) force field25, 29, 30 takes the stretching, bending, and torsional
terms from AMBER but refines the nonbonded interactions by
adjusting the parameters to reproduce quantities such as the exper-
imental densities and heats of vaporization of liquids. Torsional
terms are fit to Hartree-Fock25 or MP230 results for small molecules.
Explicit terms for hydrogen bonding are not included, and no addi-
tional interaction sites are employed for lone pairs. In this study,
we used charges optimized for benzene, q(H) = −q(C) = 0.115,
as reported by Jorgensen and Severance.36 As obtained by Tinker
4.2,37–39 for methane, q(C) = −0.24, and for H2S, q(S) = −0.47.

The all-atom CHARMM force field28, 40, 41 has a similar func-
tional form to the AMBER force field discussed earlier, although
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it adds a “Urey-Bradley” term for 1-3 interactions and treats
“improper torsions” with a special term. In this work, we used the
CHARMM27 force field.41, 42 The CHARMM force field expresses
the Lennard-Jones term as

EVDW =
nonbond∑

i<j

εij


(

R0
ij

Rij

)12

− 2

(
R0

ij

Rij

)6

 , (2)

where the energy parameter εij is based on the geometric mean of
εi and εj (deduced from homonuclear potentials for atoms i and j,
respectively), and R0

ij is based on the arithmetic mean of R0
i and R0

j .
This Lennard-Jones functional form is mathematically equivalent
to the one used by AMBER. The CHARMM nonbonded parame-
ters for benzene are the same as those in OPLS-AA. Partial charges
for the simple molecules CH4 and H2S are not available as part of
the CHARMM force field specification, and the procedure used to
obtain charges when the CHARMM27 parameters were developed
is rather complex.42 Hence, we have employed the OPLS-AA par-
tial charges for CH4 and H2S.∗ The Lennard-Jones parameters are,
however, different between CHARMM27 and OPLS-AA for these
atoms.

The MM3 force field31 is considerably more complex than
those discussed earlier. It employs higher (up to quartic) powers
of bond stretches and angle bends and also includes cross terms
such as stretch-bend, torsion-stretch, and torsion-bend interactions.
However, for our present purposes, the nonbonded interactions are
the ones that are pertinent. The van der Waals term in MM3 is
expressed as

Evdw =
nonbond∑

i<j

εij

[
−2.25

(
R0

ij/Rij
)6 + 1.84 × 105e−12.0

(
Rij/R0

ij

)]
.

(3)

The van der Waals term in MM3 was made somewhat less repulsive
at short distances than that in its predecessor, MM2. Like MM2 but
unlike the force fields previously discussed, MM3 represents the
charge distribution for a neutral molecule by bond dipoles rather than
by atom-centered point charges; the electrostatic energy is evaluated
as the sum of the dipole-dipole interactions. Aliphatic C–C and C–
H bonds are not assigned dipole moments. However, MM3 does
include bond dipole moments for aromatic C–H bonds; as noted
by Allinger, Yuh, and Lii,31 “in the case of benzene, it is clear that
one must have charges on the hydrogens and carbons if one is to
reproduce the crystal structure, the stability of the perpendicular
benzene dimer, and related facts.”

AMBER results were obtained using AMBER version 9.43 Tin-
ker version 4.237–39 was used to obtain the OPLS, MM3, and

∗Note also that when using Tinker 4.2 with the CHARMM27 force field,
the assignment of atom types atom types CT3 and HA for CH4 and HS and
S for H2S does not lead to neutral molecules when the default charges for
these atom types are employed. This is another reason we chose to set the
atomic charges to their OPLS-AA values.

Figure 1. Configurations studied for various prototypes of non-
bonded interactions. Lines indicate the intermolecular distances varied;
monomer geometries were frozen. [Color figure can be viewed in the
online issue, which is available at www.interscience.wiley.com.]

CHARMM results.† For the benzene dimer, results were also
checked against a new module, nonbonded, added to the PSI3
program package44 for this and future studies.

Results and Discussion

Figure 1 presents the chemical systems considered and the distances
varied in generating potential energy curves. Let us first consider
results for various prototype configurations of the benzene dimer,
namely, the sandwich, T-shaped, and parallel-displaced configura-
tions. Potential energy curves (using fixed monomer geometries) are
presented in Figures 2–6. For the parallel-displaced configurations,
interaction energies are plotted against the horizontal displacement
as the vertical separation between the rings is fixed at 3.2 (Fig.
4), 3.4 (Fig. 5), and 3.6 Angstrom (Fig. 6). For the sandwich con-
figuration only (Fig. 2), we have included semiempirical results
using the PDDG/PM3 model.32, 33 Being approximations to Hartree-
Fock theory, standard semiempirical methods lack any description of
long-range correlation effects and are thus unsuitable for modeling
noncovalent interactions. The PDDG/PM3 potential curve for the
benzene dimer in Figure 2 is completely wrong qualitatively, demon-
strating no attraction between the benzene rings. Similar results can
be expected for any Hartree-Fock or semiempirical approach which
has not been corrected with some model of dispersion interactions.

In contrast to the semiempirical results, all of the empirical
approaches are at least qualitatively correct for the sandwich and
T-shaped (Fig. 3) configurations, although all of the standard empir-
ical methods under-bind the T-shaped configuration and are too

†When other programs such as Hyperchem are used, somewhat different
results may be obtained due to variations in the details of the implementation.
However, such variations do not change any of our conclusions qualitatively.
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Figure 2. Interaction energy (kcal mol−1) for the sandwich benzene
dimer. OPT-FF denotes a force field with Lennard-Jones parameters
optimized for the benzene dimer. Benchmark coupled-cluster data from
Takatani et al. (manuscript in preparation).

repulsive at short intermonomer distances. For the parallel-displaced
configurations in Figures 4–6, empirical methods show more sig-
nificant deviations from the quantum-mechanical benchmarks. The
empirical curves are too flat; the energies are too attractive at small
horizontal displacements, and they are not attractive enough at large
horizontal displacements. The agreement between force fields and
quantum mechanics for this case can only be considered very rough.

For the sandwich and parallel-displaced configurations, MM3
provides the most attractive potentials. For the sandwich, it
overbinds compared to the quantum data. For the parallel-displaced
configurations, it remains somewhat under-bound at large horizontal
displacements, but it shows the largest over-binding at short hori-
zontal displacements. Overall, MM3 shows the worst agreement
with the benchmark results for the sandwich and parallel-displaced
configurations. It also performs worst among force fields considered
for the T-shaped configuration, although in this case it underbinds

Figure 3. Interaction energy (kcal mol−1) for the T-shaped benzene
dimer. OPT-FF denotes a force field with Lennard-Jones parameters
optimized for the benzene dimer. Benchmark coupled-cluster data from
Takatani et al. (manuscript in preparation).

Figure 4. Interaction energy (kcal mol−1) for the parallel-displaced
benzene dimer with a vertical interplanar separation of 3.2 Å. OPT-FF
denotes a force field with Lennard-Jones parameters optimized for the
benzene dimer. Benchmark coupled-cluster data from Takatani et al.
(manuscript in preparation).

rather than overbinds. AMBER improves over MM3 for these
test cases, although its potential curve is shifted toward shorter
intermonomer separations for the sandwich configuration, and the
potential curves for the parallel displaced configurations remain too
shallow. For the T-shaped configuration, the AMBER curve is nearly
coincident with those from CHARMM and OPLS.

Overall the best match to the quantum data for the benzene
dimer is found for CHARMM and OPLS (which are identical for
the benzene dimer). The agreement for the sandwich configuration
is quite good. For the parallel-displaced configurations, CHARMM
and OPLS underbind at larger horizontal displacements, but they
provide approximately the correct interaction energy at the top of the
barrier, and they provide the best match of the force fields considered
to the curvature of the quantum potential. Like AMBER and MM3,

Figure 5. Interaction energy (kcal mol−1) for the parallel-displaced
benzene dimer with a vertical interplanar separation of 3.4 Å. OPT-FF
denotes a force field with Lennard-Jones parameters optimized for the
benzene dimer. Benchmark coupled-cluster data from Takatani et al.
(manuscript in preparation).

Journal of Computational Chemistry DOI 10.1002/jcc
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Figure 6. Interaction energy (kcal mol−1) for the parallel-displaced
benzene dimer with a vertical interplanar separation of 3.6 Å. OPT-FF
denotes a force field with Lennard-Jones parameters optimized for the
benzene dimer. Benchmark coupled-cluster data from Takatani et al.
(manuscript in preparation).

unfortunately CHARMM and OPLS are somewhat underbound for
the T-shaped configuration.

Results for the methane–benzene test case are presented in
Figure 7. Unlike the sandwich or parallel-displaced benzene dimers,
but like the T-shaped benzene dimer, now MM3 is slightly under-
bound. AMBER, OPLS, and CHARMM provide nearly identical
results and are also all underbound compared to the benchmark
results. All curves are in agreement beyond about 5 Å. The maxi-
mum binding energies along the curves are 1.06 (CHARMM), 1.07
(AMBER), 1.06 (OPLS), 0.87 (MM3), and 1.47 kcal mol−1 for
CCSD(T)/CBS.

For the case of H2S-benzene (Fig. 8), the empirical potentials
are not quite repulsive enough at short intermolecular separations.
CHARMM, which had been among the better performers for the
other tests, is now the worst, leading to significant overestimation
of the attraction near equilibrium. AMBER, MM3, and OPLS pro-
vide reasonable interaction energies, but their minima are displaced

Figure 7. Interaction energy (kcal mol−1) for the methane-benzene
complex. Benchmark coupled-cluster data from Ref. 15.

Figure 8. Interaction energy (kcal mol−1) for the H2S-benzene
complex. Benchmark coupled-cluster data from Ref. 16.

to shorter distances compared to the benchmark curve. Perhaps sur-
prisingly, MM3, which performed worst for the benzene dimer, now
performs best for this test case.

The lack of consistency as the force fields are tested against
various prototypes of noncovalent interactions means it is hard to
recommend any of them as the best choice for general studies of
more complex systems where nonbonded interactions are important.
Although one could explore a more exhaustive comparison against
a wider collection of benchmark-quality quantum data, the differ-
ences are large enough in some cases to raise the question about
whether reliability could be substantially increased by an entirely
new set of parameters, or whether the functional form of the force
fields tested is simply too limited to allow much better agreement
for a wide range of nonbonded interactions. Indeed, when one con-
siders the simplicity of the empirical force fields and the fact that
they were not parameterized using high-level quantum data, it is
remarkable that they all provide good qualitative agreement and
even semiquantitative agreement with the benchmark results.

Figure 9. Interaction energy components (kcal mol−1) for the parallel-
displaced benzene dimer with a vertical interplanar separation of
3.4 Å. Solid lines represent components from SAPT2/aug-cc-pVDZ′
computations, and dashed lines are from CHARMM.

Journal of Computational Chemistry DOI 10.1002/jcc
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As an initial step toward addressing the question of whether
standard functional forms are too simple to provide accurate results
for non-bonded interactions, we have examined the benzene dimer
in more detail to see whether different parameters might pro-
vide improved agreement with the quantum potential curves. The
Lennard-Jones parameters and the unique atomic charge were
then optimized by minimizing the absolute deviation between the
CCSD(T)/CBS quantum interaction energies for the benzene dimer
(including sandwich, T-shaped, and parallel-displaced configura-
tions), with all data points weighted equally. All three vertical
displacements for the parallel-displaced benzene dimer consid-
ered here (3.2, 3.4, and 3.6 Å) were included in the fit. During
the optimization, parameters were allowed to vary from 0.5 to
2 times the CHARM27 values (better fits were obtained if these
constraints were removed, but they led to unphysical parameter
values). This process yields optimized Lennard-Jones parameters
of ε(C) = 0.115, ε(H) = 0.011 kcal mol−1, R0(C) = 1.922, and
R0(H) = 1.230 Å, using the functional form of eq. (2). These
compare to the CHARMM27 parameters of ε(C) = 0.070, ε(H)
= 0.022 kcal mol−1 and R0(C) = 1.9924, R0(H) = 1.3200 Å
for aromatic carbons and hydrogens. The corresponding AMBER
parameters are ε(C) = 0.086, ε(H) = 0.015 kcal mol−1, R0(C) =
1.908, R0(H) = 1.459 Å. The optimal charge was q(H) = −q(C)
= 0.134 a.u. The results of this fit are presented in Figures 2–
6 for the benzene dimer and are denoted “OPT-FF.” The new
parameters lead to modest overbinding near equilibrium for the
sandwich configuration, but they improve significantly the under-
binding of the empirical force fields for the T-shaped configuration.
For parallel-displaced configurations, optimization of nonbonded
parameters gives the empirical potential somewhat more curva-
ture than some of the standard force fields, as desired; however,
the improvement is small. Optimization shifts the potential curve
so that it is approximately centered vertically with respect to the
quantum potential. For vertical displacements of 3.2 or 3.4 Å, the
curve is similar to that from AMBER, whereas for 3.6 Å it is
somewhat more bound than AMBER, with smaller errors at larger
horizontal displacements.

It would appear that the simple functional form of standard
force fields with atom-centered charges is not sufficiently flexible
to allow reliable modeling of noncovalent interactions in systems
such as the parallel-displaced benzene dimer. To further explore this
issue, we evaluated the components of the interaction energy for the
parallel-displaced benzene dimer using symmetry-adapted pertur-
bation theory14 through second order (SAPT2), using the SAPT2006
program.45 In keeping with our earlier work,20 we have used a trun-
cated basis set, denoted aug-cc-pVDZ′, which is the usual Dunning
aug-cc-pVDZ basis46, 47 except that diffuse functions on hydrogen
and diffuse d functions on carbon are neglected. This particular
level of theory provides good agreement with the more accurate
CCSD(T)/CBS data for interaction energies due to a favorable can-
cellation of errors.48 It is possible that particular energy components
are not fully converged at this level of theory; however, they should
be accurate enough for the general discussion which follows.

Results of the SAPT2 analysis are plotted for a vertical interpla-
nar separation of 3.4 Å in Figure 9 and compared to the correspond-
ing electrostatic, dispersion, andshort-range repulsion terms from
the CHARMM force field (because we did not use a polarizable
force field, there are no induction terms in the force field). Although

we focus on CHARMM for this comparison, qualitatively similar
results would be observed for other force fields such as AMBER. The
dispersion terms are fairly similar between SAPT2 and CHARMM,
with the empirical dispersion term being slightly underestimated.
However, the repulsion and electrostatic terms are very different.
The repulsive term is greatly underestimated by CHARMM, and
the electrostatic contribution is not nearly attractive enough. Pre-
sumably, the positive repulsion term in the Lennard-Jones function
might be made more repulsive in an effort to match the SAPT2
exchange-repulsion energy. However, there is no straightforward
way in which the point-charge electrostatic model might be made to
agree with SAPT. Note that the quantum-mechanical electrostatic
energy is (significantly) negative at all geometries shown, while
in CHARMM it is always positive. This occurs because charge
interpenetration (the overlap between the electron clouds of the
two benzenes) makes a significant stabilizing contribution to the
electrostatic energy49, 50 which is captured by SAPT2 but which
cannot be captured by atom-centered charges or multipoles. More-
over, note that charge interpenetration means that the electrostatic
energy is most stabilizing at horizontal displacements of zero (i.e.,
at the sandwich configuration). This is counter-intuitive and even
impossible to describe using simple atom-centered point-charges,
because in the sandwich configuration, all charges in one monomer
are aligned directly above equal charges with the same sign in the
other monomer. Because the electrostatic term is not stabilizing
enough in the empirical force field, the repulsion energy must be
underestimated to partially compensate for this error.

Although the induction contribution to the energy is by far
the smallest, it is perhaps not completely negligible in this case.
Although difficult to see from Figure 9, the induction contribution
stabilizes the equilibrium configuration by more than 0.3 kcal mol−1

relative to the sandwich configuration, which is a significant fraction
of the energy difference between CCSD(T)/CBS and CHARMM.
For the smaller vertical displacement of 3.2 Å, this value grows to
more than 0.7 kcal mol−1. This suggests that polarization, in addi-
tion to more flexible electrostatic models, might be important in
improving the reliability of empirical models for this test case.

Conclusions

Several popular empirical force fields have been compared against
very high quality quantum mechanical potential curves for proto-
types of π interactions. All of the empirical models demonstrate a
correct qualitative and semiquantitative behavior, but none of those
considered consistently reproduces the benchmark potentials. More-
over, the performance of the force fields is not consistent from one
chemical system to the next. Even when the Lennard-Jones param-
eters are re-optimized to fit to the benzene dimer potentials, the
resulting force field remains unable to provide a close fit to the
quantum data, particularly for the parallel-displaced configurations.
For nonpolarizable force fields such as those considered here, the
gas-phase errors may partially compensate for the lack of polar-
ization terms, which can be important in condensed phases; thus,
the performance of these force fields can be expected to be some-
what better than suggested by the current gas-phase comparisons.
However, the present analysis nevertheless suggests how force fields
can be improved for π -interactions. An energy component analysis

Journal of Computational Chemistry DOI 10.1002/jcc



Assessment of Standard Force Field Models 2193

using symmetry-adapted perturbation theory shows that improved
agreement would require more flexible electrostatic models than the
simple atom-centered point-charge model (specifically, those with
some accounting of charge penetration effects), and that polarization
terms can also be significant. The noncovalent systems considered
here are recommended as test cases for the next-generation polar-
izable force fields that are being actively developed by a number
of research groups. In future work, we plan to test the performance
of several currently available polarizable force fields and improved
electrostatic models.
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