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1. INTRODUCTION

Wikipedia is an online encyclopedia who grew in the span of a
few years to become one of the most widely used sources of in-

open nature of the Wikipedia has been key to its success,dsut h formation on the web. Wikipedia owes its growth and breadth o

also created a challenge: how can readers develop an indapie-
ion on its reliability? We propose a system that computesiiua
tative values of trust for the text in Wikipedia articlesptie trust
values provide an indication of text reliability.

The system uses as input the revision history of each grtisle
well as information about theputationof the contributing authors,
as provided by a reputation system. The trust of a word in &n ar
cle is computed on the basis of the reputation of the original
thor of the word, as well as the reputation of all authors wititeel
text near the word. The algorithm computes word trust vathas
vary smoothly across the text; the trust values can be visdls-
ing varying text-background colors. The algorithm ensuhes all
changes to an article’s text are reflected in the trust valuesent-
ing surreptitious content changes.

coverage to its ability to harness the contributions of ionils of
individuals, ranging from casual visitors, to domain expeto ded-
icated editors. On the other hand, the open process that gae
to Wikipedia content makes it difficult for visitors to fornm adea
of the reliability of the content. Wikipedia articles arenstantly
changing, and the contributors range from domain expearteéan-
dals, to dedicated editors, to superficial contributorsfuidt aware
of the quality standards the Wikipedia aspires to attainkipeédia
visitors are presented with the latest version of eachlartfeey
visit: this latest version does not offer them any simpléghsinto
how the article content has evolved into its most currenifanor
does it offer a measure of how much the content can be relied.up
These considerations generated interest in algorithnstesys for
estimating the trust of Wikipedia content [21, 34].

We have implemented the proposed system, and we have used it We introduce arust systenfor Wikipedia that computes, and

to compute and display the trust of the text of thousandstafies

of the English Wikipedia. To validate our trust-computati@go-

rithms, we show that text labeled as low-trust has a sigmifiga
higher probability of being edited in the future than texidied as
high-trust.

Categories and Subject Descriptors

H.5.3 [Information Interfaces and Presentation]: Group and
Organization Interfaces€omputer-supported cooperative work,
Web-based interactiork.4.3 [Computers and Society: Organi-
zational Impacts-€omputer-supported collaborative work
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displays, a value ofrust for each word of each article version of
Wikipedia. The trust value of a word is computed accordinthto
degree in which the word, and the immediately surroundinxg, te
has been revised by previous authors and editors. The catigut
takes into account both the amount of revision, andépetationof
the people performing the revision, as computed by a sepeept
utation system [1]. The resulting trust values are dispdayia dif-
ferent colors for the text background, providing an intgtguide to
the reliability of the content. The trust values allow \is# to easily
spot new, unchecked content, as well as any content modificat
including malicious attempts at corrupting informationn Axam-
ple of coloring produced by our system is given in Figure & th
tampering with the prime minister’s last name is clearlyidgated
by the trust values.

Our emphasis on word-level trust reflects our goal of provid-
ing guidance to Wikipedia visitors over which portions of an
ticle can be relied upon, and which others instead requisec!
scrutiny. This contrasts with approaches that assign desigtpbal
value of trust or quality for an entire article [18, 7, 35, 28juch a
global trust value is useful in many applications, inclugapplica-
tions whereselectingarticles is important. We instead assume that
a reader is interested in a given article, and we tackle tla gfo
providing an estimate of how much the different assertionthée
article can be trusted.

A novel feature of our trust system is that it is resistantaim-t
pering. Text that is deleted by vandalism, and then re-iedecon-
serves its original trust, so that malicious users cannetiahe
trust of text simply by deleting and re-inserting it. Morepar-
tantly, users cannot tamper with the system and cause tekenf



departments. Cabinet members are
occasionally recruited from outside the
Folketing.

Since 27 November 2001, the
economist Anders Fogh Rasmussen
has been Prime Minister to Denmark.

As known in other parliamentary
systems of government, the executive,

a) Immediately before the modification (revi-
sion id 77625823).

departments. Cabinet members are
occasionally recruited from outside the
Folketing.

Since 27 November 2001, the
economist Anders Fjogh Rasmussen
has been Prime Minister to Denmark.

As known in other parliamentary
systems of government, the executive,

b) Immediately after the modification (revi-
sion id 77692452).

Figure 1: Trust coloring resulting from an attempt to modify the
spelling of the Danish Prime Minister’s last name, from Fogh
to Fjogh (in Danish, a fjog is a fool). The text background is
a shade of orange that is the darker, the lower the trust of the
text. The sequence consists of two consecutive revisionsotide
how the trust coloring highlights the information that has not
yet been sulfficiently reviewed. Subtle changes such as themie
can be hard for Wikipedia visitors to spot without the help of a
trust coloring.

choice to gain extra trust. Another novel feature of the psaol
system is that it relies entirely on automatic content agialyBoth
the reputation system [1], and the trust system, rely on atysis
of the evolution of the content of wiki articles, and requiie user
input. Consequently, our systems are applicable to any. Wikis is
in contrast to previous approaches, which relied on a ¢leason
of users according to their Wikipedia role [21, 34]: suchvjpras
approaches were applicable only to wikis that developechsifstd
classification of contributors.

1.1 The Trust Assignment Algorithm

The goal of our trust system is to convey information on the de

gree with which the text has been revised, and to flag any tecen

unchecked content modifications. We rely on a simple idea: th
trust of text should depend on the reliability of the autterd on
the reliability of the people who subsequently revisedckrd, and
edited the text [21, 34].

As a measure of author and revisor quality, we takeator

reputationcomputed by the author reputation system of [1]. That

reputation system, like the trust system described in thjsep is

content-drivenit relies on content analysis, rather than user-to-user

feedback. Users who contribute long-lived content gaintaon,
while users who contribute content that is quickly remowesglrep-
utation. The resulting author reputation was shown to ¢ateavell
with the quality of the author’s future contributions, jifigng its
use in the computation of text trust. Furthermore, gainiegur

tation requires effort, and this will enable us to make thstem
resistant to tampering, as we will discuss in Section 2.4.

We compute the trust of the revisions, v2, vs, . . . of a wiki ar-
ticle by analyzing how each revision is obtained from thevians
one. When an authof edits revisionvy, obtaining revisiorvg.1,
we compare the text afy, andwvy 1, tracking the blocks of text that
have been inserted, deleted, and copied. Text that is new;inis
given a trust proportional td’s reputation: the rationale is that au-
thors of high reputation are likely to provide good qualégcurate
contributions. We choose the proportionality constantst even
text by top-reputation authors does not initially have frlist: full
trust requires the consensus of multiple authors. The hextused
to be present imy, but has been deleted, is tracked as “dead text”,
so that if it is reinserted in a later revisien .., for m > 1, it can
be assigned the trust it hadin. Tracking deleted text enables us
to attribute text to its original author, and it ensures tratdalism
has no lasting effect, and is not gratifying to the vandals.

If author A rearranged the order of blocks of text in producing
revisionwvy4+1 from v, we assign the end-points of the rearranged
blocks the same trust value we assign to new text. Indeed¢as-
ing of the text may have changed due to the cut-and-pastet end
no more reliable than other text inserted by autdorThe trust of
the block interior is instead inherited from the trust of twre-
sponding text inv;. A consequence of this rule is that when text
is deleted, the margins of the “wound” where the text has loegen
are highlighted with low trust, as they correspond to enit{gcof
rearranged text blocks. Thus, our system makes it hard tefsix
tiously tamper with the content of Wikipedia articles: gvehange,
including text rearrangements and deletions, leaves ddast-mark
that is prominently displayed via the trust coloring.

Once all the text of revisiony. is assigned a preliminary value
of trust as described above, we perform one additional step,
which we may raise the trust of the text to account for the thaat
it has been reviewed by authgr. The idea is that authad, by
leaving text unchanged fromy, to vx41, has given an implicit vote
of confidence in the text. Thus, we raise the trust of the tepro-
portion to A’s reputation, and in proportion to the attention thiat
is likely to have paid to each portion of text. To ensure thsingle
author cannot cause the trust of an article to raise moredharby
performing repeated small edits, we keep track, for eachlwafr
the list of the last: authors who raised the word’s trust. An author
can cause a word to raise in trust only if she does not appéhisin
list. This ensures that text can only raise in trust if redibg mul-
tiple authors, preventing authors from single-handedigimg the
trust of portions of text of their choice. We show (in Secti#d)
that this also ensures robustness against Sybil (or “sapl4t”)
attacks, in which attackers use multiple identities [6,3,726].

We would like to point out some techniques and factors that we
have chosemot to consider in computing text trust. We chose not
to perform semantic analysis of the sentences affectedebgdits.
Undoubtedly, such an analysis would yield additional infation.
On the other hand, our methods have the advantage of sitgplici
and they are suited to most languages with no adaptationreequ
(as long as the text can be split into individual words); thus
believe it is of interest to characterize how well trust caresoci-
ated with text without requiring semantic analysis. We alsose to
consider all words equally, disregarding for instance tisértttion
between common words, and rarer ones. The meaning of a senten
can be drastically affected by changing common words, sa@na
“and” into a “not”, and we did not wish to build into the algtimm
preconceived ideas of what changes were important.



1.2 Trust Quality Metrics

The trust values are computed from the past history of texdt, a
reflect the degree with which text has been edited and revided
ally, we would like to show that high trust text conveys witigln
probability correct information. However, correctnessesy diffi-
cult to define and measure. As a substitute, we study thelatiore
between trust, and future text stability, in the hypothelat cor-
rect (or high-quality) content is less likely to be reviséd]. The
quality metrics will also provide quantitative performanindices
that will be useful in fine-tuning the behavior of the algbnits. We
note that the quality metrics capture only in part the intexderly-
ing our trust system: in particular, the goals of predicfutyire text
stability, and warning readers about recent modificatidogjot al-
ways coincide, as we will see in more detail later. Nevedsg| the
metrics offer valuable insight in the performance of theeys

The first two metrics consider the precision and recall oftovst
with respect to immediate deletions. Let the possible rarigrist
values be the intervdl), Tmax].

e Recall of deletionsFor p € [0, Tmax], the p-recall of dele-

e Precision of deletionsWe show that text that is in the bottom
half of trust values has a probability of 33% of being deleted
in the very next version, in contrast with the 1.9% probapili
for general text. The deletion probability raises to 62% for
text in the bottom 20% of trust values.

e Trust of average vs. deleted text/e show that 90% of the
text overall had trust at least 76%, while the average tist f
deleted text was 33%.

e Trust as a predictor of lifesparWwe show that words with the
highest trust have an expected future lifespan that is hédi
longer than words with no trust.

The above results were obtained by analyzing 1,000 arselested
randomly from the Wikipedia articles with at least 200 rewis.

The current implementation of the trust system reliesbatch
processing: the code examines all the content, and comthees
trust value of each word of each article revision. We areenity
working on anon-line implementation, in which new revisions of

tionsis the percentage of deleted text that had trust lower thanWikipedia articles are colored according to trust in reale; as they

p in the revision preceding its deletion.

e Precision of deletionsFor p € [0, Tmax], the p-precision of
deletionss the percentage of text with trust lower thathat
is deleted in the immediately subsequent revision.

e Trust of average vs. deleted te¥¥e consider the average and

are created by users. No change in the basic trust (or ré@mjtat
algorithms is required for such an implementation; onlywiag the
algorithms are applied to revisions changes.

1.4 Related Work
The problem of the reliability of Wikipedia content has ofte

median trust of all the text, compared with the average andemerged both in the press (see, e.g., [27, 12]) and in shtejotir-
median trust that deleted text possesses immediatelytorior Nnals [8]. The idea of assigning trust to specific sectionsexrf of

deletion.

e Trust as a predictor of lifespaiWe select words uniformly at

Wikipedia articles as a guide to readers has been previgusly
posed in [21, 4, 34], as well as in white papers [14] and bl@g$; [
these papers also contain the idea of using text backgronindto

random, and we consider the statistical correlation betwee ;g alize trust values.

the trust of the word at the moment of sampling, and the fu-

ture lifespan of the word. Fgr € [0, Tiax], the p-trust aver-

The work most closely related to ours is [34], where the tafist
a piece of text is computed from the Wikipedia roles (anonyspo

age lifesparof text is the average number of future revisions registered user, or editor) of the original author, and efaithors

in which a word of trusip at sampling appears. We remark

that this is a proper test, since the trust at the time of siaugnpl
depends only on the history of the word prior to sampling.

1.3 Implementation and Evaluation

We have implemented the trust system using, as a source of a

thor reputation, theontent-drivenreputation system of [1]. The
code of the reputation and trust systems has been madetd@aiia
open-source format [29]; the code can be readily appliedikisw
other than the Wikipedia.

who subsequently revised the article. The Wikipedia rofeaws
thors are thus used in lieu of author reputation; as a coeseg
the algorithm can only be applied to wikis where authors are o
ganized in a well-defined hierarchy. Text analysis is penfmt at
the granularity level of sentences; all sentences intredun the

Yame revision form fagment,and share the same trust. A change

anywhere in a sentence causes the whole sentence to beeredsid
new, and the position of the change in the sentence is notethgg
via the trust labeling. The cut-and-paste edges of textidelrand
reorderings are also not flagged via the trust labeling.heantore,

The trust system has been used to process all the text of the Enyaated text is not tracked: when text is deleted, and thémserted,

glish Wikipedia, as of February 2007. The resulting trusigs
ments can be viewed in a live demo, in which text is displayad w
a background color that depends on its trust: white backgtdar
fully trusted text, and shades of orange that are the datetower
the text trust [29]. The demo provides information on bo#t teust
and text provenance: when visitors click on a word in an laxtic
they are redirected to the version of the article where thelwas
first introduced. The trust and provenance information demgnt
each other: visitors are made aware of the less trustedopertf
text by the coloring, and can then investigate the originuochstext
via the text origin redirection.

it is counted as new. Among other things, this creates amtivee
to vandalism: blanking an article suffices to reset its entitust
assignment. To validate the trust assignment, [34] consptite
correlation between the trust of a fragment, and the prdibatiiat
the fragment appears in the most recent version of the artitle
refine this criterion into one of our evaluation criteriapray, the
predictive power of trust with respect to word longevity.

In [21], the trust of authors and fragments is computed on the
basis of the author-to-fragment and fragment-of-artickgpbs, to-
gether with thdink ratio of article titles. Thdink ratio is the ratio
of the number of times an article title appears as a link iro#hti-

The evaluation results can be summarized as follows (see Se%les, and the number of times the title appears as normal Téat

tion 5 for the details):

o Recall of deletionsWe show that text in the lowest 50% of
trust values constitutes only 3.4% of the text of articlest, y

work provides trust values for some articles, but no comgmelve
evaluation.
The white paper [14] focuses on the user interface aspedis-of

corresponds to 66% of the text that is deleted from one ver-playing information related to trust and author contribo§; we

sion to the next.

hope to include some of the suggestions in future versiorsuof



system. Related work that relies on an analysis of revigidor-i
mation to infer trust has been performed in the context dixsog,
where logs are mined in order to find revision patterns thattgo
possible software defects and weak points (see, e.g.,[19])

Other studies have focused on trust as article-level, ratian
word-level, information. These studies can be used to antvee
question of whether an article is of good quality, or releabVerall,
but cannot be used to locate in an article which portionsxifde-
serve the most careful scrutiny, as our approach can. Iny@&th
inspired [34], the revision history of a Wikipedia articke used to
compute a trust value for the entire article. In [7, 23], nostde-
rived via natural language processing are used to clasHifyles
according to their quality. In [18], the number of edits amdque
editors are used to estimate article quality. The use ofrr¢ivees
for quality estimation has been proposed in [30], where aalis
ization of the Wikipedia editing process is presented; gr@gch
based on edit frequency and dynamics is discussed in [3&}€Th
a fast-growing body of literature reporting on statistisaldies of
the evolution of Wikipedia content, including [30, 31, 24je refer
to [24] for an insightful overview of this line of work.

The notion of trust has been very widely studied in more ganer
contexts (see, e.g., [2, 10]), as well as in e-commerce acidlso
networks (see e.g. [15, 25, 5, 13, 11, 9]); these notions ust tr
however are generally based on user-to-user feedbacler ridtn
on an algorithmic analysis of content evolution.

2. TEXT TRUST ALGORITHMS

We compute the trust of Wikipedia text on the basis of an al-
gorithmic analysis of how the content of Wikipedia artice®lve
across revisions. We assume that, in addition to the textl afra
ticle revisions, we have access to a reputation systemahatery
point in time, can give us a value of reputation for each autive
assume that reputations take values in a fixed intgov&l,ax], for
someTmax > 0. Our goal consists in associating a value of trust
in the interval[0, Timax] to every word of every article revision. We
rely on the reputation system of [1], which also computesitaon
values based on an analysis of content evolution: thus, tiaen
system is content-driven.

We present our algorithm for trust assignment in three steps
First, we will illustrate the basic idea via a simplified aliglom that
does not cope with reversions, nor in general, with the sdna
when text is deleted, and later re-inserted. Next, we pteseim-
proved algorithm for assigning trust to Wikipedia contédmattdeals
with removed-and-reinserted text, and that also containsmed
model of user attention during the process of article rewisiFi-
nally, we discuss the modifications to the algorithm that mteor
duced to make the trust system robust to tampering.

2.1 Notation

We denote the sequence of revisions of a Wikipedia article by
Vo, V1, V2, . ... Versionuvg is empty, and versiom;, for i > 0, is
obtained by authos,; performing an edie; = v;—1 ~ v;. When
editing a versioned document, authors often save inteatede-
sults, thus performing multiple consecutive edits. Beforecess-
ing the versions, we filter them, keeping only the last of ecosive
versions by the same author; we assume thus that féri < n
we havea; # a;y1. Every versionw;, for 0 < ¢ < n, consists
of a sequencéw?, .. ., wfni] of words,wherem; is the number of
words ofv;; we havemo = 0. Our system works at the level of the
Mediawiki markup language in which authors write articletemt,
rather than at the level of the HTML produced by the wiki emgin
aword is a whitespace-delimited alphanumerical string in the Me-
diawiki markup language.

2.2 A simplified text-trust algorithm

Our trust algorithms will assign a trust value in the intérva
[0, Tmax] for each word of each article revision. Given an edit
e; = vi_1 ~» v, atrust valuet, ta,. .., tm, , for each word of
vi—1, and a value* € [0, Tmax] for the reputation of the authar;
of the revision, the algorithm computes trust valdgss, . . . , tm,
for all words ofv;. The algorithm first computes alit list L; de-
tailing howv; is obtained fromv;_; [28]. The edit listL; consists
of one or more of the following elements:

e I(j,n): n words are inserted at positignof v; (i.e., words
of indices fromj to j +n — 1 are new inv;);

e R(j,n): nwords are deleted at positigrof v;_1;

e M(j,5',n): n words are moved from positiofnin v;_1 to
position;’ in v; (it may bej = 5').

Each word inv; is part of exactly one of the abov¥-) or M (-)
elements, and the algorithm to generate edit lists triesawimize
text block matches [1]. The trust computation algorithmsuge
following constants:

e 0 < ¢ < 1isthetrust inheritance constanit specifies how
much trust should a word inherit from the reputation of its
author.

e 0 < ¢ < 1is therevision constantit specifies how much
trust does the author reputation confer to the text of thelart

e c. > 0 is theedge effect constantvhen blocks of text are
displaced, this constant specifies how far into the blocktsds
trust of the text affected by the move.

The values of these constants are obtained via optimizagicim
niques that will be described later. We first compute preiamy
trust valuesty, t1, . . ., t7,, by considering all elements in the edit
list L;:

1. Insertions. If I(j,n) € L;, thent), := ¢; - r forall j <
k < j + n: thus, inserted text is assigned a trust value equal
to the reputation of the author inserting it, multiplied et
trust inheritance constant.

. Block moves.If M(j,j',n) € L;, then for all0 < k <
n, k is the distance of thé-th word in the block from the
beginning of the block, and = n—1—k is the distance from
the end of the block. We apply adge effectwhereby the
text at the block boundary acquires the same trust as ney text
this edge effect weakens exponentially towards the interio
of the block. The edge effect is not applied to block move
boundaries that remain at the beginning or end of the article
Precisely:

(@) If 5 # 0orj’ # 0 then the left endpoint of the block
has changed context, and we let:

" —cek
tirgw =tjrn +(c-r —tjyk) e

Otherwise, ifj = 0 andj’ = 0, we lett},  , = t; 4.

(b) If j+n # m,;—1 orj’ +n # m;, then the right endpoint
has changed context, and we let:

—cck

t;‘/+k = t;‘//+k + (Cl T = t;‘l/+k) - e
Otherwise, ifj + n = m;—; andj’ +n = m,, we let
t;/+k == t;//+k'



trust

Figure 2: Update process for text trust. The text is shown be-
fore (top) and after (bottom) an edit, together with its trust. In
the bottom figure, the new values of trust (continuous line) ee
obtained from the inherited values of trust (dashed line) adol-
lows: 1: Trust value for newly inserted text (E). 2: Edge effet:
the text at the edge of blocks has the same trust as newly in-
serted text. 3: Revision effect: old text may increase in trat, if
the author reputation is higher than the old text trust. 4: The
edge effect is applied at the beginning and end of the articlenly

if text changes there (which is not the case here).

If R(j,n) € L;, then the text is deleted, and there is no trust assign-
ment to be made (the edge effect of adjacent block3(tp n) will
take care of flagging the deletion in the new version). Onkeled
ments of the edit lisL; have been processed, we have preliminary
trust valuesty, ¢, . .., ¢,,,, Which take into account of insertions,
block moves, and edge effects. The final trust vafiyesi, . . ., f1m,
of the words ofv; are then computed by accounting for the fact that
the authora; lends some of her reputationto the revisionv; she
just performed. Fob < k < m,, we let:

th

’“:{tﬁ(r—t;)wv-

The trust update process is illustrated in Figure 2. The tais
beling computed by the algorithm is such that high trust megu
consensus: only text that survives scrutiny by multipldhatg can
gain high trust. The trust labeling also provides a warnirfgemw
text is deleted or reordered. However, this simplified atgor has
a fatal flaw: it does not cope with text that is deleted in a-revi
sion, only to be reinserted in a later one. Deletion and estitn
is a common phenomenon in the evolution of Wikipedia arsicie
occurs in many disputes about article content, and even dere
astatingly, it occurs when visitors deface articles by reimg part
or all of their text. If this algorithm were applied to the Wkdia,
a vandal would simply need to delete, and then re-inserstiagi
text in order to reset its trust to zero. Thus, it would be exiely
easy for vandals to destroy trust information and defaceaheing
provided by the trust system.

ift, >r

i i,
|ftk<7"

()

2.3 Animproved text-trust algorithm

We describe now an improved text-trust algorithm, whichpsee
track not only of the trust of the text present in an articlg,ddso of
the trust of the text that used to be present, but that haggqubatly
been deleted. The algorithm also models the attention fottise
author performing an edit, raising by a larger amount thet wéithe
text that is most likely to have been read by the author in these
of the edit.

2.3.1 Tracking deleted text.
We track deleted text by representing each article versjpfor

1 < i < n, as anon-empty list; = [cf,ci,...,c},] of chunks,
where each chunk, for 0 < k < hs, is a sequence of words.
The live chunkc corresponds to the words that are present;in
the dead chunksci, ..., Cii. if present, correspond to contigu-
ous portions of text that used to be present in some prioiiarers
vo, . .., v;—1 Of the article, but have been deleted. The chu@iks
are computed from the chunk 1 = [c¢j !, ¢, ciﬁl] for
vi—1 as described in [1]. Specifically, we match the texvpfvith
the text of all the chunks ii€;_1, looking for the longest possi-
ble matches of contiguous sequences of words. We breaknties i
favor of matches between and the texici ™' that was present in
vi—1, thus preferring matches betweenand the live text inv;_1,
to matches between and the text; ', ..., ¢, thatwas present
beforewv;_1 but is “dead” inv;_1. Furthermore, we allow the text
in C;_1 to be matched multiple times, modeling the fact that an
author can replicate existing text; the textincan be matched at
most once. The portions of unmatched textn; go on to form
the new dead chunks; ", ..., c; " ]for v;. In this matching pro-
cess, lower bounds on the Iength of acceptable matchesestisur
common sequence of words (such as “the” or “in fact”) appegri
in new contexts are not considered as copied or re-intrabitee.
We update the trust of deleted and reinserted text as fallows

e For text that is moved from the live churf™" to some dead
chunkci,, b’ > 0, we multiply the trust of the text by "°*.
The idea is that when text is deleted, its trust is decreased i
proportion to the reputation of the author deleting the text.
In particular, text does not lose trust when deleted by anony
mous users or novices & 0). This ensures that when van-
dals remove all text of an article, once the text is re-iresert
it has the same trust as before the vandalism occurred. In our
implementation, we have taken = (log2)/Tmax, SO that
the trust of a word is halved when deleted by an author of
maximum reputation.

For text that is moved from a dead chuak ', h > 0, to
another dead chunk,,, ' > 0, we simply copy the trust.

For text that is moved from a dead chuak ', h > 0, to

the live chunkey, we update the trust in a manner completely
equivalent to the one used for block movesj, 5/, n) in the
previous section, applying the edge effect to both text end-
points.

2.3.2 Modeling author attention.

In equation (1) of the previous algorithm, we increase thsttr
of the text uniformly — this assumes that the author of the-rev
sion pays equal attention to the entire text being revisdus a&s-
sumption is unlikely to be correct, as authors are moreyit@pay
greater attention to text that is closer to their edits;ingishe trust
of all the text in the article may impart too much trust to tehet
has not been the focus of author attention. We decided tiveref
to experiment with a variation of the algorithm that modaishar
attention in a rudimentary fashion.

When parsing the text of the revisian, we split it into para-
graphs, where section titles, items in a bulleted or nunthésg,
image captions, and table cell entries also count as “paphgf.
Our algorithm then follows the simple idea that authors dely
to pay more attention to the text in the same paragraph agitte e
they are performing. To this end, we mark msdifiedall para-
graphs where (a) either new text has been inserted (comdsp
to an element in the edit list), or (b) the paragraph contains the
endpoint of a block move (elemenid in the edit list) to which the
edge effect applies. For modified paragraphs we apply, @fethe



following update:

otherwise,

{:
£k+(r—fk)-cp

where0 < ¢, < 1istheparagraph constantit specifies how much
additional trust the author reputation confers to the pagyof the
article she modified. Thus, text in modified paragraphs vesen
additional trust increment.

2.4 Robust trust

The current implementation of the trust system is a batch one
in which the wiki revision history is analyzed off-line. Ogpal,
however, is to develop algorithms that are suited for oa-lmple-
mentation and deployment on live wikis. If the trust systsndé-
ployed on a high-traffic, and high-visibility wiki, it mosikely will
come under attack. We consider two types of attac&adalismat-
tacks, aimed at destroying the trust information, gardperingat-
tacks, aimed at causing the text to increase unduly in tpashaps

spite of the fact that the text has not been properly revisethé
wiki community of authors.

The algorithms described in Sections 2.2—2.3 are not rokhitist
respect to tampering attacks by high-reputation usersoriag to
the algorithms presented so far, new text inserted by aroautlof
reputationr € [0, Tmax] initially has the value of trust

ar+(r—ar)er + (T — (ar+(r— C”’)CT)CP> <r.

However, if the authord performs multiple small edits on an unre-
lated portion of the same article, the trust of this text grpuntil
it approaches. Thus, authorA could first add arbitrary text to
one portion of the article, and then perform multiple smditsto
another portion of the article. After such sequence of etlits ar-
bitrary text would have trust very close to

To defend against this type of attack, we allow authors toeiase
the trust of a word only if they have not already done so rdgent
Precisely, for each word, we keep track of the list of the fast

to mask malicious changes. We present here methods that makgthors who have increased the trust of the word. When amauth

the trust system robust to such attacks. In making the tyssem
robust to attacks, we assume that the reputation systelhistse-
liable, in the sense that it is hard for authors to gain refrian
a short time, without strong justification. Thus, we dealhvilie
robustness problem in modular fashion: this paper condeset
with a robust trust system, while the problem of implememptin
robust reputation system will be dealt with elsewhere.

2.4.1 Vandalism

The algorithms for text trust that we have presented so taahr
ready robust with respect to vandalism attacks in whichiqastof
text are deleted. Deleted text is tracked by the system, siled
in Section 2.3.1. Since vandals typically have a reputatiose
to 0, the trust of the text is lowered by a small amount when the
deletion occurs, as the multiplicative factor™* is very close to 1.
When the deleted text is re-inserted, its trust value wiesentially
unchanged. In a more malicious version of this attack, visnchn
perform extensive text re-arrangements, causing muchadd as-
signed the low trust value used for block-move endpointe {ke
edge effect in Figure 2). To defend against this attack, théne
system we are developing compares the text of revisionith the
text of revisionsvg—y, Vk—m+1, - - -, Vk—1; SPecial data structures
make this comparison efficient even for valuesiothat range up
to 50 or more. We then identify the past revisionthat is closest,
in edit distance, t@;,. The trust assigned to each wordwafis then
equal to thdargestof these two trust values:

e the trust value resulting from the edit_, ~~ vi;

e the trust value computed as if the edjt~ v, occurred (thus
short-circuiting revision; 1, ..., vg—1).

In this fashion, as long as vandalism is reverted within allsmuan-
ber of revisions (no larger tham), the original trust of the text is
restored.

2.4.2 Tampering

The above vandalism attacks have the aim of lowering thé trus
value of text in an article. The attacks can cause visualadisons
for the readers of the article, as much text is labeled andred|
as low trust, until the vandalism is corrected. Neverthelésese
attacks never cause text to be labeled with too high a trdeeva
A more malicious type of attack, which we cédimpering attack,
aims instead at raising the trust value of the text of an lartio

A performs a revision, for each wotd of the new revision, we first
check whether steps (1) (of Section 2.2) and (2) (of Secti8r2p
would lead to a trust increase far. If so, we proceed as follows:

e If A appears in the ligtassociated withw, we leave the trust
of the wordw unchanged.

e If A does not appear the lisissociated withw, we insertA
at the beginning of and, if the resulting list is longer than,
we truncate the list to the first elements.

This scheme ensures that, after an author raises the trastofd,
at leastm different authors need to raise the trust of the word before
A can do so again.

The scheme obviously prevents the simple attack in wHitties
to raise the trust of the word by editing the article freqiertlore
subtly, the scheme also preventdrom raising the trust of a word
via Sybil (or sock-puppet) attacks [6, 17, 3, 26]. In thesacks,A
uses multiple identities (all under her control) to try tseathe trust
of the wordw. To see this, consider the situation aftéraises a
first time the trust ofv to the value. After this happens, authors (or
sock-puppets) can raise the trustofurther only if their reputation
is abovet. Since we assume that it is difficult for an author or
sock-puppet to acquire reputation, it will be difficult fdrto have a
sufficient number of high-reputation sock-puppets to caluserust
of A toraise.

We prefer to associate the list of past revisors with eactdwor
rather than with an entire page. All our algorithms are woaded,
so this choice leads to a more uniform setting. Moreover, glieve
that the word-level accounting we use leads to a more natamal
fairer, setting. For instance, consider the case whkeraises the
trust of a versionv of an article, and shortly afterwards, an author
B of lower reputation inserts some text in the article. Alfedits
the page immediately afteéB, our word-level accounting enables
A to raise the trust of the text inserted B while preventingA
from raising twice the trust of the text that was already en¢sn
v. Indeed, there would be no reason to disallévfrom raising the
trust of the text inserted by3. The revisor lists can be stored in
more compact form via hashing.

We call the trust computed with the help of the anti-tampgrin
algorithm aboveamper-resistantrust, to contrast it with th@on
tamper-resistantrust described in Sections 2.2—-2.3.



3. TRUST QUALITY METRICS

We present trust quality metrics that quantify the abilifytrast
values to predict the future stability of text. The idea iatthigher-
trust text should be less likely to be revised in the futueg [3

We remark that the ability of trust to predict future texttsliay
provides only a partial assessment of the effectiveneskeofrtist
labeling. In fact, the trust labeling is meant both to asbesswell
text has been revised, and to highlight recent content noatiifins.

immediately, and ik; is a deletion, then practically this should not
be considered as a valid deletion. On the other hand, jifis close
to 1, the change will live through many subsequent revisiond,ifan
e; is a deletion, then it should be considered as a valid del¢tip
We use thedit qualityq; , = («s,» +1)/2 to weigh the data points
in (5)—(6), thus giving weight close to 1 to deletions thappen
due to authoritative revisions, and no weight to deleticerdqymed
by vandals (which have longevity1). We thus define thquality-

These two goals Sometimes cannot be reconc“ed_ As an eEamp| Weighedl’ecall and precision Of |0W'trust Wlth I’espeCt to deletions
consider the case of an author removing a sentence from a par@s follows:

graph. Our trust labeling will label low-trust both the enidtioe
sentence preceding the removal, and the beginning of thersan
immediately following the removal. This low-trust labedirand the
resulting orange coloring, is used to make readers awatednae
edit has occurred — that text was removed. However, the seste
that precede and follow the removal are unlikely to be thdvese
deleted, so that labeling them low-trust lowers our measquelity
of the trust labeling.

Even with these limitations, the quality metrics will be fide
to us, providing an estimate of the predictive value of thsttrwe
compute, and offering quantitative data for the optimmatdf the
algorithms.

3.1 Low trust as a predictor of deletions

Two of our quality metrics measure the precision recall @f-lo
trust with respect to text deletions. For each trust value
[0, Tmax], We consider the fact of a word having trustt,, < ¢
as a “warning bell”, and we ask what is the recall, and theiprec
sion, of this warning bell with respect to the event of thedvoeing
deleted in the next revision. The recedti(¢) measures the fraction
of deleted text that had trust smaller than or equalitomediately
prior to deletion; the precisioprec(t) measures the fraction of text
with trust smaller than or equal towhich is deleted in the next
revision. More formally, let:

. fp(t) be the number of words in versiarof article p that
have trust no larger that

. Dfp (t) be the number of words in versiarof articlep that
have trust no larger thanand which are deleted in the revi-
sion from version to 7 + 1;

e D, = Dfp(Tmax) be the number of words in versiarof
article p which are deleted in the revision from versioto
14 1.

Then, we have:
recl(t) = Y, Dip(t) / 3., Dip 3)
prec(t) = X, Dip(t) / 3., Wip(t) (4)

where the summation is taken for all versions of all artitled are
used to evaluate the quality of the trust labeling.

While recall and precision of low-trust are good indicatdhey
suffer from the fact that text can be deleted by vandals, tmlye
re-added in the next revision. This source of error can beifsig
cant: while people intent on improving an article often teelmall
amounts of text at a time, vandals often delete the entirteofiexn
article. To obtain better metrics, we would like to give margight
to deletions that happen due to well-thought-out editaracerns,
rather than vandalism. To this end, we employ the notioedf
longevitydeveloped in [1]. The edit longevity; , € [—1,1] is a
measure of how long-lived is the change= v;,—1 ~ wv; for ar-
ticle p. In particular, ifa; , is —1, then the change; is reverted

_ Zi,p di,p D’fp(t)
w_recl(t) = —Zi,p 4D 5)
Y., 40 D)
w_prec(t) = —Zzp o Wfp(t) . (6)
3.2 Trust distribution of general vs. deleted

text

Another quality metric for trust labelings is obtained byrquar-
ing the trust value distribution of all text, and of deletegtt Recall
that, in our system, we display the text of revisions with aksa
ground color that reflects text trust, and which ranges fromitev
for fully trusted text, to orange for text with trust 0. Sitisitors are
going to use the orange background as an indication thahfoe i
mation may be unreliable. If too much text on an article hange
background, the alert loses effectiveness, as visitorsuzb to the
constant flagging of text. Thus, we prefer trust labeling imak
text, on average, is as trusted as possible. On the other hand
clearly want text to be flagged as low-trust when it is aboubeo
deleted.

To make these notions precise, we define the following gtiesti
Given a functionf : [0, Tinax] — R with [/ f(t)dt < co, and
p € [0,1], we define the-medianof f the quantitya satisfying

[ wai=p [ s0ar.

We also denote withiV; () the amount of text having trugtin

versioni of article p, and we denote wittD;,(¢) the amount of
text in version: of article p having trustt which will be deleted in
versioni + 1. We define the following notations:

tot_tat(t) = > Wi, (1)
del_tat(t) =Y D; ,(t)

w_del_txt(t) = Z GipDip(t) -
i,p

We assess the quality of a trust labeling via the followingrities,
for p € [0, 1]:

e The p-white pointis the p-median oftot_tzt(t).

e The weighed orange averagis the average value af for
w_del_txt(t).

We will use Wy.9 and Org(wg to denote the).9-white point and
weighed orange average, respectively. Again, the weighseg
in the definition of orange average is used to give more weight
deletions that occur in the course of higher-quality revrisi



3.3 Trust as predictor of text life-span

Our final quality metric for the trust labeling consists iragtify-
ing the predictive value of word trust with respect to thesaduent
life-span of the word. To measure this predictive value, am@e
word occurrences from all versions uniformly at random (gipg
the algorithm to all words would be computationally very exp
sive), and we observe for how many consecutive article @rssihe
words are present after their sampled occurrénce.

The simplest approach consists in studying the correldtin
tween the trust of the word at the moment it is sampled, with the

4. IMPLEMENTATION

We have implemented a trust tool that computes text trust and
provenance for the Wikipedia. The trust tool takes as inpuXisiL
dump containing all the text of all the revisions of the Wikdjia;
such dumps are periodically made available from the Wikiaed
Foundation. The trust tool is written in Ocaml [16]; we chadlsis
language for its combination of speed and excellent memamy-m
agement. On an Intel Core 2 Duo 2 GHz CPU, our tool is capable
of assigning trust to versions of Wikipedia artidleg over 15 ver-
sions/second, or roughly 1.5 millions versions per day,ditrate

life-spanl of the word, measured as the number of consecutive submuch higher than the one of the on-line Wikipedia [32]. Weehav

sequent versions in which the word is present. However, such
measurement would be biased by ttaizon effecinduced by the
fact that we have only a finite sequenggvi, . . ., v, Of versions to
analyze. Words sampled in a version and that are still present in
the last version,,, have a life-span of — i + 1, even though they
may live much longer once the wiki evolves and versions bdyon
vy, are introduced. This horizon effect causes us to undemeatgi
the true life-span of high-longevity words sampled closthtolast
existing version of an article.

To obtain a measurement that is unaffected by this horiZectef
we model the life-span of a word as a memoryless decay prdoess
which the word has a constant probability (dependent on threlw
but not on its past life-span) of being deleted at every remisThus,
we assume that the probability that a word that is alive; as still
alive atwy, for k > 14, is e *=9/* where)\ is the half-life of
the word under infinite-horizon. Our task is then to estinthe
correlation between the trusthat the word has im; and the half-
life A of the word. Note that this definition of half-life eliminate
the horizon effect due to the finite number of versions.

For every word sampled at, and last present inx, with ¢ <
k < n, we output a triplg(t, I, h) consisting of the trust of the
word inwv;, the life-sparl = k — ¢ + 1, and the observation horizon
h = n — i+ 1. To estimate\, we use the following observation:
if { < h, then the word would have lived fdreven under infinite
horizon; ifi = h, then the word has an average life-spari af A
under infinite horizon, since the distribution is memorgleset A
be the set of triples sampled for a trust letel et:

e m be the number of samples ihwith [ < h;
e M=>{l|l<hA(tl,h)e A};
e k be the number of samples ihwith [ = h;
e K= {l|l=hA(tl,h) € A}.

We can estimata via

M4 K+k-A

A
m+k

which yields
M+ K
—

A trust labeling will have high predictive value for life-ap if larger
values for the trust of the word iy correspond to larger values of
A

A=

run the trust tool over the entire English Wikipedia, as sfHebru-
ary 6, 2007 dump; the results can be viewed on a live demo T29].
save disk space on the server, the demo contains only th&dast
versions of each article, but all versions were considenetiust
computation.

The current implementation of the tool is a batch one. The firs
step consists in computing theputation historyof all Wikipedia
authors. When the trust system examines a revision~ wvg41
performed by an authaod, it looks up the value of trust of authat
in the reputation history ofl, corresponding to the timg 1 when
vk+1 Was created. The trust system uses the reputatighaiftime
tr+1, rather than the “final” or “average” reputation df in order
to mimick faithfully the trust computation that is used iretbn-line
system we are developing.

The reputation histories are computed using the contéwngrr
reputation system for Wikipedia authors proposed in [1].tHis
system, authors of contributions which prove long-lastyan in
reputation, while authors whose contributions are redddse rep-
utation. Specifically, whenever an authéredits an article that had
been previously edited by another auttidra change in reputation
is generated foB: the reputation ofB increases ifA preserves
B'’s contribution, and decreasesAfundoesB’s contribution. The
reputation system is thighronological: the reputation is computed
from the chronological sequence of increments receivedibiyoas.
The reputation system is such tHat.x = 9.

Once the reputation histories of all users have been compute
we feed the reputation histories, and the Wikipedia XML dutop
the trust tool. The tool produces as outputadorized XML dump,
containing the original text annotated with the computedttand
provenance information. The colorized dump is in the sammadb
as the input XML dump, except that two additional markup t@gs
intersepsed in the text:

e thetag{ { #t: z} } indicates that the subsequent text has trust
xz € {0,1,...,9} (trust is rounded to the nearest integer for
display purposes);

e thetag{ {t o: i} } indicates that the subsequent text was first
inserted in version (Mediawiki assigns to each version a
global integer identifier).

To save storage, these tags are not added for each word, lgut on
when the information changes from one word to the next.

The colorized XML dump can be loaded in a Mediawiki instal-
lation using the standard tools made available as part ofidieki
(Mediawiki [22] is the software package responsible forliempent-
ing the wiki behind Wikipedia). The additional tags are tlirter-
preted by a Mediawiki extension we developed, following bhe-
diawiki extension framework. We display the trust of eachiahvioy
coloring the background of the word: white for fully trustedrds,

As we ha.Ve seen in Section 231, a Word In a version can Correand |ncreas|ng|y intense grada“ons Of Orange for prongess

spond to multiple occurrences in the next version, whenisest-
plicated. When tracking a word to measure its life-span,nekier
the word is duplicated, we track all occurrences separately

2Measured on a randomly-selected subset of articles withast |
200 versions each.



trusted text. For text origin, our extension defines a ockddiction
in JavaScript. When a user clicks on a word, the user is seheto
article version where the word was first inserted. The twesypf
information, trust and origin, augment each other, andttagepro-
vide Wikipedia visitors with effective tools to judge thecacacy of
article content.

Towards an on-line implementation

We are currently working on aon-line implementation of the
trust system, capable of coloring the revisions of Wikipediti-
cles as they are created. The on-line system will be suitethyo
Mediawiki-based wiki, and indeed to any wiki, via minor atkp
tions.

While in the batch system the computation of author repanati
histories, and the computation of text trust, happen in tejpas
rate passes, in the on-line system author reputations astidre
updated in real-time, every time a new article revision esated.
When a revision is created, the on-line system first analfmetext
difference between the revision and the previous artiolesians.
This information is passed to the reputation system, whjmdtates
the reputation of the authors of previous article revisigrest au-
thors whose contributions are preserved in the latestiogvigain
reputation, while authors whose contributions have beeatone
lose reputation [1]. The information on text tracking isrtmassed
to the trust system, which updates word trust accordinga@to-
rithms of Section 2. Consequently, in the on-line impleragan,
every new revision causes both reputation and trust updates

We note that this on-line system, and the batch system we have

used for evaluation purposes, compute the same valuesoaue t
use of author reputation histories to compute trust valliess, the
performance figures that we report for the batch system arere
sentative of the on-line system.

5. EVALUATION

Our first step in the performance evaluation of the trustliage
consisted in choosing values for the constants appearitihgitrust
labeling algorithm.
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Figure 3: Low-trust as a predictor of deletions: quality
weighted precision and recall. Lines prefaced TR are produed
by tamper resistant algorithms. Those prefaced by NR are not
tamper resistant. w_prec and w_recl are weighted precisioand
recall, respectively.
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Figure 4: Comparison of recall and weighed recall. w_recl,ecl

Choosing values for the constants involves seeking a balancis the weighted,un-weighted recall.

between the opposite goals of alerting visitors to as muakliin
able content as possile, and avoiding visual clutter andrné-
tion overload. We found it helpful to reason about how “white
mature article should be on average, and about how “orarge” t
deleted text should be: thus, we performed the optimizaiging
the white point and orange average, as defined in Section 3etWe
Wo.0 = Wo.0/Tmax € [0, 1] be the normalized 90%-white-point,
and we letOrg,,,, = (Tmax — 079 4,,)/Tmax € [0, 1] be the nor-
malized weighed orange average, whékg.. = 9 for our system.

For the tamper-resistant trust, we choase= 3, so that an author
needs to wait until three other authors of similar reputatiaise
the trust of a word, before being able to raise it herselfragais
tamper-resistant trust yields slighty lower trust (as arglare occa-
sionally prevented from raising the trust of words), we cengate
by takingc, = 0.3, which yields essentially the same values for
the white point and orange average; the other coefficiersaar

We wanted to find parameter values that would make the articlein (7). With this choice, the results we obtained for nornmakt,

overall, as white as possible (maximi#&; ), while ensuring the
deleted text was as orange as possible (maxirfizg,, ). To this

avg

and for tamper-resistant trust, are quite similar. In tharég, we
indicate withNR the non tamper-resistant trust, and witR the

end, we used linear search on the space of the parameterti-to optamper-resistant trust.

mize the value of theveighed harmonic measf W; o and Ory.,,,,,
i.e., we optimize

2- Wio- Org’
F W/ 7 0 / — . avg
( 0.9 7ﬂgaxug) WOIQ + Org;vg

)

for a set of 100 articles used for training. We use the weighed

harmonic function since it weighs both of its arguments gven
This led to the following values for the parameters, for ramper-
resistant trust:

er=02 ¢=04 cc=2 ¢,=02 cx=(log2)/Tmax -

@)

We proceeded to evaluate the performance of the trust oglori
on a set of 1,000 articles selected uniformly at random antbag
articles with at least 200 revisions; the articles comptiSé4,250
versions all together, for a total of 13.7 GB of text. We faati®n
articles with long revision histories for two reasons. Frartech-
nical point of view, the long revision history enables us @itér
estimate the predictive power of trust with respect to téabis-
ity. From a user-interface point of view, our trust is esp#igiuse-
ful for mature articles: it is relatively easy for visitors tonclude
that incomplete articles, with short revision history, man(yet) be
trusted.

Figure 3 gives the quality-weighted precision and recalloof
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Figure 5: Color of general and deleted text. tot_text shows
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Figure 6: Expected future life-span of words.

trust with respect to text deletions. We see that the resalhiays
at 60% or above; in practice, a mid-range orange backgrauinidh
is sure to attract a reader’s attention, is able to warn théeeto 2/3
of the text that will be deleted in the next revision. We bedi¢hat
this is a good performance figure, given that text can be ele fieir
many reasons other than poor quality, such as rewording; smme
deletions are never likely to be anticipated by low truste Pineci-
sion figures give the probability that text marked as lovstrwill

be deleted in the very next revision; low precision figuresildde
a sign of excessive warnings to visitors. We see that text taist O
has a 2/3 probability of being deleted in the next revisiorg gext
with mid-level trust has a 1/3 probability of deletion; wensaler
this to be an acceptable level, especially since not allttettwill

be deleted is going to be deleted in the very next revisiorfi¢n

ure 4 we compare weighed and unweighed recalls: as we see,

we also include deletions due to vandalisrec(), our recall drops,
reflecting the fact that such vandalistic deletions are taptedict.

The color profiles of general and deleted text are compared i

Figure 5. We can see that deleted text, on average, is mudr low

trust: indeed, the average trust of deleted text was 2.98¢\98%

of text had a trust above 7.60 (out of a maximun¥gf.x = 9).
Figure 6 depicts the correlation between the trust of a waerd o

currence, and the subsequent life-span of the word. Theislata

obtained by random sampling of word occurrences, and fgabia
future of the word from the sampling point. We note that thestr
is the trust of thewvord occurrence:over the subsequent life-span,
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Figure 7: The weighed precision with and without reputation
systems.

the word trust may well vary (and typically increases, asdttiele

is revised). We see that there is a clear correlation: highset cor-
responds to a longer expected life-span. We also see that ihe
a sharp increase in expected life-span as we go from woreseldb
with trust 0 to words labeled with trust 1. This can be expdily
the high “early mortality” of words with trust 0: over 60% dfam,
as indicated by the recall graph in Figure 3, do not make ih& t
next version.

We also evaluated the magnitude performance improvement du
to the use of the author attention modeling presented in Sec-
tion 2.3.2. To our surprise, we discovered that the authtentibn
modeling does not appreciably improve the results, in sfite-
troducing additional degrees of freedom in the trust athors. We
believe this is due to the fact that authors usually edit #wisns
of an article that have received the most recent edits. Twis,
side of the paragraph being edited, there is not much texttw¢an
benefit from a trust increase, and distinguishing betweéradnd
non-edited paragraphs has little effect.

5.1 Trust quality in absence of a reputation
system

The reputation system provides two key benefits to our tisst s
tem: it provides information on the quality of the authonsg &most
importantly) it enables us to obtain a system that is rasistatam-
pering. The present evaluation, however, is performed shqsta,
where tampering cannot have occurred, as authors were mmawa
even of the proposal for such a system. This provides us Wih t
opportunity to evaluate the quality improvement of thetteystem
that can be ascribed to the use of a reputation system.

To this end, we compared the performance to the regular trust
system, with the performance of a modified trust system thasd
not rely on a reputation system, and instead assigns evaéyyfsom

nonymous visitors to well-established editors, the maxinvalue
of trust. Fresh text, as well as block-move edges, receivigdlly
trust 0% and the trust of text would then increase according to the al-
orithms of Section 2 (no change was made to the trust afgosi).

e note that this is in fact equivalent to using #ge of text, mea-
sured in number of revisions, to compute the trust. We chosé c
ficients for the trust computation that would yield a weigloegnge
average similar to the one obtained using a reputationrsyste

The trust labeling computed without the aid of a reputatips s
tem performed worse than the one that made use of the regutati

3Had we used a trust value greater than O as initial value, xto te
would ever get trust 0.
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