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Abstract This article proposes a technique to improve the
dependability of circuits under energetic particle irradiation
by resizing transistors in the most critical paths. First, the SET
vulnerability of a mapped circuit is analyzed to identify the
most sensitive nodes. The sensitivity of the circuit is defined
by the logical and electrical masking. Once the most critical
nodes are selected, a transistor sizing algorithm is able to
resize the pull-up and pull-down transistors separately. The
asymmetric resizing offers interesting area and performance
trade-off in comparison with gate sizing and gate duplication
techniques. Results show very small area and performance
penalties for circuits operating at ground level for a 130-nm
technology process.
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1 Introduction

In deep submicron technologies, decreasing feature sizes and
lower operating voltage levels cause an increase in the soft
error rate (SER) in integrated circuits. If a particle strikes
a sensitive region of a semiconductor device, the resulting
electron-hole pair generation may change the logical state of
the circuit node. If this transient disturbance occurs in a com-
binational logic circuit, the effect is known as single event
transient (SET). SETs may lead a system to an unexpected
response if it propagates to a memory element or a primary
output (PO) of a circuit.

If a particle directly hits amemory element, the logic value
stored may be changed causing the erroneous operation of
the circuit. This change of the value stored in memory ele-
ments is known as single event upset (SEU). Historically,
memories have been the major concern. Efficient solutions
to memory protection are presented in [1-3]. However, since
the transition time of the logic gates is getting shorter and
clock frequencies are significantly increasing in nanome-
ter scale technologies, errors in combinational logic are
increasing and error rates may reach the same level as in
memories in the near future. A recent work predicts SERs
in combinational logic circuits comparable to memory ele-
ments by 2011 [4]. Hence, the design of combinational logic
tolerant to radiation effects is mandatory.

This paper proposes a new transistor sizing method for
SET protection in combination logic circuits. The main char-
acteristic of the proposed methodology is the ability to find
the smallest accepted transistor widths to attenuate SETSs in
the nodes of a combinational circuit, before it propagates to
a memory element or a primary output.

Another important point is that pull-up and pull-down
transistors are independently sized, minimizing the area over-
head. In other words, we apply asymmetric transistor sizing
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to attenuate SETs with minimized area overhead. Works
presented in the literature are based on symmetric models
to size pull-up and pull-down blocks.

This paper is organized as follows. Related work is dis-
cussed in Sect. 2. A background to the proposed technique
is given in Sect. 3. The proposed transistor sizing strategy is
presented in Sect. 4. Sections 5 and 6 present the transistor
sizing algorithm in detail. Finally, results and conclusions are
presented.

2 Related work

Radiation hardened combinational logic has been discussed
in the last years due to the importance that SET effects have
shown in submicron technologies at ground level. Radiation
hardened techniques are basically based on redundancy. This
redundancy can be spatial or temporal. Spatial redundancy
consists on the replication of certain elements of a circuit
in order to avoid the pulse propagation. Temporal redun-
dancy usually compares a signal in different moments of
time. These techniques are briefly discussed in this section.

The main spatial redundancy-based technique is the triple
modular redundancy (TMR), which consists in triplication
of parts of a circuit, or even the whole circuit. Thus, if one of
the three elements fails, the correctness of the system is guar-
anteed by the other two elements, which operate correctly.

An example of temporal redundancy is presented in [5].
The Code Word State Preservation (CWSP) technique con-
sists on the insertion of special gates in the primary outputs.
These gates are composed by delay blocks. Transient pulses
with duration smaller than the delay of the block are attenu-
ated.

A gate duplication methodology is presented in [4]. It is
clear that the area overhead is significantly smaller than other
techniques such as TMR, although special attention has been
given in the last years to find better solutions.

A SER analysis in combinational logic circuits and a par-
tial gate redundancy methodology for soft error protection is
proposed in [6,7]. These works present a very important con-
tribution in relation to SET analysis. The SET propagation
is analyzed with respect to logical and electrical masking. A
drawback of this partial redundancy method is the complex-
ity to test cells sharing the same inputs and outputs.

A gate sizing method is proposed in [8]. Gate sizing con-
sists in exchanging a gate by a larger version. This gate siz-
ing technique targets soft error rate reduction by selectively
sizing the most sensitive nodes. In their work, the maximum
critical charge considered was 0.3 pC and they achieved an
average area overhead of 33% for 90% coverage.

The sensitivity analysis in combinational logic circuits
has been discussed, for instance, in the works presented in
[9] and [10]. An accurate and computer efficient model for
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SET is presented in [11]. The model evaluates the behavior
of a SET in a circuit node as function of the driving gate
resistances and the capacitance loading at the stuck node.
The work presented in this article uses this model to analyze
the sensitivity of circuit nodes. Section 4 gives further details
about the model.

3 Sensitivity analysis background

The sensitivity analysis of circuits has been presented in sev-
eral works [7]. Most of them include the structure of the gates
and layout details. The analysis of the structure of a gate con-
sists on evaluating the propagation of a fault as a function of
transistor connections. Sensitivity analysis considering the
circuit layout takes into account the probability of a particle
to hit a region of the layout. For example, a large drain area
has a higher probability of being hit than a smaller one.

In this work, the structure of the gate and its layout is
not considered. Differently, we consider only particle hits
at the drains of the transistors connected to the output node
of the logical gate, i.e., particle hits that cause direct charge
injection at the output node. Particle hitting internal nodes of
the gate will necessarily cause a smaller SET at the output
node [14]. It is important to highlight that layout charac-
teristics are not taken into account in the sensitivity analy-
sis because we consider the sensitivity of a gate after sizing
becomes zero to a given critical charge.

In this work we refer to the circuit sensitivity Scircyit as
the probability of a transient fault occurring in a node n to
be propagated to the primary outputs (PO). This probability
is defined by taking into account the logical and electrical
masking.

The logical masking represents the probability of a tran-
sient pulse to be masked by a logic path of the circuit, and
the electrical masking describes the attenuation of a tran-
sient pulse before it reaches the primary outputs or memory
elements. Thus, the sensitivity of a circuit is given by

N
Seircuit = (1 = Ln) - (1 = En) M
n=1
where L, is the logical masking and E, is the electrical
masking. The logical masking L, is a probability value.
Larger logical masking means a smaller probability of a tran-
sient pulse to be propagated to the circuit outputs. The elec-
trical masking E,, is a Boolean value, where “1”” means that
the transient pulse is totally attenuated and “0” indicates that
the transient can be propagated to the outputs.

3.1 Logical masking

The logical masking occurs if a transient pulse induced by
a particle is not propagated to a primary output (PO) due
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Table 1 Probability of a node as a function of the gate equation [12]

Logic function Resulting probability

AND Pz (1) = P,(1) % Py(1)
NAND Pz(1) =1— P,(1) * Py(1)
OR Pz(1)=1—(1— P,(1)) % (1 — Py(1))

NOR Pz(1) = (1 = Py(1)) * (1 = Pp(1))

XOR Pz(1) = Py(1) + Py(1) — 2% P, (1) * Py(1)
XNOR Pz(1) =1 — Py(1) — Pp(1) + 2% P,(1) * Py(1)
BUF Pz(1) = P,(1)

INV Pz(1) =1— Ps(1)

N N

"(L lVl"

AN

(a) (b)

(© (d)

Fig. 1 The logical masking a masked SET pulse in a AND gate, b not
masked SET pulse in a AND gate, ¢ masked SET pulse in a OR gate,
d not masked SET pulse in a OR gate

to the logic chain. In other words, the pulse is masked as
function of the vector applied to the primary inputs (PI) of
the circuit. Controllability and observability techniques are
used to define the logical masking of a node. Controllability
is defined as the ability that set a given logic value to an
internal node applying a pattern to the PIs. Observability is a
measure of how well a state in an internal node can be known
at the primary outputs (PO).

The controllability of the gate output node is obtained by
the logic function of the gates as shown in Table 1 [12]. Con-
sidering the probability P,(1) of a gate output z have “1”
as function of the gate input probabilities P, (1) and Py(1).
Table 1 shows how to propagate the probabilities through the
circuit node in order to obtain controllability and observabil-
ity values. The propagation of the controllability probability
is done for the entire circuit, from the PlIs through each gate
until the POs are reached.

Figure 1 illustrates the logical masking in a gate. A pulse
in one of the gate inputs is propagated through the gate only
if a non-controlling value is applied at the other input. Fig. 1a
shows the logical masking in the AND gate as a function of
the controlling logic value “0” at the input. Otherwise, the
logical masking does not happen if a non-controlling value
is applied (Fig. 1b).

Fig. 2 Equivalent circuit for calculating circuit response to an ener-
getic particle hit

In an OR gate, the same situation is considered, where the
pulse propagates through the gate only if the non-controlling
value is applied to the other input. Figure 1c shows the log-
ical masking as function of a controlling value and Fig. 1d
shows the case where there is no logical masking.

3.2 Electrical masking

Electrical masking can be defined as the electrical attenua-
tion of a pulse by the gates in the logic path down to a level
that the SET does not affect proper operation. This electrical
attenuation is also considered as pulse degradation in this
paper, based on the work presented in [14]. This degrada-
tion is the basis of the electrical masking, where the pulse is
degraded as a function of the electrical characteristics of the
gates in the path.

4 An analytical model for SET

The sensitivity model used in our transistor sizing strategy
was proposed in [11]. The model is based on two electri-
cal device parameters. The effective loading capacitance C
lumped onto the output node of a gate g and the effective
resistance R of the “ON” transistors of this gate.

For modeling purposes, circuit response for the energy
particle is modeled as the network depicted in Fig. 2, and
may be represented by

dv@e) V@) .
a "R =00 @

where the term % is related to the discharging current in

the transistor, represented by the resistor R. I, (f) represents
the current caused by the particle hitting the device and the
last term C % represents the current in the capacitor C.
The model derivation has a strong relation with the electri-
cal devices behavior and allows the evaluation of the critical
charge Q. needed to induce a SET in anode, and the transient
pulse duration, as well.
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Fig. 3 A transistor modeled as a resistance

4.1 Modeling resistances and capacitances

The use of linear resistors to model transistor paths is a widely
known method [18]. Thus, the effective resistance R can be
analytically determined by

1
R =
10Cox (%) (Vgs — Vin)

where ¢ is the mobility of the transistor channel. Coy is the
oxide capacitance, which is given by Soiﬂ. &o is the dielec-
tric constant, £g; 0, is the oxide relativgzx dielectric constant
and 7o is the gate oxide thickness. Vg is the gate-source
voltage and Vy, is the threshold voltage.

All these parameters are constants related with the tech-
nology process, except the (%) ratio that represents the tran-
sistor dimensions. Based on this aspect ratio, we are able
to explain the relation between the transistor width and the
resistance. The smaller the transistor width, the higher the
resistance.

Figure 3 illustrates two stacked transistors modeled as
resistors. Assuming NMOS transistors are “ON” in the
NAND gate of the example due to input signals a = “1”
and b = “1”. The effective resistance R is given by the sum
of the resistances r; and r».

The effective capacitances C is defined by the sum of three
capacitances connected to the output node.

3

C= Cdiffusiongl + Cconnection + Cgategz (4)

where Cgiffusion l is the sum of all PN junction capacitances of
the driving gate. Cconnection 1S the wiring and parasitic capac-
itances, and Cgategz is the gate capacitance of all transistors
connected to the output node. The diffusion capacitance is
given by

D

Cdiffusiongl = Z CjaAd + ijPd (5
d

where Cj, is the junction capacitance per w?, Ag is the dif-
fusion area, Cjp is the periphery capacitance per p and Py is
the diffusion perimeter. The third term of the capacitance C
is the gate capacitance. Thus, Cgategz is defined according to
the region the gate g2 is operating.
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Table 2 Approximation of intrinsic MOS gate capacitance

Parameter Off Non-saturated Saturated
Cgp Cox A 0 0

Cys 0 1Cox A 20 A
Ced CxA  3CxA 0

Co = Cgb + Cos + Coa CoxA Cox A 2CnA

Table 2 presents the gate capacitance according to the
region of operation. Based on this information, the gate
capacitance is defined by

2
Cgategz = Z CoxAg + Z gcoxAg (6)

Loff Zon

These analytical equations allow to model the behavior of
the transient pulse as a function of the electrical characteris-
tics of the devices.

4.2 Single event transient model

The single event model uses the double exponential equation
proposed in [13] as follows.

2 (i
Ta — 18

where Q is the injected charge and may be positive or nega-
tive, 74 is the collection time constant of the junction and 74
is the time constant for initially establishing the ion track.
7o and Tg are constants and depend on several process-
dependent factors.

In the double exponential, the 74 is responsible to shape
the rising of the current pulse and the t, shapes the fall
time of the curve. The curve presents a fast rise time with
smaller tg, as well as the fall time is faster with smaller 7.

Important characteristics about the transient pulse can be
obtained through (7). Models presented in [11] are deriva-
tions of the double exponential to obtain the peak time #peax
and the voltage peak Ve . It is important to remark that the
74 is considered to be much smaller than 7, (7, > ) in the
formulations. In other words, the model assumes a very fast
rise time to the double exponential.

The differential equation shown in (2) can be solved in
order to obtain the voltage V () at the struck node. Thus,
V(t) is given by
oK (e —ex) ®)
7 — RC

1(t) = —e7!) (7

V() =

The time #,e,x at which the node voltage reaches its maximum
value can be evaluated by

In (g%) TaRC

7o —RC ©)

tpeak =
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and, inserting (8) into (9) leads to the peak transient voltage
Vpeak reached at the struck node.

Ipta R Ta % Ta Rc%r
Vieak = ——2— (—— “_ ——) « 10
peak w—RC(RC) (RC (10)

where R is the effective resistance of the pull-up path (if
PMOS transistors are “ON”) or the effective resistance of
the pull-down path (if NMOS transistors are “ON”) and C
is the effective capacitance loading lumped onto the output
node.

The critical charge Q. can be derived from (10) once the
Vpeak of a transient pulse is known. Thus, the critical charge
Q. is given by

Vpeak (Ta — RC)
_RC__ _Ta
R (&) - ()7 )

The voltage at the struck node shows a double exponen-
tial behavior in which the transient voltage Vpeax is reached at
time #yeax. The voltage starts to decrease exponentially after

Qc = Y

Ipeak -

1vDD 1vDD
Ty = Ipeak — RCIn — 14ln (12)
Vpeak Vpeak

Equation (12) shows the transient pulse duration t,,, where
the second term corresponds to the analytical solution if RC
time is much greater than t,, and the last term corresponds to
the analytical solution if 7, time is much greater than RC.

4.3 Single event transient propagation

The analysis of the transient pulse propagation shows that the
pulse degradation is directly influenced by the propagation
delay 7. In other words, larger 7, leads to greater degrada-
tion of the transient pulse.

Wirth et al. [14] proposed a pulse degradation model based
on curve fitting. The model considers a k parameter equal to
the minimum ratio 7, /7, needed to propagate a SET to the
next stage in a circuit path.

For an input transient with small duration, the output volt-
age peak does not reach %VDD and complete attenuation
must be considered. Thus, the model for the first case is
given as

Tntl = 0, if(fn = kTg) (13)

where 1, and 7,4+ are the transient pulse durations at the nth
and at the (n + 1)th stages, respectively.

Second and third cases are related to a partial degradation
in the transient pulse according to the relation with the SET
duration 7, and the gate delay .

Tap1 = (k4 Drg(1 — e*=(@/m)y
if(tg <t < (k+ 1D1y)) (14)

The model for the third case considers a smaller degradation
than the second case.

2 2
n Tg
Tn+1 = ‘L'—7
n

if((k+ D1y <7 = (k+3)7g)  (15)

The fourth degradation case consists on situations where
the pulse is not degraded from a stage to another or it can be
neglected.

gl = Tn, Lf (70 > (K +3)70) (16)

These four degradation cases are the basis to the sizing
algorithm because of its propagation properties. These prop-
erties can be useful also to obtain the maximum acceptable
transient pulse duration in a node. We consider maximum
acceptable transient pulse in a node the maximum SET dura-
tion that is attenuated before the primary outputs. In other
words, the maximum acceptable SET duration is a pulse
which is not propagated to any PO.

One important remark is that a transient pulse does not
need to be attenuated in the node n (except in cases where
gates are connected to outputs). The SET may be attenuated
through the gates in the whole path between the node n and
the primary outputs. The complete attenuation of a SET in a
net may result in unnecessary oversize transistors.

5 The transistor sizing strategy

The transistor sizing strategy proposed in this article consists
in finding the smallest transistor width of each circuit gate
which assures SET attenuation. The formulations previously
discussed are the basis to the sizing algorithm.

Algorithm 1: The transistor sizing for SET attenuation.

Require: Set of gates G, Set of Nets N, Set of outputs O, Maximum
sensitivity M, Max critical charge Q., Desired circuit sensitivity
Sdexired

Ensure: Set of gates with sized transistors G¢y,

I: Gpew <0

2: forall n e N do

L, <« calculateLogicalMasking( n );

E, <« calculateElectricalMasking( n, Q. );

Sn <~ (1 - Ln) : (1 - En)

: end for

V&0 {Nets to visit, starting from the outputs. }

: while V # 0 do

forall n €V do

10: g < getFaninGateConnectedToNet( n );

11: if S, > M then

VRN sw

12: 7, <= getMaximumSET( n, g );
13: Znew < sizeTransistors( s, g, T, );
14: Ghew <G U{gnew} \ {g}

15: end if

16: I < getGatelnputs( g );
17: Ve vUIN{n}

18: end for

19: end while
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The proposed transistor sizing strategy is presented in
Algorithm 1. First lines (2-6) define the circuit sensitiv-
ity as shown in (1). The transistor sizing strategy starts at
line 8, where every node n of the circuit is visited in order to
find the minimum transistor width to each gate g connected
to this node. It is important to note that only nodes with the
sensitivity bigger than the maximum defined sensitivity M
are sized (line 11).

Function getMaximumSET (n, g) (line 12) finds the
maximum pulse duration 7, in the node n that is suppressed
before the primary outputs. The transistor sizing algorithm
to a gate g is function of this SET duration t,,.

Function sizeTransistors (s, g, 7,) (line 13) con-
tinuously increases the transistors width until the SET in the
node n is smaller than t,,. When this situation is reached, we
consider the transistors of the gate g are sized as expected to
the charge Q..

The implementation of these functions are discussed in
details in Sect. 6. Other lines of the strategy shown in Algo-
rithm 1 give some idea about the navigation in the nets. The
algorithm evaluates every node of the combinational logic,
from the primary outputs (PO) to the primary inputs (PI).
This is done because the delay of the gates is changed after
sizing. When transistors of a gate are sized, the delay usu-
ally becomes smaller and a transient pulse propagates with a
smaller degradation.

Erroneous interpretation concerning the SET propagation
happens if the transient pulse is evaluated before the sizing
of the gates in the path to the POs. Thus, when the SET is
evaluated in a node n, we guarantee that every gate in the
path between this node n and the POs was already sized.

6 The transistor sizing model

The transistor sizing technique proposed in this thesis is basi-
cally separated in three steps. These steps are related to the
sensitivity of a circuit node as a function of a particle hit-
ting the circuit and the minimum transistor width needed to
attenuate a SET (electrical masking).

The first step is the sensitivity analysis, which is repre-
sented in lines 2-6 (Algorithm 1). The sensitivity of a node
n is given by the logical and electrical masking. Function
getMaximumSET (n, g) (line 18) finds the maximum SET
duration 7, for a net n that is attenuated just before the pri-
mary outputs. Assuming SET duration at the primary out-
puts Tour = 0, equations from [14] were modified to find
an acceptable SET duration in the net n. In other words, we
derived those equations to obtain the SET duration 7, at the
inputs of each gate as a function of the SET duration 7,41 at
its output.

Model proposed in [14] presents cases where the pulse is
attenuated or propagated according to curve fitting. Through
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Table 3 The proposed transistor sizing to single event transient atten-
uation

Circuit  Gate sizing duplication Asymmetric
timing (%) Area timing (%) Area timing (%) Area
(%) (%) (%)
S838 0.4 394 127 329 89 23.3
S1196  16.3 57.0 33.8 377 1.0 433
S1488  20.1 26.2 26.0 374 11.7 18.7
S5378 129 50.6 33.1 424 5.6 33.8
S9234  10.2 41.0 30.0 373 5.7 22.1
S13207 3.7 453 23.0 413 74 25.1
S15850 6.5 448 32.6 423 10.7 23.6
S35932  50.0 432 437 455 269 19.6
S38417 10.6 48.6 37.8 42.8 11.0 27.7
S38584 31.2 49.0 40.3 47.1 119 28.2
Average 16.3 445 313 40.7 10.0 26.5

Results show the area and timing overhead for some ISCAS’89 Circuits
for particles with charge Q = 0.2 pC

simulation, a parameter k is defined and used to determine
how the pulse is attenuated. Based on the work presented in
[14], we propose the following equations in order to find the
maximum acceptable SET pulse duration in a node.

These equations were derived as follows.

_ _ _ Tkl
T, =17, (k In (1 i 1))) (17)

Situations where T, is larger than k7, and smaller than
(k + 1)1, are treated by (17).

Taa1 + ‘/t,%_H +4r§

T, = 5 (18)

Situations where 7, is larger than (k + 1)7, and smaller
than (k + 3)7, are treated by (18).

Total attenuation (filtering out) is considered if , is
smaller than k times 7,, and propagation without attenuation
if 7, is larger than (k + 3) times 7,. Function sizeTran-
sistors (s, g, 7,) finds the smallest transistors width for
a gate g according to the transient pulse duration t,,. The idea
is to increase “ON” transistors according the resistance asso-
ciated to them and the resulting diffusion capacitance of this
sizing.

The transistor sizing is modeled based on the equations
presented in Sect. 4. The algorithm consists on applying the
bisection method [15] to find the width of each pull-up and
pull-down transistor of the gate.

7 Results

Table 3 shows some results obtained by the proposed
transistor sizing strategy. Results include a comparison
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between symmetric and asymmetric sizing methodologies
for a 130-nm technology process [16]. The transient pulse
propagation parameter k was defined by HSPICE simula-
tions to be equal to 0.8 for this particular technology and
energetic particles of interest.

A study presented in [8] shows that the deposited charge
of very few particles at ground level is higher than 0.2 pC for
130 nm technologies. In our experiments, we consider this
to be the worst case deposited charge. The technique here
proposed is compared with gate sizing technique presented
in [8] and gate duplication techniques [6,7]. For the gate
sizing technique, gates are exchanged by larger versions,
with larger driving capability. Gate duplication consists in
inserting other gates in parallel.

It is important to note that the approach here presented is
adequate for circuits operating at terrestrial environment. For
circuits operating in aero-space applications, the approach
presented here may not be adequate. In aero-space appli-
cations heavy ions may be found. Heavy ions may deposit

60

large amounts of charge, and in this case transistor sizing is
not accepted as a SET mitigation technique. Indeed, if heavy
ions with high energy are a concern, transistor sizing may
even increase circuit sensitivity to SET [17].

The first important point shown by these results is the
small overhead presented by the proposed methodology. The
worst case was 28% area overhead for complete protection
(0% sensitivity) against particles with charge Q = 0.2 pC.
Results show an average 44.5% area overhead for the gate
sizing, 40.7% for the duplication technique and 26.5% for
the asymmetric sizing. Results show average timing penal-
ties of 16.3, 31.3 and 10% for gate sizing, duplication and
asymmetric sizing, respectively.

PMOS and NMOS transistors have different electric
behavior and, for this reason, effects of particles hitting the
device are different when output signal is stable in “1” or
“0”. The area overhead of the gate sizing technique can be
explained because, even if gates present balanced rise—fall
timing, they do not guarantee a balanced SET attenuation.

57
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7 49
50 86 471
a8 455
23 432 128
24 “ 423 7 Z
204 §\
~ 40+ 377 7 ? ‘ 7 ?
S 373
o 29 2 ? 18 7
g %
£ 304 277 282
g %2 251
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S838 S$1196 $1488 S5378 59234 $13207 $15850 $35932 $38417 S38584
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S38417

Fig. 4 The proposed transistor sizing to single event transient attenuation. Results show the area overhead a and timing penalties b for some
ISCAS’89 circuits for particles with charge Q = 0.2 pC as shown in Table 3
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In the case of gate duplication, another important point is
that the wire insertion needed to put gates in parallel also
contributes to the huge timing penalty.

8 Conclusions

A new transistor sizing algorithm aiming at protecting com-
binational logic circuit against single event transients is pre-
sented in this paper. The sensitivity of the circuit is analyzed
by taking into account the logical and electrical masking.

The proposed technique consists on sizing only transis-
tors directly related to the SET attenuation. It is known that
PMOS and NMOS transistors have different characteristics
in relation to mobility, impurity concentration and, as conse-
quence, the delay. For a given particle with charge O, PMOS
and NMOS transistors present different attenuation charac-
teristics. Thus, the model considers independently pull-up
and pull-down blocks.

The model takes into account propagation characteristics
in which the degradation of the transient pulse is considered
in order to reduce sizing penalties. Results show smaller area,
and timing penalties if compared to a symmetrical sizing
methodology.

Figure 4 graphically illustrates the results shown in
Table 3. Note that the asymmetric sizing presents a good
trade-off concerning occupied area and timing penalties in
relation to the other techniques. Besides the asymmetric siz-
ing is very effective regarding the occupied area, the tech-
nique is very competitive with the gate sizing methodology
when timing penalties are evaluated.
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