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ASYMPTOTIC BEHAVIOR FOR SINGULARITIES
OF THE MEAN CURVATURE FLOW

GERHARD HUISKEN

Let Mn

9 n > 1, be a compact «-dimensional manifold without boundary
and assume that Fo: Mn —> Un+{ smoothly immerses Mn as a hypersurface
in a Euclidean (n + l)-space Rπ+1. We say that MQ = F0(Af") is moved
along its mean curvature vector if there is a whole family F( , t) of smooth
immersions with corresponding hypersurfaces Mt = F( , t)(Mn) such that

is satisfied. Here H(p,ή is the mean curvature vector of the hypersurface
Mt at F(/?, t). We saw in [7] that (1) is a quasilinear parabolic system with
a smooth solution at least on some short time interval. Moreover, it was
shown that for convex initial data Mo the surfaces Mt contract smoothly
to a single point in finite time and become spherical at the end of the
contraction.

Here we want to study the singularities of (1) which can occur for non-
convex initial data. Our aim is to characterize the asymptotic behavior of
Mt near a singularity using rescaling techniques. These methods have been
used in the theory of minimal surfaces and more recently in the study of
semilinear heat equations [3], [4]. An important tool of this approach is a
monotonicity formula, which we establish in §3. Assuming then a natural
upper bound for the growth rate of the curvature we show that after appro-
priate rescaling near the singularity the surfaces Mt approach a selfsimilar
solution of (1). In §4 we consider surfaces Mt9 n > 2, of positive mean
curvature and show that in this case the only compact selfsimilar solutions
of (1) are spheres. Finally, in §5 we study the model-problem of a rota-
tionally symmetric shrinking neck. We prove that the natural growth rate
estimate is valid in this case and that the rescaled solution asymptotically
approaches a cylinder.
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1. Preliminaries

We will use the notation of [7]. In particular, v is the (outer) unit
normal to M and H is the mean curvature, such that the mean curvature
vector of M is given by H = -Hv. We write g = (gjj) and A = (hij) for
the induced metric and the second fundamental form on M.

It was shown in [7, Theorem 8.1] that for smooth compact initial data
(1) has a smooth solution on a finite maximal time interval, and it can
only develop a singularity if the curvature blows up:

1.1 Theorem. The evolution equation (1) has a smooth solution on a
maximal time interval 0 < / < T < oo, and max,*/, \A\2 becomes unbounded
ast-^T.

In a first step we prove a lower bound for the blow-up rate of the cur-
vature.

1.2 Lemma. The function U(t) = maxΛ/, \A\2 is Lipschitz continuous
and satisfies U(t) > 1/2(Γ - t).

Proof From [7, Corollary 3.5] we have the evolution equation

^-\A\2 = A\A\2 - 2\VA\2 + 2\A\\

It easily follows that U is Lipschitz continuous as long as \A\2 is bounded
and

Tt
or, equivalently,

Since T is the blow-up time, we have U~ι(t) —• 0 as t -> T and obtain
after integration from Mo T the desired inequality

20ΓΓ7)-

In the following we will assume that the blow-up rate of the curvature also
satisfies an upper bound of the form

2 ^ C0
(2) U{t) = mgx\A\2<

This is the blow-up rate of convex surfaces and cylinders, and we con-
jecture that it is valid for singularities of arbitrary embedded surfaces, at
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least in low dimensions. Estimate (2) cannot be expected to hold for all
immersed surfaces: The curvature of an immersed curve developing a cusp
will blow up at a faster rate. In §5 we prove that (2) is valid for the model
problem of a rotationally symmetric shrinking neck.

2. Reseating the singularity

We want to rescale Mt near a singular point as t —• Γ, such that the
curvature of the rescaled surfaces remains uniformly bounded.

First notice that in view of (2) we have

, 0 - F(p,s)\ < f \H(p, τ)| dτ < C[(T - s)V2 - (T - t)x'2}
J s

for all p e Mn and 0 < s < t < T. Thus F( , t) converges uniformly as
t —• T, and we are led to the following definition.

2.1 Definition. We say that x e Rn+ι is a blow-up point if there is
p e Mn such that F(/?, t) —> x as t —> T and \A\(p, t) becomes unbounded
as t -+ T.

Let us assume now that O e IR"+1 is a blow-up point. Then we define
the rescaled immersions ί?(p,s) by

(3) t(p,s) = (2(T - 0)- 1 / 2 F(p, t), s(ή = - i log(Γ - t).

The surfaces Ms = F( ,s)(Mn) are therefore defined for -\ log T < s < oo
and satisfy the equation

(4) ^s

where H is the mean curvature vector of Ms.
Similarly we derive as in [7, Lemma 9.1] evolution equations for all

rescaled curvature quantities: Let P and Q be expressions formed from g
and A, and let P and Q be the corresponding rescaled quantities. We say
that P has degree a if P = (2(Γ - t))-a/2P. We have

2.2 Lemma. Suppose P satisfies dP/dt = AP + Qfor the original evo-
lution equation (1) and P has degree a. Then Q has degree (a - 2) and
dP/ds = AP + Q + aP.

In view of assumption (2) we know that the curvature on Ms is uni-
formly bounded: \A\2 < Q . We show now that all higher derivatives of
the curvature on Ms are bounded as well.

2.3 Proposition. For each m > 0 there is C{m) < oo such that |V"M|2

< C(m) holds on Ms uniformly in s, where C(m) depends on n, m, Co and
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Proof. We have degree(|V"M|2) = -2(ra + 1); then [7, Theorem 7.1]
and Lemma 2.2 imply that

J-|Vmi |2 < λ\VmA\2 - 2|Vw+1i|2

(5)
+C{n,m)

We know that the estimate is valid for m = 0, and we proceed by induction
on m. Suppose the estimate is valid up to order m — 1. Then there is a
constant B, depending on m,n,Co and MQ such that

J-|Vmi |2 < Δ|Vmi|2 + B(l + \VmA\2).

We now add enough of the evolution equation of IV"1"1^!2 to control the
right-hand side. We have from (5)

J ^ ( | V m i | 2 + B\Vm~ιA\2) < Δ( |V m i | 2 + B\Vm~lA\2) - B\VmA\2 + Bu

where B{ depends on B and C(/), 0 < / < m-1. Since |Vm~1^'|2 is already
bounded, this inequality clearly implies that |V"M|2 can be estimated uni-
formly in s by a constant depending on its initial data and on B and Bx.
This completes the proof of Proposition 2.3.

3. Monotonicity and selfsimilar solutions

In this section we prove a general monotonicity formula for surfaces
moving along their mean curvature vector. We then use the monotonicity
result to show that singularities satisfying the growth rate estimate (2) are
asymptotically selfsimilar.

Let p(x, t) be the backward heat kernel at (0, to), i.e.,

3.1 Theorem. If Mt is a surface satisfying (1) for t < to, then we have
the formula

si Γ Γ

-r I p{\,t)dμt = - I p(x,t)
a t JM, JM,

J

where F1- is the normal component o/F and τ = (to — t).
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Proof. From [7, Corollary 3.6] we have -£tμt - -Ή2μu so we derive
from (1) that

Now we use the first variation formula

M

dμ+ f p±-(F,

ula

= - f (H,Ύ)dμ
JM

Mt

with Y = jpF/τ to obtain

So we conclude finally

iF

— F x

2τ

dμ*+[ pπ\*τ\

dμt.

Remarks, (i) A corresponding monotonicity formula holds if p is cen-
tered at an arbitrary point xo G RΛ+1. (ii) In a similar fashion weighted
energy estimates were used by Y. Giga and R. Kohn in their study of semi-
linear heat equations [3], [4]. Moreover, having finished this article, the
author recently learned that M. Struwe used the backward heat kernel to
study the heatflow for harmonic maps [9].

In the rescaled setting of §2 we obtain a monotonicity formula if we
define a weighting function p by

/f(x) = exp - -

3.2 Corollary. If the surfaces Ms satisfy the rescaled evolution equation
(3), then we have

j - ί pdμs = - f
" s JMt JMS

Proof The identity follows from dμs/ds = (n-H2)μs and a calculation
analogous to the proof of Theorem 3.1.

We want to use Corollary 3.2 to study the behavior of Ms as s —• oo. As
a first step notice that Ms cannot disappear at infinity.
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3.3 Lemma. Let O e Rn+ι be a blow-up point of M, and assume that
the growth rate assumption (2) is valid. Then there is p e Mn such that
t(p,s) as defined in (3) remains bounded for s —• oo.

Proof. Since O e Rn+ι is a blow-up point, there is p e Mn such that
F(/?, t) —• O as / -» Γ. Thus we have in view of (2)

, 01 < JT \H(p, τ)\dτ< ^ ^ { T ^ dτ ~ C ( 2 ( Γ "

yielding the desired estimate.
We can now use a compactness argument to obtain a nontrivial limiting

surface.
3.4 Proposition. Suppose that assumption (2) is satisfied. Then for

each sequence Sj —> oo there is a subsequence Sj^ such that MSjk converges
smoothly to an immersed nonempty limiting surface Moo

Proof From Corollary 3.2 we see that for each R > 0 there is a uni-
form bound on %?n{Mn Γ)BR{0)). For q e Mn let Us

rq be the ̂ -component
of F~{(',s)(Br(t(q,s))). Since \A\2 < Co uniformly in s, there is a num-
ber r0 > 0 such that for any q e Mn it is true that F(;s)(UrQ9q) can be
written as the graph of a C°°-function / over the tangent plane to Ms in
Bro(F(q,s)). Moreover, in view of Proposition 2.3 there is a constant Ca

bounding all derivatives of / up to order a. Both r0 and Ca are indepen-
dent of s. We may then follow the method in [8] to see that a subsequence
of the MSj Π BR(0) converges smoothly to an immersed limiting hypersur-
face in BR(0). In view of Lemma 3.3 the limit will be nonempty if R
is chosen large enough. We can do this for every R, and after picking
a diagonal sequence we obtain a smooth limit Moo c Un+ι. Note that
a subsequence of the F( ,s) does not necessarily converge to a limiting
immersion; it will be necessary to "reparametrize" F( ,s) (see [8] for the
details).

The monotonicity formula then yields a characterization of the limiting
hypersurface.

3.5 Theorem. Each limiting hypersurface Moo as obtained in Proposi-
tion 3.4 satisfies the equation

(6) H=(x,v),

where x is the position vector, H is the mean curvature and v is the unit
normal such that the mean curvature vector is given byH = -Hv.

Proof From the monotonicity formula we have

Γ
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and the theorem follows immediately in view of the uniform estimates in
Proposition 2.3.

Suppose the initial hypersurface Mo satisfies the equation Ho = (Fo,i/).
Then the homothetic deformation

F(p,t) = (2(T-t))ι'2F(p,0)

satisfies

So up to a tangential deformation the mean curvature flow is realized by
homotheties for these initial surfaces.

Then Theorem 3.5 states that singularities of the mean curvature flow
satisfying the growth rate estimate (2) are asymptotically selfsimilar.

Natural open questions are concerned with the uniqueness of the limit
in Proposition 3.4 and the number of solutions to equation (6). In the last
two sections we address these questions in some special cases.

4. Surfaces of positive mean curvature

If the mean curvature H is positive on the initial hypersurface Mo, it
will stay positive on Mt as long as a solution of (1) exists (see [7, Corollary
3.5(i)]). Thus it is natural to try to classify solutions of the selfsimilarity
condition (6) in this special case. In case n = 1 it was shown by Abresch
and Langer in [1] that there is a 2-parameter family of closed immersed
curves in R2 of positive geodesic curvature which are selfsimilar solutions
of (1). We prove that in higher dimensions the sphere is the only compact
hypersurface of positive mean curvature moving under selfsimilarities.

4.1 Theorem. If Mn, n > 2, is compact with nonnegative mean curva-
ture H and satisfies the equation H = (x, v), then Mn is a sphere of radius

Proof. We differentiate the equation H = (x,u) in an orthonormal
frame ei,β2, ,eΛ on M" and obtain

(7) ViH = {

(8) ViVjH = hu - Hhnhu + (x, e/>V,/z,7.

Here we used again H = (x, u) and the Codazzi equation. Contracting

now (8) with g,7 and Λ,; respectively we derive

(9)

(10) hijV.VjH = \A\2 - Htτ(A3) + (x,e,)V,A0- hu.
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Simons' identity states that (see e.g. [7, Lemma 2.1])

(11) A\A\2 = ihijViVjH + 2\VA\2 + 2Htr(Λ3) - 2\A\\

So we derive from (10) that

A\A\2 = 2\VA\2 + 2\A\2 - 2\A\4 + 2<x, e7)V/A/yA/y.

Now notice that in view of (9) and the maximum principle, H satisfies the
strict inequality H > 0. We are then ready to compute

From (9) and (11) we obtain

The right-hand side thus equals

^ϊ|A 0 V//f - V,*0 ff|
2 + A {

+^//2{x,e/)V/M|2 - \A\2(x,e,)HV,HJ

since

|AyV/jy - V Λ 7 / / | 2 = M| 2 |v//| 2

Now notice that

such that finally

(12)

Since Λf is compact, the maximum principle then implies that \A\2 — aH2

with a fixed constant α and also

(13) \huV/// - VιhijH\2 = 0 o n ¥ Λ .

We split the tensor A/yV///- V/A/y//" into its symmetric and antisymmetric
parts and obtain from (13) and Codazzi's equation

(14) frMH-huVjHf-EO.
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At a given point of Mn we now rotate eu , en such that ei = VH/\VH\
points in the direction of the gradient of the mean curvature; then

0 = \hijVtH - hnVjHf = 2\VH\2(\A\2 - £ >

Thus at each point of Mn we have either |V//|2 = 0 or \A\2 = £ " = 1 h
2

u. If
\VH\2 = 0 it follows immediately that Mn is a sphere and we are done.

So suppose there is a point in M where \A\2 = Σ"=ι h\t. Since

this is only possible if /z0 = 0 unless i = j = 1. Then we have \A\2 = H2

at this point and therefore everywhere on M. Now we integrate (9) and
obtain after integration by parts

/ H3dμ = ί Hdμ + [ {x^ι)VtHdμ
JM JM JM

= f Hdμ-n f Hdμ+ j (x,u)H2dμ.
JM JM JM

Since (x, v) — H, we derive (n - 1) fM H dμ = 0, which is a contradiction
for n > 2. This completes the proof of Theorem 4.1.

Remarks, (i) The assumption H > 0 seems to be necessary: The author
was told by M. Grayson that there is numerical evidence for the existence
of an imbedded torus in R3 satisfying (6). (ii) In the noncompact case we
expect for n = 2 cylinders to be the only imbedded surfaces satisfying (6)
(see also §5).

5. The rotationally symmetric shrinking neck

In this section we consider a two-dimensional rotationally symmetric
hypersurface MQ with positive mean curvature. We prove that in this
case all singularities satisfy the natural blow-up estimate (2) and behave
asymptotically like cylinders. The rotationally symmetric case was first
studied by R. Hamilton (oral communication), who observed Lemmas 5.1
and 5.2 of this section.

Let yo [tf > b] —• R be a smooth positive function on the bounded interval
[a, b] with y'0(a) = y'0{b) = 0, and consider the 2-dimensional hypersurface
Mo in R3 generated by rotating graph y around the Xi-axis. To compute
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the evolution equations on Mt in this situation, let iχ912,13 be the standard
basis in IR3, and e i ,e 2 a local orthonormal frame on M such that

Again let v be the outward unit normal and introduce the notation

P = {e\,i\)y~{, q = (v,i\)y~\

such that in particular

(15) p2

 + g

2=y-\ Vιy = -qy.

The second fundamental form has one eigenvalue equal to p and one eigen-
value equal to

Now we evolve Mo along its mean curvature vector subject to Neumann-
boundary conditions at X\ — a and X\ = b. (Equivalently we could con-
sider the evolution of a periodic surface defined along the whole Xi-axis.)
Then the position vector F = x of the hypersurface satisfies the evolution
equation

(16) J^x = Δx = H = -#1/,

and the function y = (|x|2 - |(x,ίi) | 2) 1 / 2 agrees with yo at time t = 0. Mt

stays rotationally symmetric and we get the following evolution equations.
5.1 Lemma. As long as y > 0, we have

(i) ^(x,ι,>=Δ(x,i,>,

(ii) &y = Ay-y-1,

(iii) &q = Δq + \A\2q + q(p2 - q2 - 2kp),

(iv) $-ιP=Ap + \A\2p + 2q2(k-p),

(v) £k=Ak + \A\2k-2q2(k-p),

(vi) &H = AH + H\A\2.

Proof. The first identity is immediate from (16), to obtain (ii) we com-
pute

Ay = y-ι{2 + (x,H) - |(e,,i,>|2 - (x,ii)(H,ι,> - \Vy\2},

and the conclusion follows from (15), since
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To derive (iii) we infer from [7, Lemma 3.3] that

the last identity being a consequence of Codazzi's equation. Combining
now this equation with (ii) we get

j-tq = Aq + 2y-2V l yVl (i/,ι1) - 2>>->,*i>|V>f + ; T > , i i > + M| 2ί,

and therefore the desired identity in consequence of (15) and

From (ii) and (iii) we can now compute

d 2

+ q{p2 - q2 -2kp)).

Equation (iv) then follows if we take the relations

V//7 = δnq(p - k), Vtq = δn(q2 + kp),

\A\2 = k2+ p2, y~4 =p4 + 2p2q2 + q4

and (15) into account. The evolution equation for H was derived in [7,
Corollary 3.5], and (v) is then a consequence of (vi), (iv) and the fact that
H = k+p.

From Lemma 5.1(vi) we obtain that the mean curvature stays strictly
positive as long as the solution of (16) exists. We now show that y' = —q/p
stays uniformly bounded.

5.2 Lemma. There is a constant C\ depending only on the initial hyper-
surface, such that \q/p\ < C\, independent of time.

Proof As a first step observe that

(17) \A\2 = k2+p2<ClH2

with a uniform constant Cι. Indeed, from [7, Lemma 5.2] we have the
evolution equation

d\A\2

 <A(\A\2\ 2 (\Af

and \A\2/H2 is bounded by the maximum of its initial values. Further-
more, we calculate from Lemma 5.1
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In view of (17) the last term on the right-hand side is negative if q/H >
2C2, and positive if q/H < -2C 2 . Thus

(18) \d\<C3H

with a constant C3 depending only on Cι and the maximum of \q\/H at
time t = 0. Finally we consider the evolution equation

which follows from Lemma 5.1. It implies that

(19) k/p <max(l,maxfc/p).

Combining (18) and (19) we get

(20) \q\<C3H=C3(p + k)<Ctp

as desired.
We are now ready to prove the crucial estimate for the blow-up rate.
5.3 Proposition. IfT is the blow-up time, the second fundamental form

satisfies

Mt ' ' " "(T-t)

for all t < T.

Proof From ^ x = Δx we compute

d_y-ι = - ^ ( ^ x - ( X ? l l ) ί l ) = Hpy~\

From Lemma 5.2 it follows that

(21) y-2 = p2 + q2 < (l + q V

and moreover that

(22) p2 < \A\2 < C\H2.

Hence we have

with a fixed ε > 0 for all / < Γ, and derive for U(t) = m a x ^ y " 1 the
inequality

^U(t) > εU\t) o ^-U-2{t) < -2e.
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Since U~2(t) tends to zero as t —> T, we obtain after integration from t to
T the estimate

maxy <

This implies the result, since from (15) and (20) we have H < cp < cy~\
and also \A\2 < C2H2.

Now assume again without loss of generality that the origin is a blow-up
point. In view of Proposition 5.3 we may apply the results of §3 to the
rescaled hypersurfaces Ms defined in (3). Thus we obtain from Proposition
3.4 and Theorem 3.5 that for each sequence Sj —> oo a subsequence of
the MSj converges to a smooth limiting hypersurface M^ satisfying the
equation H = (x, v). The surface M^ is again rotationally symmetric and
is defined on the whole Xi-axis. We now prove that M^ is unique, namely
a cylinder of radius 1.

5.4 Proposition. Let M be a two-dimensional rotationally symmetric
hypersurface defined by a graph along the whole X\-axis. IfM has nonneg-
ative mean curvature and satisfies the equation H = (x,ι/), then M is a
cylinder of radius 1.

Proof We saw in §4 that the equation H = (x,u) implies the relations

= H-H\A\2

From the equation for H and the strong maximum principle we see that
the mean curvature must be strictly positive everywhere. Similarly, the
second relation implies that the quotient \A\2/H2 cannot attain an interior
maximum, unless it is constant. If \A\2/H2 is constant, it is easy to see
that the constant has to be one and M is a cylinder of radius 1.

Now suppose M is not a cylinder and consider two cases:
(i) \A\2 < H2 everywhere. Since \A\2 - H2 = -2kp, this is equivalent to

k > 0. But k is the curvature of graph y with respect to the upper normal,
so y > 0 is a concave function on all of R. Clearly this is impossible unless
y is a constant and then \A\2 = H2.

(ii) There is at least one point x0 e R where \A\2 > H2. (We consider
|y4|2, //2, etc. as functions on R here.) Without loss of generality we may
assume that \A\2/H2 is nondecreasing at xo, otherwise change X\ to -x\.
Since \A\2/H2 has no interior maxima, \A\2/H2 remains monotonically
increasing for all x > JC0, and in particular \A\2 > (1 + ε)H2 for all x > x0
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with a fixed ε > 0. This is equivalent to

-k>ψ~xH2
 VJC>JC0,

so graph y is convex for x > JCQ Then yf = —q/p is monotonically increas-
ing for x > xo and we claim that y' becomes arbitrarily large. Indeed, if
-q/p was bounded by some constant Cβ, we had from y~2 = p2 + q2 the
inequalities

H2 > (1 +εΓι\A\2 > (1 + β Γ V > C(β,C6)j;-2

5

and therefore

J>" > / ( I + / 2 ) ~ 3 / 2 = -fc > ay'1.

Moreover, y could at most grow linearly if y' was bounded. But then the
right-hand side of the last inequality is not integrable, yielding a contra-
diction. Thus y1 becomes arbitrarily large as x increases. (Note that this
would already contradict Lemma 5.2 if we restrict our attention to surfaces
arising from a blow-up.) The equation H = (x,i/) is equivalent to

so since yf —• oc, for sufficiently large x we have

y" > (y')\

Then y1 would become infinite for a finite x, yielding a contradiction and
proving Proposition 5.4.

Summing up the results of this section, we have
5.5 Theorem. If the initial hypersurface Λf£ in R3 as above is rotation-

ally symmetric and has positive mean curvature, then the solution of the
mean curvature flow develops a singularity infinite time with blow-up rate
equal to (T - t)~χl2, and at any blow-up point the rescaled surfaces Ms

converge to a cylinder of radius 1.

References

[1] U. Abresch & J. Langer, The normalized curve shortening flow and homothetic solutions,
J. Differential Geometry 23 (1986) 175-196.

[2] M. Gage & R. S. Hamilton, The heat equation shrinking convex plane curves, J. Differ-
ential Geometry 23 (1986) 69-96.

[3] Y. Giga & R. V. Kohn, Asymptotically self-similar blow-up ofsemilinear heat equations,
Comm. Pure Appl. Math. 38 (1985) 297-319.

[4] , Characterizing blow-up using similarity variables, preprint (to appear in Indiana
Univ. Math. J.).



ASYMPTOTIC BEHAVIOR FOR SINGULARITIES 299

[5] M. A. Grayson, The heat equation shrinks embedded plane curves to round points, J.
Differential Geometry 26 (1987) 285-314.

[6] R. S. Hamilton, Three-manifolds with positive Ricci curvature, J. Differential Geometry
17(1982) 255-306.

[7] G. Huisken, Flow by mean curvature of convex surfaces into spheres, J. Differential
Geometry 20 (1984) 237-266.

[8] J. Langer, A compactness theorem for surfaces with Lp-bounded second fundamental form,
Math. Ann. 270 (1985) 223-234.

[9] M. Struwe, On the evolution of harmonic maps in high dimensions, J. Differential Ge-
ometry 28 (1988) 485-502.

AUSTRALIAN NATIONAL UNIVERSITY




