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1. Introduction. As a mathematical model for the population dynamics of N­
species in biology, Lotka [12] and Volterra [17] proposed the ordinary differential 
system of the form: 

N 

dvjjdt = (-ej + bj1 I>jkvk)Vj, j = 1, ... , N, (LV) 
k=l 

where ej, bj(> 0), ajk are given constants; and Vj denotes the biomass of the j­
species; and investigated the asymptotic behavior of vr, ... , VN for large timet. 

For N = 2, there are extensive literatures on (LV) (or (RD) below), e.g., Capell 
[5], Henry [7], Rothe [16]. However, for N 2: 3, little seems to have been known; 
see Amann [2, 3], Krikorian [11], Fife-Mimura [6], Friedmann-Tzavars [8], Oshime 
[14] and others. 

In the present paper we consider the reaction-diffusion's version of (LV) of the 
form: a 

atUj = dj/).Uj + Ujf.j(u) (x En, t > 0) 

a 
av Uj I an= 0, (t > 0); Uj lt=O= <Pi (j = 1, 0 0 0' N), 

(RD) 

where n is a bounded domain in IRn with smooth boundary an, dj is a positive 
constant, a;av denotes the outer normal derivative to an, and <Pi given smooth non­
negative, and not identically zero function satisfying the compatibility condition: 
a¢jjav = 0 on an. The purpose of the present paper is to study the asymptotic 
behavior of solutions of (RD) for large t under some assumptions on f.j. 

We suppose that f.j, j = 1, ... , N, satisfies the following assumptions. 
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1042 KYUYA MASUDA AND KATSUO TAKAHASHI 

Assumption 1.1. fJ (~) is a smooth function of~ E JR.~ such that there is a positive 
constant bj with 

N 

Lbj~ji}(~) :s 0, $ = ($1, ... ' SN) E JR.~, 
j=1 

(JR.~={$ E JR.N; Sj ~ 0, (j = 1, ... ' N)}). 

(1) 

To state the theorem, we decompose the index set A = {1, ... , N} into three 
disjoint sets A1, A2, A3 : A = A1 U A2 U A3 (disjoint). We define the set A 1,s 
inductively. Au is the set of all j such that 

N 

L bk~k!k($) :s -81~j, ($ E JR.~) (2) 
k=1 

for some positive constant 81. If A1,s is defined, then by definition j E A1,s+1 if and 
only if either j E A1,s or there is ani (1 :S i :S N) such that 

fi(~) ~ -02Sj- p(l~l) L Sb ($ E JR.~), (3) 
kEA1,s 

where 82 is some positive constant, and p(s) some positive increasing function of s: 

if an index set Ao is empty, we understand LjeAo aj = 0. We set 

A 2 is the set of all j E A\ A1 such that 

If}(~) I :s p(l$1) L ~k, ($ E JR.~). (4) 
kEA1 

Here and in what follows, p (s) denotes a positive increasing function of s. Finally 
we set 

(5) 

Let C be the set of all positive vectors c = (ci)ieA3 (A3 is naturally ordered) such 
that 

I L cdi(s)\ :s p(l$\) L Sj, ($ E JR.~). 
iEA3 jEA1 

(6) 

Assumption 1.2. If A 3 is non-empty, there is a vector in C. 

We denote by r the number of the linearly independent vectors inC, and indepen­
dent vectors by cUl = (cjj))A3 , j = 1, ... , r, where a positive vector c means that 
all the component Ci is positive. 
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For vector y = (Yk)keA2 ~ 0, non-negative real fLo, and vector fk = (/kj)J=O• we 
define 8(y, /k) by the set of all~ E JR~ such that 

~j = 0 (j EAr); ~j = Yi (for j E A2); 

N 

Lbi~i = fko; 
(7) 

j=l 

where we understand that if A3 is empty set, then fk = fko· 

Remark 1.1. Suppose that A3 = A, and r = N - 2. Suppose also that 

N 

:Lbj~j:{j(~) = o, (1') 
j=l 

N 

:LeY) :{j(~) = 0, (k = 1, .. ,, N- 2). (2') 
j=l 

Then the set 

N 

e = {~ E JR~; Lbj~j = fko, L cY) log~j = /kj, (1 ~ k ~ r)} 
j=l jE.i\3 

is a bounded closed orbit, and so it is a periodic orbit for (RD). 

Then our main theorem reads as follows: 

Theorem 1.1. Let the above assumptions 1.1 and 1.2 hold. Then any bounded 
solution u of (RD) converges to a 8(y, /k) as t -+ oo, uniformly on Q for some 
y = (yj)jeA2 and fk = (/kj)'j=0: 

where 

dist (u(x, t), ()(y, /k)) -+ 0 as t-+ 00, uniformly on n, 

Yi "> 0 (if A2 is not empty); 

fko > 0 (if A2 n A3 is not empty); 

/kj = 0 (if A3 is empty). 

Corollary 1.1. In addition to the assumptions 1.1 and 1.2, assume that A3 = A, 
and r = N- 2, and that (1'), and (2') hold. Then any bounded solution u converges 
to a periodic orbit for (RD). 

The proof is a direct consequence of Theorem 1.1 and Remark 1.1. 
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We now consider the reaction-diffusion system of the form considered originally 
by Lotka and Volterra, which is a special case of (RD): 

a N 
-ui=dil::..uj+(-ej+b.f1 Laikuk)uj, (xEO, t>O) 
at k=l (8) 
a 

av Uj = 0, (x E a0, t > 0); Uj = c/Jj, (x E 0, t = 0). 

In this case it is easy to see that assumption 1.1 in Theorem 1.1 implies that ej :=::: 0, 
(j = 1, ... , N) and that the matrix (ajk + akj) is non-positive definite. Let us see 
the construction of A1, A2, A3 more concretely. j E Au if 

N N 

L bi(-ei + bi1 Laik$k)$i::::: -<h$j, ($ E ffi.~) (9) 
i=l k=l 

with some 81 > 0. The above condition is equivalent to the one that ej > 0 and the 
matrix (ajk + akj) is non-positive definite. 

If A1,s is constructed, then A1,s+l = A1,s U A~,s+J· Here j E A~,s+l if and only 
if there is an i E A with aik :=::: 0 (fork E A - A1,s) and with aij > 0. Then we 
set A1 = Us A1,s and A3 =A- A1 - Az. Suppose that there is a positive vector 
c = (cj)jEA3 with 

L cibi1aik = 0, (k E Az U A3). 
iEA3 

(10) 

Then the number of the linearly independent vectors in C is the dimension of the 
kernel of the matrix (ajk)jEA3,kEA2uA3, (* denotes adjoint matrix). We can now state 
Theorem 1.1 in a more concrete form. 

Theorem 1.2. Assume that ej :=::: 0, (j = 1, 2, ... , N) and that the matrix (ajk + akj) 
is non-positive definite. Assume also that if A3 is non-empty, then there is a c in 
C satisfying (10). Then any bounded solution of (8) converges to some 8(y, J.L), 
uniformly on ?.last ----r oo, uniformly on ?.l. 
Remark 1.2. Let the assumptions in Theorem 1.2 hold. If n = 1, (n: space 
dimension), then it can be shown that ~y solution is bounded, and so converges to 
some 8(y, J.L) as t ----roo, uniformly on 0. 

Corollary 1.2. In addition to the assumptions in Theorem 1.2, assume that ajk = 
-akj, r = N- 2, and A3 =A(= {1, ... , N}). Then any bounded solution of(8) 
converges to some periodic orbit as t ----r oo, uniformly in ?.l. 
Example 1.1. Consider the reaction-diffusion system 

a z 
-Uj =djaxuj + (Uj+J- Uj-J)Uj, X E 0, t > 0 
at 
a (11) 

-Uj =0 (x E a0, t > 0); Uj(X, 0) = c/Jj(X), (x E 0) 
av 
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ca; = a2 ;ax2). It is easy to verify that Assumption 1.1 is satisfied, that AI = Az = 
empty set and A3 = {1, 2, 3}, and that the kernel of (ajk)* is spanned by the positive 
vector (1, 1, 1). Thus any bounded solution of (11) tends to the set 

8 = {~ E JR~; ~~ + ~2 + ~3 =Yo, ~1~2~3 = yi} 

for some positive Yo, YI· Clearly 8 is a periodic orbit. Hence any bounded solution of 
(11~ with positive initial data converges to some periodic orbit as t --+- oo, uniformly 
onQ. 

Example 1.2. Consider the reaction-diffusion system: 

a z 
-u· =d·a u·- e·u· + (u·+I- u· I)u· at 1 1 x 1 1 1 1 1- 1, 

a 
av Uj =0 (x E aQ, t > 0), Uj(X, 0) = (/Yj(x) (> 0) 

(j = 1, ... ' N; uo =UN, UN+l = Uj), 

where ek = 1 (k = 1, ... , L); ek = (k = L + 1, ... , N). Then we can see that 

N-L 
A 1 = {1, ... , L, L + 2, ... , 2[ 2 ]}; 

N-L+1 
A2 ={L+1, ... ,2[ 2 J+L-1}; A3 =emptyset, 

(12) 

where [ ] denotes Causs symbol; thus any bounded solution u of (12) converges to a 
constant vector (yi, ... , YN) where Yj = 0, (j E A1) and Yj > 0, (j E Az). 

2. Some estimates. In this section we give some estimates to be used later. We 
begin by introducing some notations. II liP denotes the usual LP-norm over Q; we 
simply write II II for II 11 2. HP· 2 denotes the LP-Sobolev space of order 2 with the 
norm II llp,2· We define the operator P by 

Pw = _2__
1 

[ w(x) dx. 
IG Jn 

In what follows, M denotes various constant independent oft; and set 

gj (~) = ~j :[j (~) 

K =sup luj(x, t)l (x E Q, t ::=: 0, j = 1, ... , N) 

K1 = sup l:[j(~)l, Kz = sup IV~gj(~)l. 
IH:o;K,j IH:::K,j 

(13) 

Since the initial function is non-negative and not identically zero, it follows from the 
elementary property of parabolic equations that 

Uj(X, t) > 0, (x En, t > 0), j = 1, ... ' N. (14) 

Since we are concerned with behavior of solution for large t, we may assume that 
(14) hold for x E Q and t ~ 0. 
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Lemma 2.1. Let u be a solution of (RD). Then 

l!uj(t)l!r :S M, (j E A), 

lot lluj(s)llr ds :S M, (j E Au), 

where M is a constant. 

(Here and in what follows we shall simply write uj(t) for uj(x, t)) 

(15) 

(16) 

Proof. Integrating the j-th equation in (RD) in x and t over r2 x (0, t), multiplying 
bj, and taking the summation in j, we get by (2) 

r (b, u(x, t)) dx + Oj L t 1 bjUj(X, s) dx ds :S 1 (b, ¢(x)) dx, (17) 
ln jEA1,1 lo n n 

( (, ) : the inner product in JRN) from which (15) and (16) follow immediately in view 
of (14). 

Lemma 2.2. Let u be a bounded solution of (RD). Then 

and 

lot I!Y'uj(s)ll2 ds :S M, j E A; 

lot [luj(s)llr ds :S M, j EAr; 

lot l!gk(u) llr ds :S M, k E Ar U A2, 

where M is independent oft. 

Proof. By the assumption 

sup iu(x, t)i (~ K) < oo, (x E f2, t ~ 0). 

If j E A 1,1, then (16) implies (19). Let j E Ar,2- Au. Then for some i E A, 

fi(u) ~ 82uj- p(K) L uk. 
kEA1,1 

Integration of the i-th equation (divided by ui) in (RD) over Q x (0, t) gives 

di lot II(Vui(s))fui(s)ll 2ds+821t lluj(s)llrds 

:S 1logui(x, t) dx -1log¢i(x) dx + p(K) L, 1t lluk(s) llr ds. 
Q Q kEA1,1 0 

(18) 

(19) 

(20) 

(21) 

(22) 
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The first term on the right hand side of (22) is, by (21), bounded, since log Ui (x, t) :::; 
log+ ui(x, t) :S lui(x, t) 1. The second term is, by (14), bounded. The third term is, 
by (16), bounded. Hence the right-side is bounded, and so is the left hand side. Thus 
(19) holds for j E A1,2· Inductively we can show (19) holds for j E A1. Clearly 
(20) holds for j E A 1 in view of (21) and (19). For j E A 2 we have, by (4) and (21), 

llgj(u)lll :S p(K) L lluilh, 
iEA1 

which together with (19) gives (20) with j E Az. Taking the inner product of the 
j-th equation in (RD) with Uj, and then integrating the result in t, we see 

lluj(t)ll 2 +2dj fat II'Yuj(s)ll 2 ds 

=ll¢jll 2 +21at(gj(u(s)), uj(s))ds, (j EA1UAz) 

(23) 

((, ) : L 2-inner product). The right hand side is, by (20), bounded, in view of the 
boundedness of u. This shows that (18) holds for j E A1 U Az. Finally let j E A 3 . 

Similarly to (22), integrating the i-th equation (multiplied by cifui), and taking the 
sum in i one finds that 

:4>i fat IIC'Yui)fudl 2 ds = Lc{L logui(x, t) dx- L log¢i(x) dx J 
I 

-Lei tlti(u)dxds. 
i Jo n 

By Assumption 1.2 the right-hand side of (24) is bounded by 

(llui(t)lll + lllog¢dll) + p(K) L 1t lluklll ds, 
kEA1 0 

(24) 

which is, by (15) and (19), bounded. Hence the left hand side of (24) is also bounded. 
Consequently, by the positivity of Ci, 

lot II'Yujll 2 ds :S K 2 lot 11(\luj)/ujlfds ::::= M, 

showing that (18) holds for j E A 3. This proves Lemma 2.2. 0 

To get the L 00-bounds for solutions u of (RD), we introduce an operator Aj,p in 
LP(Q): 

D(Aj,p) = {v E HP· 2 (Q); (ajav)v = 0 (on an)}; 

Aj,pv = -djb..v + 81 v (j E Au); = -djb..v (otherwise). 
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We first note that Aj,2 is a non-negative self-adjoint operator in L2 (Q). Let us fix 
p so that p > n, and write Aj for Aj,p for simplicity. Then Aj has the following 
properties: 

i) the spectral set of Aj consists only of isolated eigenvalues p-j} with 0 ::: 
.A:r < A-2 ::: ... , and with finite multiplicities; 

ii) the first eigenvalue A. 1 is positive if and only if j E A 1,1; 

iii) the estimate holds: 

(25) 

iv) if we define the operator Q by Q =I, (if A- 1 > 0); Q =I- P, (if A- 1 = 0) 
(I =identity operator), then Q e-tAj = Qe-tAi Q; 

v) Aj generates the holomorphic semigroups {e-tAj} in LP(Q) so that 

lle-tAjll::: M; IIQe-tAjll::: Me-f3t; IIAje-tAjll::: Me-f3tjt, (26) 

with some positive f3; 

vi) the solution u of (RD) can be written as 

Uj(t) = e-tAj<h +lot e-(t-s)Aj gj(u(s)) ds, 

where gj(u) = gj(u) + oruj, (j E Au);= gj(u) (otherwise) 
(see Agmon-Douglis-Nirenberg [1], Friedmann [7]). 

Lemma 2.3. We have 

(I I : absolute value) 

(27) 

(28) 

Proof. Using the a priori estimate (25) for solutions of elliptic equations, II Qv [[p ::: 
M[[Ajvllp, and the Sobolev inequality, we get 

[[vlloo::: M(IIAjvllp + IIPvllp), 

showing (28); note [[PviiP::: 1PviiQ[11P. 
Lemma 2.4. Let u be a bounded solution of(RD). Then 

fooo IQgj(u(s))l: ds < oo, (j = 1, ... , N). (29) 

Proof. If j E A 1,1, then (29) is clear from (16). Suppose j E A -Au. By 
integration by parts, ( -fluj, uj) = I'Yuj 12 , which is integrable by (18). Since 

I[Qujll 2 ::: M[IAJ:fuj[[ 2 = M(Aj,2Uj, Uj) = Mdj(-lluj, Uj) = Mdj[['Vujll 2, 
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which is integrable by (18) and since II Quj(t) II~ .::::; 2P-2 KP-21\ Quj(t)\f, we see that 
1\ Quj(t)l\~ is integrable on [0, oo). By the mean-value theorem, 

IIQgj(u(t))\lp = \\Q[gj(u)- gj(Pu)]IIP 

N 1 

.::s L r II Q[a~igj(U + s(Pu- u)). (Pui- Ui)]l\p ds 
i=1 lo (30) 

N N 

.::S K2ML IIPui- uiiiP .::S K2ML II Qui liP, 
i=1 1=1 

from which (29) follows. This proves Lemma 2.4. 

Lemma 2.5. Let u be a bounded solution of (RD). Then 

IIAjUj(t)IIP--* 0 as t--* 00, 

IIQuj(t)IIP--* 0 as t--* oo, 

IIQuj(t)lloo--* 0 as t --* 00. 

In particular; 
1\uj(t)l\oo--* 0 as t--* 00 (} E A1,1). 

(31) 

(32) 

(33) 

(34) 

Proof. We first show (32). Applying the Q to both sides of (27), and using (26) and 
iv), we find that 

IIQuj(t)IIP .::S Me-t,BII<Pjllp + M 1t e-(t-s),Bl\Qgj(u(s))l\p ds. 

Letting t--* oo in the above inequality, we have, by (29), (32). We next show (31). 
To this end we express AjUj in the form: 

AjUj(t) =Aje-tA1¢j +i.t Aje-(t-s)AJ(Qgj(u(s))- Qgj(u(t))ds 
t/2 

t/2 + Jo Aje-(t-s)AJ Qgj(u(s)) ds +(I- e-(t/2)AJ) Qgj(u(t)) 

(=11+h+h+l4). 

Clearly, 11 --* 0 as t --* oo (in LP). By(26) and (32), 14 --* 0 as t --* oo. From (25) 
it is easy to see that 

from which it follows that h --* 0. It remains only to show h --* 0. Similarly to 
(30), 

\\Qgj(u(t))- Qgj(u(s))\\p .::S MK2\\u(t)- u(s)llp· (35) 
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On the other hand, by standard arguments in the theory of (linear) evolution operators, 
we can show: 

(36) 

(For the proof see the appendix). Thus it follows from (26), (30), (23) and (36) that 

where w(t) = supt;2:o;sg II Qu(s) lip· Since w(t) --* 0, it follows that h --* 0. This 
shows (31). (33) and (34) are immediate consequences of (28), (31) and the Sobolev 
inequality. 

Lemma 2.6. Let j E A3. Then there is a 8 > 0 such that 

IPuj(t)l 2':: 8 > 0 (t > 0). 

Proof. By (24) and (2), 

L Cj(P(loguj(t))- P(log<{;j)) 
jEA3 

2':: ( 1 L Cj fJ (u) dx ds 
lo Q jEA3 

2':: -p(K) L ( lluj(s)llt ds 
jEA! lo 

2':: -M, (> -oo) 

Consequently, by the positivity of Cj, 

Ploguj(t)2'::-Mo, (t>O) 

[by (6)] 

[by (19)]. 

with some constant M0 . By Jenssen's inequality, (37) follows from (38). 

(37) 

(38) 

3. Proof of Theorem 1.1. We first show that Uj(t) (j E A 1 U A 2 ) converges to 
some constant Yj as t--* oo, uniformly on fJ. We decompose Uj in the form: 

Uj(t) = Puj(t) + Quj(t), (=It (t) + /2(t)). (39) 

Then by (33) 
h(t)--* 0, uniformly on fJ. (40) 
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Applying P to both side of (RD), integrating in x and t and noting P .6.uj = 0, we 
see 

h(t)- h(s) = l~llt cl g(u) dx) ds. (41) 

Since llgj(u) Ill, (j E Ar U Az) is, by (20), integrable on [0, oo), it follows that {lr (t)} 
is a Cauchy sequence. Hence there is a constant Yj with 

which together with ( 40) shows that u j (t) converges to Yj as t ---* oo, uniformly on 
Q. Clearly Yj 2':: 0 since Uj 2':: 0. Since lluj(t)lh, (j EAr) is integrable on (0, oo) 
by (19), it follows that 

Yj = 0, (j E A1). 

Let j E A2. Similarly to (24) we get 

fat l h(u) dx ds + llog¢j(x) dx ~ lloguj(x, t) dx. (42) 

The first term on the left hand side is bounded from below, and so 

- Mr ~ the left hand side of ( 42), 

M 1 being some positive constant independent of t, since II h ( u) lh is integrable on 
[0, oo) in view of (4) and (19). Hence letting t---* oo in (42) we see that the limit of 
the right hand side is bounded by - M 1 from below. Since the limit of the right side 
is I Q I log Yj, it follows that 

Set 

for simplicity. Then by (1) 

Yj > 0 (j E Az). 

N 

h(t) = L bkPuk(t) 
k=l 

n 

(djdt)h(t) = P(Lbkgk(u)) ~ 0 
k=l 

(43) 

since P .6.uj = 0. Hence h(t) is monotone decreasing in t. h(t) is non-negative, 
since uj(t) is non-negative. Thus the limit of h(t) exists, and we denote it by fl-O· If 
A 1 =I= A, then p,0 > 0 in view of (37), and (43). Finally we show 

J = L cV) loguk(t)---* P,j (t---* oo), uniformly on Q. (44) 
kEA3 
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Put 

Then 
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lr = P J, h = QJ, Ck = ckj) 

h = L ckQ[log(Puk(t) + Quk(t)) -log Puk(t)] 
k 

= LCkQlog(l + Quk(t)jPuk(t)) 
k 

which tends to zero as t ---7- oo, uniformly on n, in view of (33) and (37). Simple 
calculation gives 

By (24), IC'Vuk)/ukl is square integrable on Q x (0, oo). Also the absolute value of 
the integral of Lk qfk(u) on the right hand side of (44) is, by (6), dominated by the 
integrable function 

Hence the right hand side of ( 45) tends to zero ass, t ---7- oo. Thus { 11 (t)} is a Cauchy 
sequence, and so is J(t). This shows (44). This completes the proof of Theorem 1.1. 

Appendix. Proof of (36). Here we shall give the proof of (36). Set Aj = A, 
gj = g, etc. for simplicity. To show (36), we estimate each term on the right-hand 
side of the equation 

u(t)- u(s) = (e-tA- e-sA)</J + [t e-(t-.:)A g(u(r)) dr 

+los (e-(t-.:)A- e-(s-.:)A)f(u(r)) dr (:=::it+ h +h). 

From the elementary properties in semigroup theory it follows that 

ll(e-tA- e-sA)II::::; (t- s)ll(e-Ct-s)A -l)j((t- s)A)IIIIAe-sAII 

::::; M(t- s)s-1e-sf3; and 

l[e-tA- e-sAII ::=:; Me-sf3. 

Hence by the interpolation theorem, 
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Similarly, 

Thus by (26) 
llhlip::SM(t-s), lllzllp::SMK3(t-s), 

where K3 =sup lg(~)l, (I~ I::::; K). Also by (Al) withe= 1/2, 

llhll::::: M(t- s) 112 . 

Collecting all the estimates above we get (36). 
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