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1. Introduction

In recent years, considerable attention has been paid to the development of
a qualitative theory for difference equations. Recent contributions were made
by many authors including [1-11].

In particular, paper [1] surveys the existence and approximation of solutions
for a discrete system. Stability criteria are derived for difference equations of
Volterra type degenerate Kernels in paper [2]. The main objective in papers
[3, 5] is to extend some of the main results in asymptotic theory to difference
systems of Volterra type. In the paper [6], topological methods were used to
study stability in the first approximation of some nonlinear Volterra difference
equations. In papers [7, 8], weighted norms are used to find sufficient conditions
under which discrete Volterra equations have unique solutions. The problem of
asymptotic equivalence in difference equations has been considered for exam-
ple in papers [3, 4, 9, 10, 11]. In these papers block dichotomy was used to
study relations between the solution of a linear difference system and perturbed
difference system associated with the linear system.

This paper is divided into two sections not including Introduction and Re-
solvent. In the first section (Section 3) we consider linear system of difference
equations and give sufficient condition for this equation has the solution which
tends to a constant vector. In Section 4, using the resolvent kernel we provide
a criterion for the asymptotic equivalence between the unperturbed linear and
perturbed nonlinear Volterra systems.

Let

Z:{O,1,2,...}, N(no):{n0+1,n0+2,...}, n()GZ,
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RF — the k-dimensional real Euclidean space with norm

k
|I|:Z|I1|7 I:(Ila"'axk)a
=1

MP* — the space of all k x k metrics A = (a;;) with norm | o | given by

k k
A=) ail.

i=1 j=1

The identity matrix is defined by FE.

2. Resolvent

Consider a system of linear equations

(1) y(n) = f(n)+ Y K(n,s)y(s)
s=n-+1
where f,y Z — R* K(n,s) is from MF.
Let us assume that a unique solution y of system (1) exists for all finite
n. Let us find the solution y as a function of f and auxiliary k& x k matrix
R(n,j),n < j < oo referred to as resolvent.

Let
Kl(na S) = K(TL,S),
s—1
Kq(na s) = Z K(naT)Kq—l(ra s)
r=n+1
and

(2) R(n,s) =) Kq(n,s).

q=1

The k x k matrix R(n, s) is called the resolvent kernel associated with the kernel
K(n,s).
It is now easy to conclude that the resolvent R(n,s) satisfies the relations

j—1

(3) R(n,j) = K(n,j)+ Y R(n,s)K(s,j)
s=n+1

and

3) R(n,j) = K(n,j)+ Y K(n,s)R(s,j),

s=n—+1



Asymptotic behaviour of the solutions of ... 19

!
for j > n, where > u(s) =0 for [ < k.
s=k
In terms of the resolvent matrix R(n,s) of (2) (analogously as in integral

equations) the solution of (1) can be written as

oo

(4) y(n) = f(n)+ Y R(n.s)f(s).

s=n+1

From (1), multiplying by R(n, j) and summing with respect to j between n + 1
and oo, we obtain

> R - 1) = Y (X Rk D)),
j=n+1 j=n+1 s=n+1

Then, by virtue of (3’) and (1) we obtain the desired form (4) of the solution of
the system (1).
3. Asymptotic properties

Asymptotic properties of the Volterra discrete system (1) is discussed in this
part.

Lemma 3.1. Suppose that
1° the functions f(n) and K(n,s) are defined for n > ng,s > ng,

2° lim |f(n)]| =M < oo,

n—oo

00 ni
3° lim > |K(n,s)|=p<1, lim > |K(n,s)|=0 for each ny > ng,
n—oo

N—=00 g—n, s=ng

4° the equation
(5) y(n) = f(n) + > K(n,s)y(s) (n>no)
has a solution G(n) such that |g(n)| < L for n > ng.

Then the following inequality holds

T [5(n)] < —
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Proof. Agarwal [1] gave sufficient conditions for the existence of the solution of
equation (5). For the given € € (0,1 — ) we choose n; > ng and ny > ny so
that

ni 0o
S IKms)|<e Y IK(ns) <pte

S=ngo S=no

[f(n) <M+e and [y(n)| < Ly +e

for n > ny where L; = lim |g(n)|. We obtain

ny o0
Fn) < M+e+LY |Kmns)|+(Lit+e) > [K(n,s)
s$=ngo s=ni+1

< M+e+el+ (L +e)(pn+e).
Hence
< M+e(1l+L+p+e)

L
b= 1l—p—e

O

Theorem 3.1. Let f, F and v be defined for n € N(ng) and let N(n,s) be
defined for s > n > ng. Suppose that for s > n > ng

s—1

1° 3T IN(n, DN, 8)]* < MNN(n,s)|*, with some o € [0,1] and fized
l=n+1
A<,

2° |N(n,s)| < F(s), F(s) uniformly bounded for s >mn > ng,

3% > |(s)| < oo, ¥(n) is uniformly bounded, for n > ng,
s=n-+1

4° lim  sup > FY(s)|N(l,s)|* =0,

=00 no<i<n+1 s=n+1
o Ti —
50 nl;rr;o|f(n)|—M<oo or
50 lim f(n)=s (|s| < o0).
n—oo

Then the equation

(6) y(n) = f(n)+ Y Ko(n,s)y(s)

s=n+1

where Ko(n,s) = N(n,s)+(s) for s >n > ng has for large n(n > ng) exactly
one solution §(n) bounded for n — oo. We have lim |y(n)] = M in case 53,

respectively lim g(n) = s in case 5;.
n—oo
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Proof. We choose a number ¢ satisfying the condition A < a < 1. Then, with

some np > ng there exists Y. F17%(1)|N(n,1)|* for s > n > n; and we have

l=n+1
> |Ko(n, )| < aforn>mn.
l=n+1
Let
s—1
(7) Ky(n,s)= Y Ko(n,1)K,1(l,5)

l=n+1
fors>n>ng, ¢q=1,2,....
We will prove by induction the inequality
(8) [Kq(n,s)] < a®F'(s)[N(n, 5)|* + qa® 41 (n, s) + a?ly(s)|

fors>n>n;and ¢=0,1,2,..., where

bi(ns) = Fo(s) 3 [N )0

l=n-+1

We immediately verify that (8) is true for ¢ = 0. Suppose now that it is
true for the index ¢ — 1 (¢ > 1). Then, observing that ¢ (n, s) is a decreasing
function of the variable n for s > n > nq, we have

s—1

[Kq(ns)] < ) IN(, D) + (0] {a® " F = (s)IN (L 5)|*

l=n+1

+ (g = 1)a"u(l,s) + a?Ho(s)[}

s—1

a®e(s)] Y IN(n, D) + ()

l=n+1

IN

Fla-1ar? Y NG+ Dl s)
l=n+1
Fat Y (N () o) ) [N (L 5))°
l=n+1
s—1
aTb(s)] 4 (g — Da®r(ns) 3 (F(s) N (D) + [b(0)])

l=n+1

IN

+atIF(s) S [N, D) NG )|
l=n+1
+al L FT(s) Z [N (n, D)% | (1)]

l=n+1
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IN

a®lp(s)| + (¢ = D)a?" 1 (n, s)
+ a9 FYT ()N (0, 8)|* + a? 1epy (n, )
a?ly(s)] + (g — Da?" i (n, 5)
+ a? L F7 (8NN (n, s)|* + a? 1 (n, s)
all1p(s)| + qa? Py (n, 8) + aF=%(s)|N(n,s)|*, (A<a<1).

o)
This proves (8). Therefore, the series > K,(n,s) is uniformly convergent for
q=0

s >n >nq. Taking > K4(n,s) = R(n,s) we obtain from (8) for s > n > n
q=0

oo

[R(n,s)| < > (a?lyp(s)| + qa® 1 (n, s) + a’F = (s)|N(n, 5)|*)
q=0
1 1 1 11—« o
T+ ot () + T P @I ()l
We have

0 o] s—1
T > i) = T S F(s) S NG )]

s=n-+1 s=n-+1 1=n—+1
o0 oo
- T Y WO Y P EING
i=n-+1 s=i+1
< lim D[] lim Y FY(s)[N(n,s)|* = 0.
ngﬁmi:n+1 n4ﬁn8=n+1

We choose ny > ni such that the functions

o0 o
Y FT)INMm )Y, Y wa(ns)
s=n+1 s=n-+1
and f(n) are bounded for n > ny and we find that the Y |R(n,s)| is conver-
s=n+1

gent and uniformly bounded for n > ns. Then the functions

o0

I(n)= Y R(n,s)f(s) and F(n)= f(n)+I(n)

s=n+1

remain bounded for n > no.
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We will prove the uniform convergence of > R(tg,s)f(s) for t; < tp <

s=n+1
ta, t1 > no. We have for n > ng, t1 <tg <t
o) s—1
> OFYs) > IN(EL )M (i) =
s=n+1 i=to+1
S S PENGORO+ Y S PN )
s=n+1i=tg+1 s=n+1i=n+1
n
§Z ZFlO‘ |st|a—|—Z|w ZFla )N (i, 8)|”
i=to+1 s=n—+1 i=n-+1 s=i+1
<eA+ €,

o0
where A= 5 |¢¥(i)].
i=to+1
We have for n > no

> IRl 9G] < Nof

> le(s)

s=n+1 s=n-+1
s—1
T S P S NG )
s=n-+1 i=to+1
Z F=2(8)|N(to, )| }.
s=n-+1

where Ny = sup |f(n)].

n>nsg
For given £ > 0 we choose ng > ts so that for n > nz we get

oo oo
sup Y FU7s)|N(u,5)[* <e and Y [¥(s)| <e.
trsusn+l s=n+1 s=n+1

Finally, for n > ng, t; <ty <ty we obtain

Z |R to |< SNO + €AN() €2N0 €N0

+ .
— )2 —a)2 _
S —a (l-a) (I1-a) l-a

It follows that I(n) exists in every finite interval [a,b] (n2 < a < b < o). Since

o0 oo}
the > |Ko(n,s)| > |R(s,4)| converges for n > ng, we have for n > ngy
i=n+1 i=s+1

o0 oo oo

Z Ko(n,s)I(s) = Z Ko(n,s) Z R(s,)f(i)

s=n-+1 s=n-+1 1=s+1
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i=n+1 s=n-+1

— Z Z Z Ko(n,s)Kq(S,i)f(i)

i=n+1 g=0 s=n+1

= 3 S Kpna(ni)f()

i=n+1 q=0
and
> Ko(n,s)u(s) = Y Kol(n,s)(f(s)+1(s))
s=n+1 s=n+1
= Z Ko(n,s)f(s) + Z Ko(n, s)I(s)
s=n+1 s=n+1
= Z K + Z ZK‘?“ n,1
s=n+1 i=n+1g=0
= Z Ko(n,s)f Z(ZK n,1) Konz))f(z)
s=n+1 i=n+1 ¢=0
= Z ZK n,i Z R(n,i)f(i) = I(n)
i=n-+1q=0 1=n—+1

Hence it follows that 7(n) satisfies (1) for n > ns. Next, by (5) the equality

(9) lim Z |K,(n,s)] =0

q—00

s=n-+1

holds for n > ng. Indeed, from (8) and assumptions of Theorem we have

lim Z {a?F*=%(s)|N(n, s)|* + qa? 41 (n, s) + a?|b(s)|} = 0.
q—0

s=n+1

Every solution y(n) of (6) for f(n) = 0 satisfies the relation

oo

ym) = 3 Koln,$)y(s).

s=n—+1
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Indeed, let y(n) be solution of the equation (6). Now substituting for y(s)

relation -
= > Ko(s, Dy(l)
l=s+1

we get from (7)

yin) = Y Kolns) Y Kols.Dy(l)

s=n+1 l=s+1
= Z(ZKOns)Kosl) ZKlnl
l=n+1 s=n+1 l=n+1

Substituting the last equality into (6) we obtain

o0

yn) = 3 Kaln,Dy(l).

l=n+1

Repeating the above procedure (¢ — 1) times we have

(10) y(n) =Y Kq(n,Dy(l)
l=n

Our next objective is to show that equation (6) has a unique solution. Suppose
(for contradiction) that there are two solutions y1,y2, y1 # y2 bounded for
n — 0o0. Subtracting we get

(11) u(n) = Y Ko(nDu(); u(l) = yi(l) = ya(0).

l=n+1
From (10), we see that
(12) u(n) = Z Ky(n, Du(l).
l=n+1

Hence, by the boundedness of the function u and the condition (9) we have
u(n) = 0 for all n > ns.

We infer hence that in the general case there exists for n > ng exactly one
solution of (6) bounded for n — oo.

We have

o
y(n) = f(n) = Y Ko(n,s)y(s) =0
s=n-+1
as n — oo by (3) and (4).
It follows that lim |g(n)| = M in case (5,) and lim g(n) = s in case (5p).

[
Now we consider the scalar situation.
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Theorem 3.2. Suppose that

1° the function gP(n) has property lim gP(n) =0, > |AgP(s)| < K|gP(n)],
n—oo s=n—+1
K > 1, uniformly forp € (0,1], g(n) # 0, |g(n)| is monotone and |Ag(n)]|

uniformly bounded for n > ny,
2° ¢(n), f(n) and ¥(n) are bounded on N(ng),
20 lim |f(n)| =M < oo,

20 lim f(n)=s (|s| <o0),

32 % [w(n)] < oo,

n=ngo
4° lim ¢p(n) =0.
Let K(n,s) = Aggr(:’ o(s)+1(s) and N(n,s) = Ag-‘gr(s)go(s) forn >ng, s> ng.
Then, in the case of lim g(n) =0 the equation
n—oo
(13) y(n) = f(n)+ Y K(n,s)y(s),
s=n-+1

has for large (n > ng) exactly one solution F(n) bounded for n — oo.
We have lim [g(n)| = M in case 2, resp. limy(n) = s in case 27.
n—oo

Proof. In the case of lim g(n) = 0 we choose a fixed « € (0,1) and for given

€ > 0 a small enough § > 0 such that the inequality Kd < e < 1 is true. Next,
we choose na > ng such that |¢(n)| < § for n > ny and

> lgPAgD)] < Klg(n)|?

l=n+1

is satisfied for n > ny and every p € (0,1].
We obtain by 1° and 4° for s > n > ng

S NIV = 3 [P 0] |29 )

e}

l=n+1 l=n+1 g(n) g(l)
Ag
_ B0 5 gy o) gt
l=n+1
A a
ploge el S A l9)
l=n+1

Mé[ﬂg(nﬂl_a = 0K|N(n,s)|".
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The inequality in hypothesis 1° of Theorem 3.1 is satisfied with A = K.
Next, we state that hypothesis 2° of Theorem 3.1 is satisfied for F(s) =

‘Agg(s) gp(s)‘ for s > ng. We shall show that hypothesis 4° of Theorem 3.1 is also
satisfied.

We have
sup  »_ F'T(s)[N(Ls)|" =
no<i<n+1 s=n+1
T ioago|Ag(s) e
11—
= sup F s s
nogl§n+1s;rl (5) 9(l> #s)
1 1 Ag(s) 1o
= sup |=E20()| ag(s)e(s)°
WS TOR 2 0 | |
1 oo
= sup a [Ag(s)p(s)| lg(s)|*
no<i<n+1 [9(1)] S:;rl
< sup ———Klg(n)|* <e for n>mns.
no<i<n+1 [9()|*
To prove this part of Theorem 3.2 we now use Theorem 3.1. O

Remark 3.1. System (1) can be extended in the form
(%) y(n) = f(n) + Y K(n,s)y(s).
Let det(E — K(n,n)) # 0 for all n > ng, then

y(n) = h(n) + Y K(n,s)y(s)

s=n-+1

where

4. Asymptotic equivalence

In this section we are going to get some asymptotic formulae which relate
the solutions y(n) of the system

(14) y(n) = f(n) + Y K(n,s)y(s)
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and solutions x(n) of the system

(15) w(n) = f(n) + Y K(n,s)[z(s) + g(s,2(s))].

In particular, we will show that

lim |z(n) —y(n)| = 0.
n—oo
Our results complete those concerning various asymptotic relationships between
(14) and (15) that have been obtained recently, [3, 4, 9, 10].
The resolvent kernel associated with the kernel K(n,s) is defined to be the
(unique) solution of the system (see Section 2, Resolvent)

n—1
(16) R(n,s) = K(n,s) + Z K(n,q)R(q,s), n>s
q=s+1
and
n—1
(17) R(n,s) = K(n,s) + Z R(n,q)K(q,s), n>s.
g=s+1

In terms of the resolvent matrix R(n,s) of (14) the system (15) equivalent to
the system

(18) z(n) = y(n) + Y _ R(n,s)g(s,x(s)),

(19) y(n) = f(n) + > _ R(n,s)f(s).

Let S(0) = S be the set of all sequences {z(n)},>0 of k-dimensional vectors and
let BS(0) = BS be the space of all bounded sequences equipped with the norm

|2| = sup |z(n)|.
n>0

Theorem 4.1. Let the resolvent kernel R(n, s) satisfy the following conditions:

1° there exist constants p > 1 and B > 0 such that

(20) (Zn:IR(ms)l”)% <B, neN,p>1,
s=0
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2° for each fired m > 0

(21) lim Y " |R(n, s)|P = 0.
s=0

Let g(n,x) be defined for n > 0, |z| < oo and continuous for each x, and let
there exist a function A(n) > 0, A € 1,(0,00) where p+ g = pq such that for all
n>0, |z < oo

(22) lg(n, )] < A(n)(1 + |[).

Then, given a solution y € BS of system (14), there exists a solution © € BS
of the system (15) such that

(23) lim (z(n) —y(n)) =0.
And conversely, given a solution uw € BS of the system (15), there exists a
solution v € BS of the system (14) such that

(23" lim (u(n) —v(n)) =0.
As can be seen from (19), a sufficient condition for y € BS is that f €
BS, f €l,(0,00) and R(n, s) satisfy (20).

Proof of Theorem 4.1. The proof is divided into four parts.

I. Assuming the existence of a solution y € BS of (14), we prove that there
exists a solution x of (15) for n > 0. We make use of the Volterra equation (18)
equivalent to (15). Sufficient conditions under which equation (18) has unique
solution is given in [1].

IT. Next we show that z € BS. Let 0 < ¢ < 1, since A € [;(0,00), choose a
number n, > 0 so large that

(24) (sz(s))%g% (N, <n < oo, 1<q< o0).

S=Nx

Since xz(n) is defined on (0, 00), there exists a constant M = M (n,) > 0 so that
M= sup |z(n)|
0<n<n,
Choose a number P > 0 so that

(25)  lyl+ z_: [R(n, s)|(1 4 [z(s))A(s) <
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< lyl+ i [R(n, s)[A(s)(1 + M)
s=0

n—1

<yl + 1+ M) (nzl [R(n,s)|") ’ > Aq(s))% <(1-¢)P.
s=0 s=0

We assert that |x(n)| < P for all n > 0. If not, there exists a n; > n. + 2 such
that |z(n)| < P for 0 < n < ng and |z(n1)| = P. But from (18) and assumption
of Theorem we obtain

P=lem)l < lol+ 3 R, )M+ [2(s))
s=0
Y R, )M [(s)])
s=n.+1
< Jyl+ (1 + MBI, + (1+ P)B( Y Xi(s)) "

s=n.+1

Q=

Applying (24) and (25) yields
P<|yl+(1+M)BXNq+(1+Pe<(l—¢e)P+ecP =P,

what is a contradiction. Thus |z(n)| < P for all n > 0.
III. We show that lim (x(n) — y(n)) = 0, where y € BS is a solution of (14)

and z € BS is the solution of (15), the existence of which was established in (I)
and (II).
Let sup |z(n)| = My and let € > 0 be given. Choose m > 0 so large that

0<n<oo
2 a — i >m.
(26) (;A(s)) <2B(1+M0) or n>m
By (21) choose m1 > m so that
(27) (2_: ROu)P) < sy (2 )

Then, from (19), (20), (22), the Holder inequality and (26), (21) we obtain
successively

m

je(n) —y(n)] < D |R(n,8)A(s)(L+ | (s)]) +

s=0
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+ D R, 9)IAG) (L + | (s)])

s=m-+1
< (1+M)\A|q(Z|R(n,s)|P)7’ +(1+M)B( 3 AQ(S))E
. € s=0 s=m+1
< 5 + § =&

for n > my. Since € > 0 is arbitrary, this completes the proof.

IV. Let w € BS be a solution of (15). We will show that there exists a solution
v € BS of (14) such that

lim (u(n) —v(n)) =0.

n—oo

n—1
Let v(n) = u(n) — > R(n,s)g(s,u(s)). The v(n) is a solution of (14). Using
s=0

assumptions of Theorem and the Holder inequality one has

l(n)| < fu(n)] + 2 [R(n, s)|1g(s, u(s))|
< Jul+ nz:é [R(n, s)|A(s) (L + |ul)
= Jul+(1+ UI)jz_é |R(n, s)|A(s)
< |u\+(1+\u|)B_|)\|q<oo.

Hence v € BS.
Define m and my as in (26), (27) with M replaced by |u|. Then as in (III)
one obtains

ju(n) = v(m)| <D |R(n,8)[A(s)(1 + u]) + z_: [ R(n, $)[A(s)(1 + [ul)
s=0 s=m+1

A+ [uhMg BA A+ |ul)

€ € =¢ for n>my.
21+ [ul)[Alg 2B+ |ul)

Since € > 0 is arbitrary,

lim (u(n) —v(n)) =0.

n—oo

This completes the proof. O
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Corollary 4.1. Let the resolvent Kernel R(n,s) satisfy (20), (21) with p = 1.
Let g(n,x) be continuous in (n,x) for n € (0,00), |x| < co and let there exists
a function A € BS such that \(n) > 0, 0 < n < oo, lim A(n) =0 and such

that (22) is satisfied. Then the systems (14)-(15) are asymptotically equivalent.
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