Asymptotic expansion of § matrix models in the multi-cut regime
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Abstract

We push further our study of the all-order asymptotic expansion in  matrix models with a
confining, offcritical potential, in the regime where the support of the equilibrium measure is a reunion
of segments. We first address the case where the filling fractions of those segments are fixed, and show
the existence of a 1/N expansion to all orders. Then, we study the asymptotic of the sum over filling
fractions, in order to obtain the full asymptotic expansion for the initial problem in the multi-cut
regime. We describe the application of our results to study the all-order small dispersion asymptotics
of solutions of the Toda chain related to the one hermitian matrix model (5 = 2) as well as orthogonal

polynomials outside the bulk.

Lgaetan.borot@unige.fr
2guionnet@math.mit.edu


mailto:gaetan.borot@unige.fr
mailto:guionnet@math.mit.edu

1 Introduction

This paper deals with the all-order asymptotic expansion for the partition function and multilinear
statistics of f matrix models. These laws represent a generalization of the joint distribution of the
N eigenvalues of the Gaussian Unitary Ensemble [Meh04]. The convergence of the empirical measure
of the eigenvalues is well-known (see e.g. [AMPS95]), and we are interested in the all-order finite size
corrections to the moments of this empirical measure. This problem has received a lot of attention in
the regime when the eigenvalues condensate on a single segment, usually called the one-cut regime. In
this case, a central limit theorem for linear statistics has been proved by Johansson [Joh98], while a full
1/N expansion was derived first for 3 = 2 [APS01, EMO03], then for any § > 0 in [BG11]. On the other
hand, the multi-cut regime remained poorly understood at a rigorous level until recently, except for
B = 2 which is related to integrable systems, and can be treated with the powerful asymptotic analysis
techniques for Riemann-Hilbert problems, see e.g. [DKM'99b]. Nevertheless, a heuristic derivation
of the asymptotic expansion for the multi-cut regime was proposed to leading order by Bonnet, David
and Eynard [BDE00], and extended to all orders in [Eyn09], in terms of Theta functions and their
derivatives. It features oscillatory behavior, whose origin lies in the tunneling of eigenvalues between
the different connected components of the support. These heuristics, initially written for g = 2,
trivially extend to 8 > 0, see e.g. [Borll].

Lately, M. Shcherbina has established this asymptotic expansion up to terms of order 1 [Shcll,
Shecl2). This allows for instance the observation that linear statistics do not always satisfy a central
limit theorem (this fact was already noticed for 5 = 2 in [Pas06]). In this paper, we go beyond the
O(1) and put the heuristics of [Eyn09] to all orders on a firm mathematical ground. As a consequence
for § = 2, we can establish the full asymptotic expansion outside of the bulk for the orthogonal
polynomials with real-analytic potentials, and the all-order asymptotic expansion of certain solutions
of the Toda lattice in the continuum limit. The same method would allow to justify rigorously the
asymptotics of skew-orthogonal polynomials (8 = 1 and 4) outside of the bulk, derived heuristically
in [Eyn01].

1.1 Definitions

We consider the probability measure M%, 5 on BY given by:

N
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B is a reunion of closed intervals of Ru{+o0}, 8 is a positive number, and Z]‘\/,g is the partition function
so that (1.1) has total mass 1. This model is usually called the § ensemble [Meh04, DE02, For10]. We

introduce the unnormalized empirical measure My of the eigenvalues:

N
My = ) 6x,, (1.2)
i=1
and we consider several types of statistics for My . We sometimes denote A = diag(A1,...,An).

Correlators

We introduce the Stieltjes transform of the n-th order moments of the empirical measure, called
disconnected correlators:

Wt o) = B ([ gl [ TG)] (13
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They are holomorphic functions of z; € C\B. For reasons related to concentration of measures, it is

more convenient to consider the correlators to study large N asymptotics:
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By construction, the coefficients of their expansion as a Laurent series in the variable z; — oo give the

t;=0

n-th order cumulants of My. If I is a set, we introduce the notation x; = (x;)es for a set of variables
indexed by I. The two type of correlators are related by:

Walzr,zn) =Y Y [ W) (1.5)
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If ¢, is an analytic function in n variables in a neighborhood of B", the n-linear statistics can be

deduced as contour integrals of the disconnected correlators:

N
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We remark that the knowledge of the correlators for a smooth family of potentials (V;); determines
the partition function up to an integration constant, since:
BN [ d&
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Kernels

Let ¢ be a n-uple of non zero complex numbers. We introduce the n-kernels:
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Ky c(z1,...,20)

When c¢; are integers, the kernels are holomorphic functions of x; € C\B. When ¢; are not integers, the
kernels are multivalued holomorphic functions of x; in C\B, with monodromies around the connected
components of B and around co.

In particular, for § = 2, K7 1(x) is the monic N-th orthogonal polynomial associated to the weight
1g(z) e~V V@ dz on the real line, and Ky (1, _1)(z, y) is the N-th Christoffel-Darboux kernel associated

to those orthogonal polynomials, see Section 2.

1.2 Equilibrium measure and multi-cut regime

By standard results of potential theory, see [Joh98] or the textbooks [Dei99, Theorem 6] or [AGZ10,
Theorem 2.6.1 and Corollary 2.6.3], we have:

Theorem 1.1 Assume that V : B — R is a continuous function, and if Too € B, assume that:

liminf‘f(ix) > 1. (1.9)
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If V depends on N, assume also that V. — V% in the space of continuous function over B for the
sup norm. Then, the normalized empirical measure Ly = N~' My converges almost surely and in
expectation towards the unique probability measure fieq := ,uéf{B on B which minimizes:

Elu] = / du(©V O (€) - // Apu(€)dpu(n) n |€ — . (1.10)

Heq has compact support, denoted S. It is characterized by the existence of a constant C such that:
Vi e B, 2 / dpieq(€)In |z — €] = VI%(z) < C, (1.11)
B

with equality realized poq almost surely. Moreover, if V10 s real-analytic in a neighborhood of B, the

support consists of a finite disjoint union of segments:

g
S=Jsn  Su=la, ], (1.12)
h=0
leq has a density of the form:
dpeq _ S(x) 1 + o /2 —\py /2
_ )2 — . 1.1
g - ]l:[o(ozh x)Pr/%(x — ) )Pr/=, (1.13)

where py is +1 (resp. —1) if the corresponding edge is soft (resp. hard), and S is analytic in a
neighborhood of S.

The goal of this article is to establish an all-order expansion of the partition function, the correlators

and the kernels, in all such situations.

1.3 Assumptions

We will refer throughout the text to the following set of assumptions.

Hypothesis 1.1

e (Regularity) V : B — R is continuous, and if V depends on N, it has a limit VA% in the space

of continuous functions over [b_,by] for the sup norm.
e (Confinement) If Too € B, liminf,_, % > 1.

e (g + l-cut regime) The support of ,ué/q?B is of the form S = | Jj_, Sn where Sy, = [, a;f | with
a, < oz,'f.

o (Control of large deviations) The effective potential UV B(z) = V(x) — 2 [In]z — &|dul;®(€)

achieves its minimum value on S only.
o (Offcriticality) In the equilibrium measure (1.13), S(z) > 0 in S.
At some point, we shall need to add a stronger assumption concerning off-criticality:
Hypothesis 1.2 The same as Hypothesis 1.3, and:

o (Strong off-criticality) For any soft edge o, we have S'(ap) # 0.



We will also require regularity of the potential:
Hypothesis 1.3
o (Analyticity) V extends as a holomorphic function in some open neighborhood U of S.

e (1/N expansion of the potential) There exists a sequence (V*})r=q of holomorphic functions in
U and constants (v1*})=¢ such that, for any K = 0,

K
sup [V(§) — Y N-F V(¢ < oK N=UFD, (1.14)
¢eU k—0
In Section 6, we shall weaken Hypothesis 1.3 by allowing complex perturbations of order 1/N and

harmonic functions instead of analytic functions:
Hypothesis 1.4 V : B — C can be decomposed as V =V, + Vy where:

e Forj=1,2,V; extends to a holomorphic function in some neighborhood U of B. There exists a

sequence of holomorphic functions (V]{k});@o and constants (v§k})k>0 so that, for any K = 0:

K
sup Vi(€) — Y. NFVH (g)| < ofF N D), (1.15)
€ k=0

o VI0} = Vl{o} + Véo} is real-valued on B.
The topology for which we study the large N expansion of the correlators is described in § 5.1, and
amounts to controlling the (moments of order m)xC™ uniformly in m for some constant C' > 0. We

now describe our strategy and announce our results.

1.4 Main result with fixed filling fractions

Before coming to the multi-cut regime, we analyze a different model where the number of A’s in a
small enlargment of Sy, is fixed. Let A = | J1_, Ay, where Aj, = [a;,a; | are pairwise disjoint segments

such that a; < a; < aff <a;. We introduce the set:
g
& = {e elo.1f7, e < 1}. (1.16)
h=1

If € € &, we denote g = 1 —>7_, €, we let N = (|Neo,|Ner],...,|Neg|), and consider the
probability measure on Hg=0 AhN b

g Np,

. 1 BN
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Nie,s h=0 "i=1 I<i<j<N

< 1 [T 1wi=Awsl? (1.17)

0<h<h’<g 1<i<Nj
1<j<Ny,

The empirical measure My . and the correlators W, ¢(z1,...,x,) for this model are defined as in
§ 1.1. We call ¢, the filling fraction of A;. It follows from the definitions that:

d¢
S W (& e, 2n) = Op1 Nep. 1.18
§éh o1 Wnel a2, 2n) = 0ny Ney (1.18)
We will refer to (1.1) as the initial model, and to (1.17) as the model with fixed filling fractions.
Standard results from potential theory imply:



Theorem 1.2 Assume V regular and confining on A. Then, the normalized empirical measure
N=' My e converges almost surely and in expectation towards the unique probability measure fieq,e
on A which minimizes:

- [ (3@ + v - mle - al) duterautn, (119)

among probability measures with partial masses p[Ap] = en. They are characterized by the existence

of constants Ce p, such that:

VeeAn 2 / Qpteqe(©)ln |z — €] — VO (z) < Cu, (1.20)
B

with equality realized pieq.e almost surely. fieq.e can be decomposed as a sum of positive measures fieq,e,h
having compact support in Ay, denoted S¢ . Moreover, if V10 s real-analytic in a neighborhood of

A, S¢ p consists of a finite reunion of segments.

eq appearing in Theorem 1.1 coincides with fieq.e, for the optimal value €, = (ueq[Ah])1<h<g, and in
this case S, p, is actually the segment [« 704,1] The key point is that, for € close enough to €,, the

support Se ; remains connected, and the model with fixed filling fraction enjoys a 1/N expansion.

Theorem 1.3 If V satisfies Hypotheses 1.1 and 1./ on A, there exists t > 0 such that, uniformly for
€€ &, such that |€e — €.| < t, we have an expansion for the correlators:
Wie(z1,.xn) = >, N WK 2y, 2,) + O(N™). (1.21)
k=n—2
Up to a fived O(N~X) and for a fized n, (1.21) holds uniformly for x1,...,x, in compact regions of
@\A. Besides, if the strong off-criticality of Hypothesis 1.2 is satisfied, Wr{fe} are smooth functions of

€ close enough to €.

We prove this theorem, independently of the nature soft/hard of the edges, in Section 5 with real-
analytic potential (i.e. Hypothesis 1.3 instead of 1.4). The result is extended to harmonic potentials

(i.e. Hypothesis 1.4) in Section 6.2. Actually, we provide in Proposition 5.5 an explicit control of the

errors in terms of the distance of x1,..., 2, to A, and its proof makes clear that the expansion of the
correlators is not expected to be uniform for z1,...,z, chosen in a compact of C\A independently of
n and K.

We then compute in Section 7.1 the expansion of the partition function thanks to the expansion
of Wi e, by a two-step interpolation preserving Hypotheses 1.2-1.4 between our potential V' and a
reference situation where the partition function is exactly computable for finite NV, in terms of Selberg

integrals.

Theorem 1.4 IfV satisfies Hypotheses 1.2 and 1./ on A, there exists t > 0 such that, uniformly for

€€ &, such that |€e — €, < t, we have:

N' VA — k —
EEELLE 1 N(B/2)N+e exp( N kFe{ }—l—O(N 00))7 (1.22)
[T —o(New)t He? k;Q ’
with e = Y7 _, €, o> where:
3+5/24+2/8 B8/2+2/8 —1+2/8+5/2
v = # o —e, = %’ e - #, (1.23)
and we recall p;, =1 for a soft edge and p;, = —1 for a hard edge. Besides, Fe{;} is a smooth function

of € close enough to €., and at the value € = €., the derivative of Fe{?f} vanishes and its Hessian is

negative definite.



Up to a given O(N~X), all expansions are uniform with respect to parameters of the potential and
of € chosen in a compact set so that the assumptions hold. The power of N in prefactor is universal
in the sense that it only depends on the nature of the edges, and its value can be extracted from the
large N expansion of Selberg type integrals. Theorems 1.3-1.4 are the generalizations to the fixed
filling fraction model of our earlier results about existence of the 1/N expansion in the one-cut regime
[BG11] (see also [Joh98, APS01, EM03, GMS07, KS10] for previous results concerning the one-cut
regime in § = 2 or general 8 ensembles).

1.5 Main results in the multi-cut regime

Let us come back to the initial model (1.1), and take A = [Ji_,As S B a small enlargement of
the support S as in the previous paragraph. It is well-known that the partition function ZJ‘\//S can
be replaced by Z]‘\/;g up to exponentially small corrections when N is large (see [] for results in this
direction, and we give a proof for completeness in § 3.1 below). The latter can be decomposed as a

sum over all possible ways of sharing the A’s between the segments Ay, namely:

ZL A N! 3

79 = E ZV’A

N7 97]\[' N"l'/Nvﬁ7 (1.24)
0<Nip,...Ny<N h=01Vh-

where we have denoted No = N — 37 _| N, the number of X’s put in the segment Ag. So, we can use
our results for the model with fixed filling fractions to analyze the asymptotic behavior of each term
in the sum, and then find the asymptotic expansion of the sum taking into account the interference
of all contributions.

In order to state the result, we need to introduce the Siegel Theta function with characteristics
p,veC9 If 7 be a g x g matrix of complex numbers such that Im 7 > 0, it is the entire function of
v € CY9 defined by the converging series:

19[5](147-) = ) e (iw(m )T (Mt p) + 2ir(v + V) - (m+ u)). (1.25)

meZ9I

Among its essential properties, we mention:
e for any characteristics p, v, it satisfies the diffusion-like equation 4imd;, ,, 9 = 0y, 0y, , ¥V

h Y Upt N

e it is a quasiperiodic function on the lattice Z9 @ 7(Z9): for any mg,ng € Z9,

19[5](1} +mg + T no|T) = exp (2irmg - p — 2imng - (v + v) —imng - T - ng) 19[5](1}|7') (1.26)

e it has a nice transformation law under 7 — (A7 + B)(Ct + D)~ ! where A, B,C, D are the
g x g blocks of a 2g x 2¢ symplectic matrix [Mum84].

e when 7 is the matrix of periods of a genus g Riemann surface, it satisfies the Fay identity [Fay70].

We define the operator V, acting on the variable v of this function. For instance, the diffusion
equation takes the form 4ird,9 = V2.

Theorem 1.5 Assume Hypotheses 1.2 and 1.4. Let €. = (teq[Sh])1<h<g. Given the coefficients of
the expansion in the fixed filling fraction model from Theorem 1./, we denote (F*{’;g})(e) their tensor of



£-th order derivatives with respect to €, evaluated at €,. Then, the partition function has an asymptotic

expansion of the form:

—Ne. —
Z58 = Zh 5{(;N Fri 2m])19[ 0 ](U*,g|T*,ﬁ)+O(N 00)}. (1.27)
=0

In this expression, if X is a vector with g components, TE{OB}[X] =1, and for k> 1

Wy - 3 L n EEDN e
Tep[X1= ), l 2, (®T> R S (1.28)
r=1 1,821 i=1 2
My M= —2
:=1 Li+m;=k

where - denotes the contraction of tensors. We have also introduced:

-1 —2
oy wy 1.29)
0T i 0T i '
Being more explicit but less compact, we may rewrite:
k r {mt} (/7)
kyf Vo0 —Nes B 1 (Fes™)
T, [zﬁ]ﬁ{ 0 }(v*,ﬁlﬂ =25 2 (@7&! ) (1.30)

mi,..., mr272
ZI:l Li+m;=k

X Z (m _ NG*)®(ZL1 £;) ei‘n’(m—Ne*)‘T*,;3~(m—Ne*)+2i7rv*,g~(m—Ne*))'

meZ9

For 8 = 2, this result has been derived heuristically to leading order in [BDE00], and to all orders
n [Eyn09], and the arguments there can be extended straightforwardly to all values of 3, see e.g.
[Borll]. Our work justifies their heuristic argument. We exploit the Schwinger-Dyson equations for
the 8 ensemble with fixed filling fractions taking advantage of a rough control on the large N behavior
of the correlators. The result of Theorem 1.5 has been derived up to o(1) by Shcherbina [Shel2] for real-
analytic potentials, with different techniques, based on the representation of H1<h<h,<g [An,i— )\h/7j|5,
which is the exponential of a quadratic statistic, as expectation value of a linear statistics coupled
to a Brownian motion. The rough a priori controls on the correlators do not allow at present the
description of the o(1) by such methods. The results in [Shel2] were also written in a different form:
F{%} was identified with a combination of Fredholm determinants (see also the physics paper [WZ06]),
whereas this representation does not come naturally in our approach). Also, the step of the analysis
of Section 8 consisting in replacing the sum over nonnegative integers such that No +...+ Nz = N in
(1.24), by a sum over N € Z9, thus reconstructing the theta function, was not performed in [Shc12]

Let us make a few remarks. The 2im appears because we used the standard definition of the Siegel

theta function, and should not hide the fact that all terms in (1.30) are real-valued. Here, the matrix:

(1.31)

involved in the theta function has purely imaginary entries, and Im 7, g is definite positive according
to Theorem 1.4, hence the theta function in the right-hand side makes sense. Notice also that for
it is Z9-periodic in its characteristics p, hence we can replace —Ne, by —Ne, + | Ne, |, and this is
responsible for modulations of frequency O(1/N) in the asymptotic expansion, and thus breakdown of

the 1/N expansion. Still, ”subsequential” asymptotic expansions in 1/N may occur. For instance, in



a symmetric two cuts (¢ = 1) model, we have e, = 1/2 and thus the right-hand side is an asymptotic
expansion in powers of 1/N depending on the parity of N.
Let us give the two first orders of (1.30):

1 _ 1 _
TOIX] = o (B X® 4 S (B X 4 (Fl)) - X, (1.32)
and:
2} 1 (=2)yn®2 @6 1 {- 2} {-1} ®5
T*”@ [X] 7 [(F )///] X E [ F " ® (F*”/j )/I] . X
1 1 1 _
# (LT @ (LY + PG + g (RI5 ) - xo
} FOYY @ (R e LAV
1 1
( [(F%y]® 5(1!1{06})”) x® 4 (FlY - X. (1.33)

If the potential V is independent of 3, we observe that €, does not depend on S, and it is well-known

[CE06] that the coefficients in the expansion (1.22) have a simple dependence in j3:

|k/2]+1 1-G

i B 2\ k+2-2G B

A= (5) (=3 pee, e
G=0

In particular, those coefficients vanish for odd k. The first few ones are:

(-2 _ B 0,0 -1y _ (B 0,1 0} _ 1,0 52 0.2
Foy =570 R —(5—1)fe[ N ]+(7+——2)f€[ 1, (1.35)

2 B
and have been first identified in [WZ06]. In particular, for the argument of the theta function:
(B Ey _ B Fy

b (5 ) oir P T2 2 (1.36)

Similarly for the correlators in the fixed filling fraction model, the dependence in g takes the form:
[(k—n+2)/2] 1-G-n
2\ k+2—-2G—n
WM e =) 5 (1_7) WIGHK+2-2G=n] (3, gy (1.37)
s 2 /8

G=0

All coefficients FG[G’K] and functions W}fE’K] (z1,...,2,) can be computed with the 8 deformation of

the topological recursion formulated by Chekhov and Eynard [CEO06], applied to the spectral curve
determined by the equilibrium measure pcq,e and W2{70€}, which encodes the covariance of linear statistics
at leading order in the model with fixed filling fractions. We stress now a point of this theory relevant in
the present case. When V is a polynomial and € is close enough to €., the density of the equilibrium
measure can be analytically continued to a hyperelliptic curve of genus g, denoted C. and called

spectral curve. Its equation is:
g —
H (x—al,). (1.38)

Let A, be the cycle in Ce surrounding A¢ 5, = [a,, a:h]. The family A = (Ap)1<n<g can be completed
by a family of cycles B so that (LA, B) is a symplectic basis of homology of C.. The correlators WT[L?G’K]
are meromorphic functions on C7, computed recursively by a residue formula on C.. In particular, the

analytic continuation of

2 dzid
wg(meQ) = W2[0 O](.’L'l,{L'Q)dxlde + = Ty dT2

3 7@1 ~ )2 (1.39)



is the unique 2-form on C, which has vanishing A periods, and has for only singularity a double
pole with leading coefficient % and without residue at coinciding points. Then, it is a property of
the topological recursion that the derivatives of FE[G’K]

correlators: for any (G, K) # (0,0),(0,1),

can be computed as B-cycle integrals of the

(FLE-KI)®) — 75 day - 75 dze WS @y, ), (1.40)
B B
and for any (n,G, K):
WIGENO (21, 2,) = 9§ Az - }5 dz, e Wﬁ’zf,{e](xh ey Tpp)- (1.41)
B B
In particular:
W% (@)de = 2im o (x) (1.42)

where o is the basis of holomorphic 1-forms on Ce dual to A, i.e. characterized by ¢ A, Th = Onh-
This formula at € = €, can be used to compute the functions Tgk}[X] appearing in (1.28). The
derivation wrt € is not a natural operation in the initial model when N is finite, since Ne¢j, are forced
to be integers in (1.17). We rather show that the coefficients of expansion themselves are smooth
functions of €, and thus J. makes sense.

For 5 = 2, we remark from (1.34) that the coefficients Fffgk:;} all vanishes, so that we retrieve
the celebrated 1/N? expansion in the one-cut regime or in the fixed filling fraction model. This is
in general not true anymore in the multi-cut regime. For instance, we have a term of order 1/N
involving:

THIX] = (R X9 4 () - X (1.43)

5 6 s 3
In a two-cut regime (g = 1), a sufficient condition for all terms of order N~(*¥+1) to vanish is that
€ = 1/2 and Z}\/,f‘ = ZleA_E, i.e. the potential has two symmetric wells. In this case, we have an
expansion in powers of 1/N? for the partition function, whose coefficients depends on the parity of

N. In general, we also observe that v, g—o = 0, i.e. Thetanullwerten appear in the expansion.

1.6 Asymptotic expansion of kernels and correlators

Once the result on large N expansion of the partition function is obtained, we can easily infer the
asymptotic expansion of the correlators and the kernels by perturbing the potential by terms of order
1/N, maybe complex-valued, as allowed by Hypothesis 1.4.

1.6.1 Leading behavior of the correlators

Although we could write down the expansion for the correlators as a corollary of Theorem 1.5, we
bound ourselves to point out their leading behavior. Whereas W,, behaves as O(N?~") in the one-cut
regime or in the model with fixed filling fractions, W,, for n > 3 does not decay when N is large in a

(g + 1)-cut regime with g > 1. More precisely:

Theorem 1.6 Assume Hypothesis 1.2, 1./ and number of cuts (g + 1) = 2. We have, for uniform

convergence when 1, ...,T, belongs to any compact of (@\A)"
< Wl w (1) M) w2y, g NVe
Wa(zy,22) W (w1, 22) + ( o ® s Ve | o (va,8|T08) (1.44)



and for any n = 3:

n . —Ne,
W(@r, .. an N%(®1 Y. vz 1m9[ ve ](v*,mﬁ). (1.45)

Integrating this result over A-cycles provide the leading order behavior of n-th order moments of the
filling fractions IN. We will also describe in Section 8.2 the fluctuations of the filling fractions: we

find that they converge to a discrete Gaussian random variable.

1.6.2 Kernels

We explain in § 6.4 that the following result concerning the kernel — defined in (1.8) — is a consequence
of Theorem 1.3:

Corollary 1.7 Assume Hypothesis 1.2 and 1.4. There exists t > 0 such that, for any € € &; such
that |€ — €| < t, the n-kernels in the model with fized filling fractions have an asymptotic expansion
of the form:

k+2
s |

Kneel@s,an) =exp| Y N75() L8awiH]) + o), (1.46)

k>—1 n=1

where Ly, o is the linear form :
L C:ch/ . (1.47)
=1 7

Up to a given O(N—K), this expansion is uniform for xi,...,x, in any compact of @\/—\

Hereafter, if v is a smooth path in ((A:\Se, we set £, = fv’ and E?” is given by:

E?"[W,{Lk}] :/dx1~-~/dxn WA (2, .. 2).
2! gl

A priori, the integrals in the right-hand side of (1.46) depend on the homology class in C\A of paths
0 — x;. A basis of homology cycles in C\A is given by A = (Aj)o<h<y. We also denote for
convenience € = (€5 )o<h<g- We deduce from (1.18) that:

d _
¢ 251_ (§,$2,...,$n) = 6n’1(5k7,1 €. (148)
Therefore, the only multivaluedness of the right-hand side comes from the first term N [ d¢ Wl{;l}(é ),
and given (1.48) and observing that Nej, are integers, we see that it exactly reproduces the mon-
odromies of the kernels depending on c;.

We now come to the multi-cut regime of the initial model. If X is a vector with g components,

and L is a linear form on the space of holomorphic functions on ((A:\Se, let us define:

x r n; {mi}y (&)
k 1 LEM[(WhT) 8] _
Tl e. X] Z ] > (@ e ) XOE, ) (1.49)
r=1 SN ! i=1 A
mi,...,Mp=—2

Dy bitmitni=k

where we took as convention Wii}Q e = Fe{k}. Then, as a consequence of Theorem 1.5:
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Corollary 1.8 Assume Hypothesis 1.2 and 1.4. With the notations of Corollary 1.7, the n-kernels
1.

have an asymptotic expansion
Kpe(x) = Kpe (x)(1+0O(N—7)) (1.50)
_k ik —Ne,
(Ziso N ’“Tfﬁ}[ﬁmﬁ,;;])ﬂ[ 0 ](v*75+ﬁm7c[w]|‘nﬁ)

—N .
(S0 N r51)0| 5% (@l

where Lq = Z?Zl ¢; [ and ©o is the basis of holomorphic 1-forms.

X

b

A diagrammatic representation for the terms of such expansion was proposed in [BE12, Appendix A].

2 Application to orthogonal polynomials and integrable sys-
tems

Since orthogonal polynomials are related to the 1-hermitian matrix model (i.e. 8 = 2), our results can
be used to establish the all-order asymptotics of orthogonal polynomials outside the bulk (Theorem 2.2
below). We will illustrate it for orthogonal polynomials with respect to an analytic weight defined on
the whole real line, but it could be applied equally well to orthogonal polynomials with respect to an
analytic weight on a finite union of segments of the real axis.

The leading order asymptotic of orthogonal polynomials is well-known since the work of Deift et
al. [DKM™97, DKM"99b, DKM™"99a], using the asymptotic analysis of Riemann-Hilbert problem
which was pioneered in [DZ95]. In principle, it is possible to push the Riemann-Hilbert analysis
beyond leading order, but this approach being very cumbersome, it has not been performed yet to
our knowledge. Notwithstanding, the all-order expansion has a nice structure, and was heuristically
derived by Eynard [Eyn06] based on the general works [BDE00, Eyn09]. In this article, we provide a
proof of those heuristics.

Unlike the Riemann-Hilbert technique which becomes cumbersome to study the asymptotics of
skew-orthogonal polynomials (i.e. § = 1 and 4) and thus has not been performed up to now, our
method could be applied without difficulty to those values of 3, and would allow to justify the heuristics
of Eynard [Eyn01] formulated for the leading order, and describe all subleading orders. In other words,
it provides a purely probabilistic approach to address asymptotic problems in integrable systems. It
also suggest that the appearance of theta functions is not intrinsically related to integrability. In
particular, we see in Theorem 2.2 that for 8 = 2, the theta function appearing in the leading order is
associated to the matrix of periods of the hyperelliptic curve C, defined by the equilibrium measure.
Actually the theta function is just the basic block to construct analytic functions on this curve, and
this is the reason why it pops up in the Riemann-Hilbert analysis. However, for 5 # 2, the theta
function comes is associated to (8/2) times the matrix of periods of C,, which might be or not the
matrix of period of a curve, and anyway is not that of C¢,. So, the monodromy problem solved by this
theta function is not directly related to the equilibrium measure, which makes for instance for 8 = 1
or 4 its construction via Riemann-Hilbert techniques a priori more involved.

Contrarily to Riemann-Hilbert techniques however, we are not yet in position within our method
to consider the asymptotic in the bulk, at the edges, or the double-scaling limit for varying weights
close to a critical point, or the case of complex-values weights which has been studied in [BM09]. We

hope those technical restrictions to be removable in a near future.

1We warn the reader that ’ denotes a derivative with respect to filling fractions, not with respect to variables of the
correlators.
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2.1 Setting

We first review the standard relations between orthogonal polynomials on the real line, random ma-
trices and integrable systems, see e.g. [CG12, Section 5]. In this section, 8 = 2 and we omit to
precise it in the notations. Let V4(A) = V/(A) +Zz=1 txAF. Let (P, n(%))n=0 be the monic orthogonal

—NVi(#) on B = R. We choose V and restrict in

polynomials associated to the weight dw(x) = dze
consequence tj so that the weight decreases quickly at +co. If we denote h, n the L?(dw) norm of
P, n, the polynomials ]5” N = Pu n/+/hn N are orthonormal. They satisfy a three-term recurrence

relation:
TPy N(2) = \/hn,NPrt1(x) + Bp,nPn(z) + A/ hn—1,n Pn-1(x). (2.1)

The recurrence coefficients are solutions of a Toda chain: if we set

Un,N = In hn,Na Un,N = _ﬂn,N; (22)

we have:
Un+1, Un
aiflun,N = Un,N — Un—1,N, atlvn,N =emthN —e 'Na (23)

and the coefficients t; generate higher Toda flows. The recurrence coefficients also satisfy the string

equations:
ViV (@)oot = 50 [V/(@Qu)ln =0, (2.4)

where Qp is the semi-infinite matrix:

Vhin o BN
Bin  Afhen  Pon
Qn = Pon  /han B3N , (2.5)

Eqns 2.4 determines in terms of V' the initial condition for the system (2.3). The partition function
T(t) = ZX,“R is the Tau function associated to the solution (un n(t),vn n(t))n>1 of (2.3). The
partition function itself can be computed as [Meh04, PS11]:

N—-1
Zy =N T i (2.6)
j=1

We insist on the dependence on N and V by writing h; y = hj(NV). Therefore, the norms can be
retrieved as:

. YR
n B (NV 1 ZNV/(n+1)R AR
Hj=1 h;(NV) n+1  z¥v/m n+1l ZV/s N
The regime where n, N — o but s = n/N remains fixed and positive correspond to the small

dispersion regime in the Toda chain, where 1/n plays the role of the dispersion parameter.

2.2 Small dispersion asymptotics of 5, v

When V4, /so satisfies Hypotheses 1.2 and 1.3 for a given set of times (sg,to), Vi/s satisfies the same
assumptions at least for (s,t) in some neighborhood U of (sg,to), and Theorem 1.5 determines the
asymptotic expansion of Ty (t) = ZX,“R up to O(N~%). Besides, we can apply Theorem 1.5 to study
the ratio in the right-hand side of (2.7) when n — co.

12



Theorem 2.1 In the regime n, N — o0, s = n/N > 0 fized, and Hypotheses 1.2 and 1.3 are satisfied

with soft edges, we have the asymptotic expansion:
= n2F - FIO — Ly, )W) £®2 Wil
Un,N n( * Vt/s[ ]) + Vg/b[ ] Vt/s[ *]
—(n + 1 €,
o[V et
—N €y
19[ 0 ](0!7})

~n(1+ %) Y (2L WG

+1In

G=0, m=0 v/
2—2G—m<0
—k - +1 *
(Sims(n+ )T [y mvﬂ])ﬁ[ " ](fvt/s[w]lﬂ)
+In| 1+ (nt e
n
?9[ 0 ](ﬁws @||r)
(S 91210 7% (0l
—In| 1+

19[’:)6*](0|n)

(2.8)
Here, €, are the filling fractions of /LX;/S and Ly, /s is the linear form defined by:
_ A€ V(9
Lvlf = § 5= 1) (29)

We have not performed the expansion of 1/(n + 1) in powers of 1/n to make the structure more
transparent. We recall that all the quantities WL? 1 can be computed from the equilibrium measure
associated to the potential Vi, so making those asymptotic explicit just requires to solve the scalar

sVt Notice that the number g + 1 of cuts a priori depends on (s, to),

Riemann-Hilbert problem for pgy
and we do not address the issue of transitions between regimes with different number of cuts (because
we cannot relax at present our off-criticality assumption), which are expected to be universal [Dub08].

We also collect here in one place and for § = 2 other notations appearing throughout the text:

[0]
Wil = 216 = pgen, @ —wggen, = )
and
{k} kg T *[Gi])(ei) —
r=1"" £y, =1 i=1 ir
G1,...y G,.=0
£;+2G;—2>0
M (642G —2)=k
y T n; [GilN (e,
[ 1 Lo (WG )
Tfk} L: X] = = ( ng, ) L XO®E ) 212
| | ;1 ! 0 .%;791 16:91 nil 4! (2.12)
GrrenGr 20

n1,...,ne 20
£i+2G;—2+n;>0
Do (Ui +2G i —24n;)=k

13



2.3 Asymptotic expansion of orthogonal polynomials away from the bulk

The orthogonal polynomials can be computed thanks to Heine formula [Sze39]:
Po(@) = pyt [ ] J (2 - = Ki1(z). (2.13)
=1

Hence, as a corollary of Theorem 1.8:

Theorem 2.2 In the regime n, N — o0, s = n/N > 0 fized, and Hypotheses 1.2 and 1.3 are satisfied,

for x € C\S, we have the asymptotic expansion:

[G]
P,(z) = exp( Z Z n?26- m£ T[nV'V ])(1+O( ) (2.14)

m=1G=0
(Seson ™ TWes: S21)o| % (£ 1=lim)
(Seson 70 [52])o| o |0im)

where L f Up to a given O(N~X), this expansion is uniform for x in any compact of C\S.

7

We remark that £,[zo] is the Abel map evaluated between the points x and co.

As such, the results presented in this article do not allow the study of the asymptotic expansion
of orthogonal polynomials in the bulk, i.e. for x € S. Indeed, this requires to perturb the potential
V(A) by a term —2 In(XA — z) having a singularity at z € S, a case going beyond our Hypothesis 1.4.
Similarly, we cannot address at present the regime of transitions between a g cut regime and and
g'-cut regime with g # ¢’, because offcriticality was a key assumption in our derivation. Although it
is the most interesting in regard of universality, the question of deriving uniform asymptotics, even at
the leading order, valid for the crossover around a critical point is still open from the point of view of

our methods.

3 Large deviations and concentration of measure

3.1 Restriction to a vicinity of the support

Our first step is to show that the interval of integration in (1.1) can be restricted to a vicinity of
the support of the equilibrium measure, up to exponentially small corrections when N is large. The
proofs are very similar to the one-cut case [BG11], and we remind briefly their idea in § 3.2. Let V
be a regular and confining potential, and ugq;B the equilibrium measure determined by Theorem 1.1
or Theorem 1.2. We denote S its (compact) support. We define the effective potential by:

UVR(@) = Via) =2 [ AdBO e €. TV - UVR @) — UV @)

when z € B, and +o0 otherwise.

Lemma 3.1 IfV is regular and confining, we have large deviation estimates: for any F < B\S closed
and O < B\S open,

- B . v
. < ! .
1111\;1 sup — ln né 5 B3 MeF] < ;IeliU (z), (3.2)
. B . ~V:B
» > —Z inf UVB(a). .
1%11 1%f N ln,u [Hz A € O] 5 gchelg (x) (3.3)
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We say that V satisfies a control of large deviations on B if UY*B is positive on B\S. Note that gve
vanishes at the boundary of S. According to Lemma 3.1, such a property implies that large deviations

outside S are exponentially small when N is large.

Corollary 3.2 Let V be regular, confining, satisfying a control of large deviations on B, and assume
0BNS =. Let A< B be a finite union of segments such that S c A. There exists n(A) > 0 so that:

V;B VA —
Zy5'5 = Z 51+ O(e V1Y), (3.4)
and for any n = 1, there exists a universal constant v, > 0 so that, for any x1,...,x, € (C\B)":
—Nn(A)
WY B2, .. a) — WY A1, )| < e (3.5)

[Ty d(w:,B)

It is useful to have a local version of this result:

Corollary 3.3 Let V be regular, confining, satisfying a control of large deviations on B, and assume
0B NS = . Let A < B be a finite union of segments such that S < A. If ag is the left (resp. right)
edge of a connected component of A, let us define A, = AU [a,ap]. For any e > 0 small enough, there

exists n. > 0 so that, for N large enough and any a €lag — €, ag + €[, we have:

OaIn Z A < e e, (3.6)

and, for N large enough and anyn =1 and x1,...,x, € (C\A,):
Nne

o WY A (ar, )| < = 7
B Hi:l d(wi, Ag)

From now on, even though we want initially to study the model on B, we are going first to study

(3.7)

the model on AN, where A is small (but fixed) enlargement of S as allowed above, in particular we
choose A bounded.

Proposition 3.4 For any fized € € &,, the same results holds for the partition function and the

correlators in the fixed filling fraction model.

3.2 Sketch of the proof of Lemma 3.1

We only sketch the proof, since it is similar to [BG11].
Recall that Ly = N1 Zf\;1 0, denotes the normalized empirical measure, either in the initial
model, or in the fixed filling fraction model. We represent:
TS (F)
VB[, N,B
Ty5(B)

where, for any measurable set X:

Y800 =i | et e - v+ v [avaoomie-A)} | 69)

We first prove a lower bound for TX;E(X) assuming X contains at least an open interval, of size larger
than some € > 0. Let x1(V') be the Lipschitz constant for V' on B, and:

X = B inf |x— 2 1
(reB. inf |r—¢l >/ (3.10)
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Using twice Jensen’s inequality, we get

av z+e/4
TX,[B}(X) sup fn_ 12 [/ d{exp{ — N7ﬂ V() + (N — 1)B/BdLN,1(77) In|¢ — n)}]

zeXE —e/4

o NV z+e/d
> sup e ¥ (V@rmge)  £58 V dgexp { (N — 1)8 / dLy_1(N) In¢ - A|}]
T B

zeXE —e/4

\Y

> 252)267%( (@)+ 51 ) exp{( - 1B un- 115[/BdLN 1(\) Hy, (/\)]} (3.11)

where we have set:

at+€/4 dé-
H,.(\) = /95_5/4 /2 In|¢ — A (3.12)

For any fixed € > 0, H, . is bounded continuous on any compact, so we have by Theorem 1.1 in the
initial model (or Theorem 1.2 in the fixed filling fraction model):

TUBX) > & sup e F (Ve )exp{(N—l)B/duX;B(/\) H,.() + NRE N} (3.13)
B

<
2 reEXE
with limy_,o R(e, N) = 0. Letting N — o0, we deduce:

L. 1 VB 5 B . VB )
- ; >-L(V)e-L V(z) — ; . .
llj{ln lo%f InT\'5(X) 1 k1(V)e 5 ;g)(fg < () =2 [ dpeg”(N) He e (M) (3.14)
Interchanging the integration over & and x, observing that & — [ dulB(X) In|¢ — A| is smooth and

then letting € — 0 we conclude

| VB B . VB
— SX) = -2 ’ .
lgn inf N In TN”B(X) > :lblel)f‘(U (x) (3.15)
where we have recognized the effective potential of (3.1). To prove the upper bound, we observe that

for any M > 0,

TRE) < ui [ /x ag exp { ~ T vie) - (v -1 /B dLy-1(A) In max(|¢ - A|,M1)}]
(3.16)

As A > In min(|§ — /\|,M_1) is bounded continuous on compacts, we can use Theorem 1.1 in the
initial model (or Theorem 1.2 in the fixed filling fraction model) to deduce that for any € > 0

TE(X) < /ng exp - Ni V(E)— (N—1) 5/ A () Inmax (j€ — M|, M) + NMe 4 )
(3.17)
with ) -
limsup R(e, N) = limsup — In gy} B (d(LN,l,,uX;B) >¢e) <0. (3.18)
N—oo Noow N? 4

Moreover, & — V(&) — [duf;B(A) Inmax(]¢ — A[, M) is bounded continuous so that a standard
Laplace method yields

N—w £exX

1 . .
liminf — I TY5(X) < — inf {g (V(g) - /Bdu;/dB(A) In|é — Al v M—l)} . (3.19)

Finally, we conclude by monotone convergence theorem which implies that [ dug{B(A) In max(|£ —
Al, M~1) increases as M goes to infinity towards | du}fq?B(/\) In € — Al
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3.3 Concentration of measure and consequences

We will need rough a priori bounds on the correlators, which can be derived by purely probabilistic
methods. This type of result first appeared in the work of [dMPS95, Joh98] and more recently
[KS10, MMS12]. Given their importance, we find useful to prove independently the bound we need
by elementary means.

Hereafter, we will say that a function f : R — C is b-Lipschitz if

ku(f) = sup @) = Fw)l < . (3.20)

ety |T =yl
Our final goal is to control (L — feq)[] for a class of functions ¢ which is large enough, in particular
contains analytic functions on a neighborhood of the interval of integration A. This problem can be
settled by controlling the ”distance” between Ly and p.q for an appropriate notion of distance. We

introduce the pseudo-distance between probability measures:

9(u,v) = [ dle = V(@) = v)() e~ (3:21)

which can be represented in terms of Fourier transform of the measures by:

o) = [ -2 (322

Since Ly has atoms, its pseudo-distance to another measure is in general infinite. There are several
methods to circumvent this issue, and one of them, that we borrow from [MMS12], is to define a reg-
ularized measure z‘fv (see the beginning of § 3.4.1 below) from Ly. Then, the result of concentration,

takes the form:

Lemma 3.5 Let V be regular, C3, confining, satisfying a control of large deviations on A. There

exists C > 0 so that, for t small enough and N large enough:
VA T N n — 242
NS DL, pit = t] < NI N=NTE (3.23)

We prove it in § 3.4.1 below. The assumption V of class C* ensures that the effective potential (3.1)
defined from the equilibrium measure is a %—Lipschitz function (and even Lipschitz if all edges are
soft) on the compact set A, as one can observe on (A.4) given in Appendix A.

This lemma allows a priori control of expectation values of test functions:

Corollary 3.6 Let V be reqular, C3, confining, satisfying a control of large deviations on A. Let
b> 0, and assume ¢ : R — C is a b-Lipschitz function with constant ky(p), and such that:

R 1/2
ez = ([ aslslizor) <. (3:24)
Then, there exists C3 > 0 such that, for t small enough and N large enough:
. , 2kp(p) 22
VA VA b\P C3NIn N—N?%t
NN’BH /Ad[LN — Heq (%) @(z)’ = b+ )N +t|¥’|1/2] <e? : (3.25)

As a special case, we can obtain a rough a priori control on the correlators:

Corollary 3.7 Let V be regular, C3, confining and satisfying a control of large deviations on A. Let
D' >0, and:
InN [1n 4] D’

=)=, §) = L d@,A) =inflr— €] > 3.26
wy 1) @A =infl—g> —— (320




There exists a constant 1 (A, D) > 0 so that, for N large enough:
(Wi (z) — NW{H (@) < (A, D) wn f(d(x, A)). (3.27)

Similarly, for any n = 2, there exists constants v, (A, D') > 0 so that, for N large enough:

Wiz, z0)| < (A, D) wh ﬁ f(d(zi, A)). (3.28)

i=1

In the (g + 1)-cut regime with g > 1, we denote (Sp,)o<n<y the connected components of the support
ViB
L Q
such that S, < Aj. For any configuration A € AY, we denote N, the number of \;’s in Ay, and

of i and we take A = ] _, An, where A;, = [a; ,a;’| = B are pairwise disjoint bounded segments

N = (Np)1<h<g- The following result gives an estimate for large deviations of IV away from Ne, in
the large N limit.

Corollary 3.8 Let A be as above, and V be C3, confining, satisfying a control of large deviations on
A, and leading to a (g + 1)-cut regime. There exists a positive constant C' such that, for N large
enough and uniformly in t:

P A[IN = Neu| > t VNInN]| < NI N(E=t), (3.29)

As an outcome of this article, we will be more precise in Section 8.2 about large deviations of filling
fractions when the potential satisfies the stronger Hypotheses 1.1-1.4.

3.4 Large deviation of Ly: distance (Lemma 3.5)

3.4.1 Regularization of Ly

We start by following an idea introduced by Maida and Maurel-Segala [MMS12, Proposition 3.2]. Let

on,nn — 0 be two sequences of positive numbers. To any configuration of points A\; < ... < Ay in
A, we associate another configuration A1, ..., Ay by the formula:
A1 = Aq, Ait1 = A + max()\iﬂ — )\i>UN); (330)

It has the properties:
Vitg, = Nlzon, i nI<i=XL =A< (- Dow. (3.31)

Let us denote f/N =N"1 Zfil 6/~\i the new counting measure. Then, we define z‘]‘\, be the convolution
of Ly with the uniform measure on [0, nyoy].

We are going to compare the logarithmic energy of Ly to that of ZHN, which has the advantage of
having no atom. We may write by (3.31):

Ya(Ly) = //;é dLy (z)dLy(y)In|z —y| < //9& dLy(2)dLy(y) In|z —y| = Sa(Ly)  (3.32)

and, if we denote U, U’ are two independent random variables uniformly distributed on [0, 1], we find:

Sally) = Sa(@i) = [ aludlyG)E[n (15 mvon =)

< / ALy (@) (y) YN <,
T#Y |x - y|
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thanks to the minimal distance between \;’s enforced in (3.30). Eventually, we compute with X(u) =

[ o |z — yldp(z)du(y),

~

Sa(Ly) - S(LY)

- // ALY ()AL (y) Infe — g
=y

—%E[lnmNaN(L{—Z/I’)\] - %(; 73111(77NUN)>. (3.33)

Besides, if b > 0 and ¢ : A — C is a b-Lipschitz function with constant xp(y), we have by (3.31):
N

| [y - Bl@ et < 42 i ot + 2l < k)

(Non)® (3.34)

3.4.2 Large deviations of LY,

We would like to estimate the probability of large deviations of z‘]’v from the equilibrium measure
toq = u,‘a/q?A. We need first a lower bound on ZJ‘\/,Q similar to that of [AG97] obtained by localizing the

ordered eigenvalues at a distance N2 of the quantiles \$' of the equilibrium measure ué/q?A, which are
defined as: ‘
cl : VA 1

Lo mf{x eA,  plA([-w,2]) = N}' (3.35)

Since V is C?, du}QA is continuous on the interior of its support, and diverge only at hard edges, where
it blows at most like the inverse of a squareroot. Therefore, there exists a constant C' > 0 such that,
for N large enough:

C C C
AL A = ¥ (3.36)
Then, since V is a fortiori C! on A compact,
N BN 1
VA c c — BN ¢ B
755 = N!/ [T I =X 46 —06;07 [Je = VAT +9dg;
[0:]<SN% 1<i<j<N i=1
N NB N 1
> NINTNemON T =P [ e 7 2= VOO, (3.37)
1<i<j<N =1
for some constant C; > 0. Therefore, since:
V:A VA )\gh—l A§1+1 VA VA
| wle—sadpedte) < X[ [ mle - anA @)
<y i<y )\El )\;1
1 cl cl
< 3z 2 W
i<j—1
1 1 N2
< 5 oW =X+ S (?) (3.38)
1<j
we find: 5
234 > exp {5 ( — Cy NN — N? E[MX(;A]) } (3.39)
for some positive constant Co and with the energy introduced in (1.10).
Now, let us denote Sy (t) the event {@[E‘j\,,u;ﬁA] > t}. We have:
ViA 1 532 (1, AL (2)A Ly () In 2yl AL () V(@) T
“N,B[SN(t)] = VA e ? wHy Hd)‘i’ (3.40)
Znlg JSn(t) i=1
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and using the comparisons (3.32)-(3.34), we find, with the notations of Theorem 1.2:

s 532 ([ ALy )aB () n fo—pl— [ 4B () V(@) T
MN[B[SN()] < TA/ e 2 \Y N{T)AL N y) I T=Yl—, Nz z Hd)\z
Zn'g Jsn() i
S (RN—N2E[pY;*] N N
s i v ) / e~ 25 (P neal AL @ V@) TTan,, (3.41)
Zns Sn(t) i=1
where:
3 2 3N
Ry = N°ony k1(V) + N°ny + — — 3N In(nnyon), (3.42)

2
and the effective potential UY* was defined in (3.1). Since UV is at least 3-Lipschitz on A (and
even 1-Lipschitz if all edges are soft),we find:

N
e SUVRO0 gy,

o2 (R 412 (UV#) N2 N2 N2 E[u);4]) /
SN(t) i=

,uN B [SN( )] < VoA
Zy
(3.43)
We now use the lower bound (3.39) for the partition function, and the definition of the event Sy (t),
in order to obtain:

MNg[SN( )] < eg(RN"rHl/Z(U)NE')/Z oN?+Cs N1In N—N?i2 )(/ d)\e_i UV A()\)> < eQ(RN+CzN1nN N242)
A
(3.44)
with: N
Ry = Ry + rapp(U) N2o® + == In(A). (3.45)

B
Indeed, since UV is nonnegative on A, we observed that the integral in bracket is bounded by the

total length £(A) of the range of integration, which is here finite. We now choose:

1 1
:ﬁ’ nN:ﬁ,

which guarantee that Ry € O(NInN). Thus, there exists a positive constant Cs such that, for N
large enough:

(3.46)

i BISn ()] < 5 (Co NI N=N*2) (3.47)

which concludes the proof of Proposition 3.5. We may rephrase this result by saying that the proba-
bility of Sy (t) becomes small for ¢ larger than wy = 4/2C5In N/N.

O
3.5 Large deviations for test functions

3.5.1 Proof of Corollary 3.6

Since ¢ is b-Lipschitz, we can use the comparison (3.34) with o = N3 chosen in (3.46):

[ty - B )| < oA (3.48)

Then, we compute:

>
=
14
=1
=
@
2.
—
SN—
S
—
K
~
Il

[ as(s - 0 5-)
lol1/2 /| || — flog)( {)1/2, (3.49)

A
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and we recognize in the last factor the definition (3.22) of the pseudo-distance:
| [ AT = nead@) 9(0)] < V2 lehya DLy i) (3:50)
Corollary 3.6 then follows from this inequality combined with Lemma 3.5.

3.5.2 Bounds on correlators and filling fractions (Proof of Corollary 3.7 and 3.8)

If i1 is a probability measure, let W, denote its Stieltjes transform. We have:

. 1
e W) = [y —pead @20, va(e) = vF@ +ivki9 = 2 sy
Since 1, is 1-Lipschitz with constant 1 (1) = d~2(x, A), we have for N large enough:
1
— Wi S <55 5 .52
We now focus on estimating )/an,V — Wi, Since the support of f‘f\, is included in
Aine = {z R, d(z,A) < 1/N?}, (3.53)

we have the freedom to replace v; by any function ¢ which coincides with 3 on A;/n2. We also
find:

[Wis = Wi /@) < V2 (10512 + [85]1/2) DL, ptea] (3.54)
Let ¢ : R — R be C! function which decays as ¢(z) € O(1/2?) when |z| — o0. We observe:

(N2 — i v 2
[ sliatoas = [ i)

- =2 [ mla - ald@oennde - -2 [ w82l s@and

2 I (&
[

where M > 0 can be chosen arbitrarily. Let ay,;, € Ay the point such that d(z,An) = |z — azn|. We

1617/

N

)| 1001 16 (€2) g1 (3.55)

claim that, for d(z,A) small enough, we can always choose ¢ and ¢L such that:

J 1
g _ a/a: h + d(x,Ah)2 (3.56)

This family (indexed by x) of functions is uniformly bounded by (g + 1)/£2 at oo, which is integrable
at 0. Therefore, we can choose M in (3.55) independent of = so that:

o2l < 1= [ 2 (8572 ey @l e (@)ldede (357)

If we plug the bound (3.56) in the right-hand side, the integral can be explicitly computed and we
find a finite constant D > 0 which depends only on A, such that:

Dlnd(z,A)

92112 < TR A (3.58)
when z approaches A. Combining (3.52)-(3.54)-(3.58) with Lemma 3.5, we find:
1 _ .
SWi@) = W@ = [aA Dy @) = W, @]
1 InN +/|Ind(z,A)|
< ———=+2D 3.59
N(z,A) N d@A) (3:59)
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If we restrict ourselves to x € C\A such that:

D’

for some constant D', then:

InN /|Ind(z,A)|

L wi@) - wi @) < @D + D) N dw A

N

(3.61)
Now let us consider the higher correlators. For any n > 2, WY is the expectation value of some

homogeneous polynomial of degree 1 in the quantities (Wr —W,,,,)(x;) and uN 5 [(WLN W) (@i)]-
Accordingly, Lemma 3.5 yields:

|Wn(.’L‘1, N ,:I,‘n)

~x

<lnN>”/2 - \/W (3.62)

d(wi, A

for some constant 7, > 0, which depends only on A. This concludes the proof of Corollary 3.7.
Similarly, to have a hand on filling fraction, we write:

Ni = Newn = N [ ALy = i) (€)1, (6) (3.69)

After replacing the function 14, by a smooth function which assumes the value 1 on Ay, vanishes on
Ay for A’ # h, and has compact support, we can apply Corollary 3.6 to deduce Corollary 3.8. O

4 Schwinger-Dyson equations for § ensembles

Let A = UZ=0 A}, be a finite union of pairwise disjoint bounded segments, and V be a C! function of
A. Schwinger-Dyson equation for the initial model u]‘\/,g can be derived by integration by parts. Since
the result is well-known (and has been reproved in [BG11]), we shall give them without proof. They
can be written in several equivalent forms, and here we recast them in a way which is convenient for
our analysis. We actually assume that V' extends to a holomorphic function in a neighborhood of A,
so that they can written in terms of contour integrals of correlators, and an extension to V' harmonic
will be mentioned in § 6.2. We introduce (arbitrarily for the moment) a partition 0A = (0A);+ U(0A)_

of the set of edges of the range of integration, and

L(z) = aewﬂA)(z —a), Ly, €)= L(zi = 5(5), Lo(2:61,6) = Ll(f”’fg = ?21(“”52). (4.1)
Theorem 4.1 Schwinger-Dyson equation at level 1. For any = € C\A, we have:
Wa(e,2) + (W) + (1~ %)axwl(:c) (4.2)
N jé & ég V/(i) _W;(&) B % = mL(_) utn 24
(-3 h i Criy W

7# dé1désy Lo(x;61,&2)
A2

@in?  L() (Wa(&1,&2) + Wi(&)Wi(&2)) = 0.

And similarly, for higher correlators:
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Theorem 4.2 Schwinger-Dyson equation at level n = 2. For any x,xa, ..., T, € C\A, if we denote
I =[2,n], we have:

2
Wn_;,_l(l',l',l’]) + Z W|J\+1(‘raZ‘J)an\ﬂ(xvxl\J) + (1 - B)arwn(xvxf) (43)
JcI

dg L(§) V'(§) Wa(,zr)
7N§é 2ir L(x) x—¢ - ae%;) 5 ot

de L Wn1(&, 70 4y) 2 d€ La(;€,6) .
5Zy§ 2ir L — (i —§)? * (1 5) 75 2t L(x) Wal&, 1)

_# dé1dés Lo(x 751’52)
2 (2im)2 L(z)

(Wn+1(§1,§2,$1 D Wi (€, 2s) Wy |J\(5275€1\J)) = 0.
JcI
The last line in (4.2) or (4.3) is a rational fraction in z, with poles at a € (0A);, whose coefficients
are linear combination of moments of A;.
As a matter of fact, if N € [0, N]9 so that |IN| = >.7_, Nj, < N, the correlators in the model with
fixed filling fractions qu: NN satisfy the same equations. Indeed, in the process of integration by

parts, one does not make use of the information about the location of the A;’s. By linearity, in a model

N where is random, the partition function Z = E[ZI‘\/[ JAV/N ) and the correlators W, (21, ..., 2,) =
E[WN/Nn(21,...,2,)] satisfy the same equations. The initial model MX,Aﬁ and the model with fixed

filling fractions are just special cases of the model with random filling fractions.
When g > 1, we denote A = (Ap)1<n<y a family of contours surrounding Ay, in C\A, and introduce

the vector-valued linear operator:

caln = (¢, 1 € 1) (4.4)

on the space of holomorphic functions in (@\A For any m € [1,n], We denote:

Wn\m($1,~--,$n—m) EA Wa(z1, .. T, ®)], (4.5)

which means that we integrate the remaining m variables on A-cycles. By definition, if we denote

(en)1<h<g the canonical basis of C9,

VVn|m(.T17 N ,xn_m) = Z MXTAﬁ[ H Nh H TI‘ ] ‘ éehi. (46)

1<hi,....hm<g i=n—m+1 ' i=1

In particular, W, ,, is the tensor of n-th order cumulants of the numbers Nj, of A’s in the segment
Ajy. We take as convention W, o(21,...,2,) = Wy(21,...,2,). Here, MX’T,B denotes the probability
measure in a model with N \’s and random filling fractions. If € € £, and if we specialize to the model

with fixed filling fraction €, we have:
Wn|m($17--~7xn—m) = 5n,15m,1 NE. (47)
In general, we deduce from Theorem 4.2:

Corollary 4.3 For any n = 1 and m € [0,n — 1], for any x,x2,...,Tn_m € C\A, if we denote
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I =[2,n—m], we have:

m
W,L+1|m($,$7$1) + Z (m,> vv\Jl-‘rl-‘rm/\m/(xaxJ)®Wn—|J|—m’\m—m’(x7mI\J) (48)
Jcr
osm’<m

(1 - B)a Wi (2, 21) Nyﬁ ;fr é 2 V(e xzng(&xz)

d§ Lf n— 1|m(§7x1\{z})
5ae(%; v g (o Wntm(@r) 52552177!396 (x =& (@ —&)?

) W,
)
d§ Lo(z;€,€) d§ydéy La(; 51,52
(1 - E) % % L(IZ’) Wn|m(€7x1) - ﬁ (21,”) (Wn-&-l\m 61752755[)

m
+ Z <m,>WJ|+1+m’m’(£1axJ)®Wn|Jm’|mm’(€25$I\J)> = 0.

JcI
o<m’<m

Proof. Straightforward from (4.3), once we notice that the integrals over a closed cycle of a total

derivative or a holomorphic integrand in neighborhoods of A in C give a zero contribution. O

5]
5.1

Fixed filling fractions: 1/N expansion of correlators

Norms on analytic functions and assumptions

In this Section, we analyze the Schwinger-Dyson equations in the model with random filling fractions

(which contains the model with fixed filling fractions as special case) and the following assumptions:

Hypothesis 5.1

A is a disjoint finite union of bounded segments Ay, = [a;, ,a}].
(Real-analyticity) V : A — R extends as a holomorphic function in a neighborhood U < C of A.
(1/N expansion for the potential) There exists a sequence (V=0 of holomorphic functions

in U and constants (v1*}) =0, so that, for any K > 0:

K
sup (V(¢) — 3} N-F vk (g) < o) N=(FD), (5.1)
&eu k=0

(9 + 1-cut regime) Wl{_l}(x) = limy_ oo N~ Wy (2) exists, is uniform for x in any compact

of C\A, and extends to a holomorphic function on C\S, where S is a disjoint finite union of

segments S, = [, , ] S Ap,.

(Offeriticality) y(z) = (V{O}) (2) Wl{fl}(x) takes the form:

o) [V —af )i @ —a)om, (5.2)
h=0

where S does not vanish on A, aj are all pairwise distinct, and p;, = 1 if aj € 0A, and p;, = —1

else.
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e (1/N expansion for correlations of filling fractions) For any m = 1, there exist a sequence

(Wi‘kn});@n_g of elements of (C9)®", and positive constants (wfﬁi)kzn_g, so that, for any K >
—1, we have:
S {k} (K+1) , 1K}
—k _
k=n—2

We say that Hypothesis 5.1 holds up to o( N~X) if we only have a 1/N expansion of the potential at
least up to o( N~%), and an asymptotic expansion for correlations of filling fractions up to o( N —(K _1)).

Remark 5.2 In the model with fized filling fractions, this last point is automatically satisfied since
W is given by (4.7). Then, Wl{fl}(x) is the Stieltjes transform of the equilibrium measure deter-
maned by Theorem 1.2, and Hypothesis 5.1 then constrains the choice of V and €.

We fix once for all a neighborhood U of A so that S71(0) n U = &, and contours A = (A)1<n<y

surrounding A, in U.

Definition 5.3 If 6 > 0, we introduce the norm || - |5 on the space ’HEZmeL (A) of holomorphic
functions on (C\A)™ which behave like O(1/x]"") when z; — o0

||f||6 = Sup |f<.%‘1,,37n)‘ = Sup |f(m1""7xn>|’ (5'4)
d(z,A)=6 d(z,A)=6

.....

From Cauchy residue formula, we have a naive bound on the derivatives of a function f € ’Hgl) in

terms of f itself:
m 2mtic
12" f(@)lls <~z 115y (5.5)

Definition 5.4 We fix once for all a sequence dn of positive numbers, so that:

In'/3 8§y /In N\ 1/3
e CON 5

lim
N—o 6]\7

If fe ’HSJP(A) is a sequence of functions indexed by N, we will denote f € O(Ry(5)) when, for any
e > 0, there exists a constant C(g) > 0 independent of 6 and N, so that:

1flls < C(e)67" By (9) (5.7)
for N large enough and § small enough but larger than &y .

This choice will be justified at the end of § 5.3.1, and we can simplify the condition by taking dn of
order N~—/3+¢ for some ¢ > 0 arbitrarily small. We notice it also guarantees the assumptions d(xz,A)

not much smaller than (N In N)~%2 as it appears in Corollary 3.7.

Definition 5.5 If X is an element of (C9)®", we define its norm as:

XI= D [ Xnionl (5-8)

1§h11-~7hn<g
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To perform the asymptotic analysis to all order, we need a rough a priori estimate on the correlators.
We have established (actually under weaker assumptions on the potential) in § 3.3 that:

1 _
(w5 wl™Y) eO(VNIN6~) (5.9)
and for any n > 2 and m € [0, n]:
Wjm € O((NIn N)"/2 5= (n=m)f) (5.10)

with exponent 6 = 1.
Our goal in this section is to establish under those assumptions Proposition 5.5 below about the
1/N expansion for the correlators. We are going to recast the Schwinger-Dyson equations in a form

which makes the asymptotic analysis easier. We already notice that it is convenient to choose
(0A)1 = {aj € (OA), pj, = *1}, (5.11)

as bipartition of JA to write down the Schwinger-Dyson equation, since the terms involving d, In Z
and 0,W,,_1 for a € (0A); will be exponentially small according to Corollary 3.3. If a = a},, we denote
ala) = a.

5.2 Some relevant linear operators

5.2.1 The operator K

We introduce the following linear operator defined on the space 'Hél) (A):

{0}y
K1) =W wiw - 15 § [P E L poeg e, e

L(z) Ja 2im x—¢&
where: d
P ) = b S oma(es e Wl () (513
A 2im
We remind that L(z) = [[,csa) (# —a(a)) and Lz was defined in (4.1). Notice that Wl{fl}(a:) ~1/x
when z — o0, and P{=1}(z,¢) is a polynomial in two variables, of maximal total degree |(0A)_| — 2.
Hence:
K1) > HP ). (5.14)

Notice also that:

O (2 )
mm:ﬂiiil—wﬁ%m:sw

5 (5.15)

where L(z) = [luc(on), (z — @(a)), and by offeriticality assumption the zeroes of S are away from A.

Let us define o(x) = \/HGE(OA)(I — a(a)) = 1/ L(z)L(z), so that 2% = L&) W may rewrite:

y(@) = S(z)”
Qf(x)
Kf(x) = =2y(x) f(x) + L) (5.16)
where: @y oy
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For any f € ’;‘-[gl)(A)7 Qf is analytic in C\A, with singularities only where (V{9)/(¢) has singularities,
in particular it is holomorphic in the neighborhood of A. Tt is clear that Im K < ’Hgl) (A). Let ¢ € Im K,
and f € Hél)(A) such that ¢ = Kf. We can write:

Cpee 6 dE o(€)(6)
7(@) f(0) = Res 722 (€) £(€) = via) - 5= TS, (5.18)

where: d
w(z) = = Res 22— () 1(6). (5.19)

Since f(x) € O(1/z?), (z) is a polynomial in 2 of degree at most g — 1. We then pursue the

computation:

o(z)f(x) w(x)_yg d 1 o6 <_¢(€)+ Qf(g))

2 &—x 2y(&) L(¢)
- o)+ P 5 s e [LO O + (@N(©)

2
- v+ § ot T e, (5.20)

using the fact that S has no zeroes on A. Let us denote G : ImK — ’Hgl)(A) the linear operator
defined by:

_ 1o Lde 1 L)
96)(e) =~ fi\ = T 750 ) (5.21)
One also obtains: W(z)
fl) = Tj) +(G o K)[f](). (5.22)

5.2.2 The extended operator K and its inverse

It was first observed in [Ake96] that % defines a holomorphic 1-form on the Riemann surface

¥o?= [ueon) (@ — a(a)). The space HY(Y) of holomorphic 1-forms on ¥ has dimension g if all
a(a) are pairwise distinct (which is the case by offcriticality) and the number of cuts is (g + 1) and.

So, if g = 1, K is not invertible. But we can define an extended operator:

K:H1PA) — ImkxC
[ — (Kf, Lalfdz]). (5.23)

. -1
Since (zg(m‘;z>
0<j<g-1

of linear forms:

are independent, they form a basis of H!(3). On the other hand, the family

£A2<y€11""’§ég) (5.24)

are independent, hence they determine a unique basis wy(x) = % € HY(X) so that:
Vh, K e [l,gﬂ, Wh' (I) = 5h,h’- (525)
Ap

L 4 thus induces a linear isomorphism of the space of H!(X). Its inverse can be written:

L4 [w] = Z wp, wp () (5.26)
h=1
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We deduce that K is an isomorphism, its inverse being given by:

K[, w](z) = Lalw— Egi(gw)dx]](x)

where G is defined in (5.21). We will use the notation Kg'p = K~'[p,w]. The continuity of this
inverse operator is the key ingredient of our method:

+ Gop(x), (5.27)

Lemma 5.1 Im K is closed in Hél)(A), and there exists s constant kr(A), ki(A) > 0 such that:
Y(pw) e ImKx C9, KL ol < kr(A) @l + ki (A)|w] (5.28)
[
Remark 1. If one is interested in controlling the large N expansion of the correlators explicitly in
terms of the distance of x;’s to A, it is useful to give an explicit bound on the norm of 16;1. For this
purpose, let o > 0 be small enough but fixed once for all, and we move the contour in (5.21) to a

contour close staying at distance larger than dg from A. If we choose now a point x so that d(z,A) < n,

we can write:

Go(x)

do) s g Lo 1 L f U Oy
d(&,A) (&A)

" 25@)o(@)  0(@) Jueny-a 27 25(6) 7~ & | 0() Taeny-s, 2 25() T - &

Hence, there exist constants C, C’ > 0 depending only on the position of the pairwise disjoint segments
Aj, such that, for any 6 > 0 smaller than dq/2:

IG¢lls < (CD(8) +C) 6 lglls + 672 |5, (5.30)

We set: L(f)
D.6) = su —= 5.31
(0) d(g,Aﬁlg‘S(o‘ (5:31)

For § small enough but fixed, D.(§) blows up when the parameters of the model are tuned to achieve
a critical point, i.e. it measures the distance to criticality. Besides, we have for the operator E;ll
written in (5.26):

u
maxi<n<g [|¥nlls
inf e a)=slo(z)]

1224 w]lls < |wl, (5.32)

and the denominator behaves like §~ /2 when § — 0. We then deduce from (5.27) the existence of a
constant C” > 0 so that:

IKa ells < (CDL(8) + C)S "Il + 6" Jaw, (5.33)
with exponent xk = 1/2.
Remark 2. From the expression (5.27) for the inverse, we observe that, if ¢ is holomorphic in C\S,
so is K 'y for any w € C9, in other words K (Im K n Hgl)(S)) c Hgl)(S).
5.2.3 Other linear operators

Some other linear operators appear naturally in the Schwinger-Dyson equation. We collect them
below. Let us first define:

A Wi(z) = N Wi(z)—wi (), (5.34)
AaP@e) = gl 2LamE A W) (5.35)
AgV(z) = V(z)— V). (5.36)
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Let also A1, hy be two holomorphic functions in U. We define:

W 1) L) - f 55 2ESD .

Lo : 7-[52) (A) — ’Hgl)(A) Lof(x) = é ?gi:)% Lg(i;(il)’ &) f(&1,62),

My HP(A) = HP(A) Mo f() = }’g i féﬁ; (w - 58 -2’

Nh17h2 : Hgl)(A) - ,Hgl)(A) Nhhhzf(x) = ! ¢ ﬁ (M + h2(§))f(§) )

L(z) Ja2im\ x—¢
AK : HPV(A) - HD(A) (AK)F(2) = —Niagvy.a, P LF1(x) + 28 Wi (2) f(2)
+ %(1 _ %)@ + L) f (). (5.37)

All those operators are continuous for appropriate norms, since we have the bounds, for §; small
enough but fixed, and § small enough:

ClILg
It @lls < =5 =5 Ml
CIL" |G
[L2f(2)|l; < DL )U I f1ls, »
C||L
IMoflly < Hieits ')'“ £z
ILha |l + [Pl
Ny olls < hallG If1ls + C 5“D o) 1N, »
HAK)flls < (IQoVYIIF + 211 A Walls) 1 flls + |1 ~ Hfllm
5 Né
L(AVY T + |AZ1P| [
+C H ( 0 )”U ” 1 ||U ”szSg (5.38)

Dy,(0) do

for any f in the domain of definition of the corresponding operator, and:

C=tM)/mt(g+1),  Dio)= it |L@). (5.39)

If all edges are soft, Dy (§) = 1, whereas if there exist at least one hard edge, Dr,(9) scales like § when
0 — 0.

5.3 Recursive expansion of the correlators
5.3.1 Rewriting Schwinger-Dyson equations
For n = 2 and m € [0,n — 1], we can organize the Schwinger-Dyson equation of Corollary 4.2 as

follows:

1 2
[+ ak+ < (1- B)é’w]WMm(x,xI) = Ayt + B + Crtjm + D1, (5.40)
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where:

N=YLy — i)W, 1jm (2, 2, 21),

An+1|m(x; l‘])

_ . m
Bn|m(l',I[) = N 1(£2 *ld){ Z <m,>WJ|+1+m’m’(xaxJ)®Wn|Jm’|mm’(xazI\J)}a
JSI, 0<m/<m
(Jm")#(,0),(I,m)

2
Cn71|m($;x1) = 767NZ;MI7Wn71|m(I7II\{z})’
1€
2 L(a
Dn—1|m(x;m1) = ﬁ7]\7 Z (_) aaWn—Hm(xI)' (541)
a€c(0A) 4+

This equation can be rewritten, with the notation K¢ = K~![¢, w] and by definition (4.5) of Woims

Wn\m(x7x1) = I/C\a/lfn‘wwrl(wl) I:An+1\m(xax1) + Bn|m(x7$1) + Cn*l\ﬂl(a%x]) + Dn*l\m(x?xl)

(AR W (@, 21)] — %(1 - %)(ax LW, 2r)], (5.42)

where it is understood that the operators all act on the first variable (or the two first variables for
L2).

For n = 1 and m = 0, we have almost the same equation; with the notation of (5.34), and in view
of (4.2),

AQ(,T)-I—DO 1 (l—g

AWi@) = Kilw, [ -5 (1-3) @+ Lomi()

N N 8
— Nagvy oWile) - (A71W1(ar))2], (5.43)

where:
AWy = LA[A W] = NP La[Wh] — La[WH] (5.44)

is the first correction to the expected filling fractions.
We would like AK to be negligible compared to K in (5.40), that is

1K (AR5 < I1£1l5 (5.45)
This can be controlled thanks to (5.33) and (5.38). From our assumptions, we know that:
IA PG eo(l), AV € O(1/N). (5.46)

Taking into account those estimates in (5.38), we observe that it will be possible independently of the

nature of the edges provided § is restricted to be larger than d such that limpy_, 4 5&1/2 |A_ W, ||5N =

1—2/5
N§°/?

independently of BNif:

0, and limy_, = 0. Given the a priori bound in Corollary 3.7 on A_; W7, this can be realized

. InN +/Indy
lim A/ ——

N—x N (SN

Do(55) 63" =0 (5.47)

Since we consider here a fixed, off-critical potential, D.(§) remains bounded, and since k = 1/2, this

condition is equivalent to:

. (1nN)1/3 1n1/35N
im

N ON
It justifies the introduction of the sequence d in Definition 5.4. Then, by similar arguments, || Dy, |5

-0 (5.48)

N—

will always be exponentially small when N is large provided § > dy, and thus negligible in front of

the other terms.
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5.3.2 Initialization and order of magnitude of W,

We remind 6 = 1 and x = 1/2 here. The goal of this section is to prove the following bounds.

Proposition 5.2 There exists a function Wl{o} € ’Hél)(S) independent of N so that:

3
_ (-1} {0} In" N De(0) \2 (2011
Wy = NWY 2wl - Agwr, AW e 0( (DL(6)> B ) (5.49)

It is given by:

W% (@) = K Lo {[ - (1- %) (6 + L1) — /\f(vmy’o]wf—”} (z) (5.50)

11

Proposition 5.3 For any n = 2, there exists a function W,énd} € Hén)(S) so that:

W = N2 (WD 4+ A Wy, (5.51)
where: Di(5) \3n-3
~1/2 an—3/2 ( Le "7 e (n—m)—(k+6)(3n—3)
An_sW, € o(N (InN) ( o 5)) 5 ) (5.52)

Prior to those results, we are going to prove the following bound:

Lemma 5.4 Denote r¥ = 3n — 4. For any integers n = 2 and r = 0 such that r < r}, we have:
ner ntr ( De(6)\"
Wi O(N = (In N) ™ ( ¢ ) 5—9<"—m>—<”+9>r) 5.53
me (0 )*F (555 (559)

Proof. The a priori control of correlators (3.28) provides the result for » = 0. Let s be an integer,
and assume the result is true for any r € [0, s]. Let n be such that s + 1 < r¥ = 3n — 4. We consider
(5.42) which gives W, ,,, in terms of W,, 1), and Wy, for n’ < nor n’ = n but m’ > m, and we

exploit the control (5.33) on the inverse of K. We obtain the following bound on the A-term:

D.(9)
Dr(6)

n—(s+1)
2

,’C‘—l
Woim+1

s+1 ) _
) 6—(n—m)9—(é+1)(n+9) + HWn\m-&-IH(;(S 1/2)7

(5.54)
and we now argue that it will be the worse estimate among all other terms, given that 6 > dny. The

(An+1\m) € O(N (In ) ntstl (

B-term involves linear combinations of W 1, @ Wi,y —py. Notice that:
* % %
§=Tj1 STy — T4 =Tnj (5.55)

Therefore, we can use the recursion hypothesis with r = r¥, | = 3(j+m/)—1 to bound Wj s 1),

and with r = s — to bound W,,_;_p/|m—m, and we find:

*
Tjtm+1

D.(9)
Dr,(6)

n—(s+1)
2

s+1
) §—(n=m)0—(s+1)(s+0) ||Wn\m+1||56_m)

(5.56)
we can use the

Ko nt(s+1)
KV[}vz\m+1(B"|m) € O(N (lnN) b} (

which is of the same order as (5.54). The C-term involves W,,_y,,. If s < 7%_,,

recursion hypothesis at » = s to bound it as

529—3

. D.(9)
KWopir (Camtiin) € O <N2 Y

Dr,(6)

n—(s+1)
2

(In V) 24 ( )S+16—(n—m)9—(s+l)(/{+9)) (5.57)
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The prefactor makes this term negligible comparing to (5.54). If s > r* we can only use the

and find the bound:

n—1»

recursion hypothesis for r = r*_,,

. De(§)\3n—6 _
1 2—n 2n—4 (n—m)0—(3n—4)(k+0)+2(0—k)
Kb, (Coip) € O(N (In N) (DL((S)) 5

[ Wagmnall567), (5.59)

and thus still negligible compared to the A-term when N — o0 and § — 0. We can conclude by

recursion from m = n to m = 0, taking into account the assumed expansion (5.3) for W,,/,,. O

Proof of Proposition 5.2. Lemma 5.4 for r = 1 gives the bound:

WQGO(\/NI SN D (9) 3‘)*“)) (5.59)

L(9)

Then, in (5.43), we find that As € O(ND (6))’

for uniform convergence in any compact subset of C\A, so that HICW - +1(A,1W1)2l5 is neglectable

and we already know that |A_;Wj| goes to zero

with respect to A_;Wj at list for § not going to zero with N. By continuity of 16’1, we deduce
that NA_;Wi(z) has a limit Wl{o} for convergence in any compact subset of C\A, given by (5.50).
Reminding Remark 2 page 28, this limit belongs to ’H;I)(S), and given the behavior of Wl{fl} at the

edges, we have a naive bound:

0" ) (5.60)

Dp(d)
and we have already argued at the end of § 5.3.1 that ||[N~'(d, + £1)(A_1W1)||s was negligible
compared to [A_1Wi|[;, provided § > dn. Moreover, Therefore, the worse estimate on the error

(0n + L1)W," eo(

AoW1 is given by the term As. Taking into account the effect of K-t given in (5.33), we find:

AW, € o((ln \%3/2 ( gL((?))z 5—<39+2”>) (5.61)

which is the desired result. O

Proof of Proposition 5.3 We already know the result for n = 1. Let n > 2, m € [0,n — 1], and
assume the result holds for all n’ € [1,n — 1] and m’ € [m,n]. We want to use (5.40) once more to

compute W, ,,,. Applying Lemma 5.4 to r = 3n — 4 for n > 2, we find:

(1n N)2n73/2
VN

whereas the recursion hypothesis implies that B,,,, and C,,_;,, are of order O(N?~"). Hence,
Wi = N2(W2 LA, o W,,,,) with:

n|

An+1\m c O(N27n DL(5))*(3"*4) 57(n+17m)07(3n74)(9+n))’ (562)

{n—2} -1 {n—3
Wn\m (l‘,l‘]) - KW{\"mi}l( I)[ ZM%Wn 1|m

(z,21) (5.63)

. J|—14+m n—|J|—2—
+(L—i{ Y] ( >Wf]||+1+m,7i (z.20) @W 2] (@ wn ) ]
osm’<m
I

Jc

The error term A,,_oW,,,,, receives contribution either from errors A, oW, appearing in By,
and C),_1;,, which we already know how to bound. And the restriction that limy_.q N2, = +0
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guarantees that they are negligible in front of A, ), computed in (5.62). Hence, we deduce by
substracting Wiﬁrf} and inverting K that:

(In N)4n=3 D (§)\37=3 0 (3.
A, W, 5~ (n=m)0—(3n—3)(0+x) 64
2Wpm € O N (DL(6)> ) (5.64)
which is the desired result at step (n,m). We conclude by recursion. 0

5.4 Recursive expansion of the correlators
Proposition 5.5 For any kg = 0, we have for any n > 1:
Wopm(@1,. .., @ 2 NTFWEE (21, w) + NTR(A W) (@1, @), (5.65)
k=n—2
where:

(¢) for any n = 1 and any k € [0,..., ko], Wim has a limit when N — o0 in Hgnim)(S) for

pointwise convergence in any compact of (C\A)*~™ and:

{k} In N "‘HC DC((S) 2k —(n—m)0—(n+2k)(x+0)
w eo(( )5t <DL(5)) 5 ) (5.66)

(ii) for anyn =1, Ag, Wy, 67-[(" m)( A) and:

In N)r+ko+1/2 D (§) \n+2ko+1 .
G el 1) B B

Proof. The case kg = 0 follows from § 5.3.2, and we prove the general case by recursion on kg, which
can be seen as the continuation of the proof of Proposition 5.3. Assume the result holds for some
ko = 0. Let us decompose:
ko+2
V=) NFyH g NRetA, LY (5.68)
k=0
We already know that the loop equations are satisfied up to order N'=%0. We can decompose the

remainder as:

1 2
N0+ AR+ (11— B)ai}akowmm(x,x,) = N~ (BU (@300) + RU (w520)). (5.69)

It is understood that all linear operators appearing here (and defined in § 5.2) act on the variable(s)

x. We have set:

e 0}(30;951) = (Eg—id)[W{k0 }(x,x,xI)]

n|m n+1|m

m . {k} {ko—k}
+ Z Z <m/) (‘CQ - ld) [VV|JH-1+m’|m’ (:L" x‘]) ® W7L—U\J| m’\m—m/(x’ xl\J)]
0<k<ko JSI
o<m’/<m

2 &
(1= F) @+ oWl wan)+ D) Myten-syo[Wi o]
k:=n072

ZM% @ en )], (5.70)
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and:
Rfﬁ;ﬁ(x;m) = (L2 —id)[AkgWyi1m(z, 2, 21)]
+ 2 Ez—ld Akom.]‘+l+7,L/|m/(,’E7$J))®Wn_‘Jl_m,‘m_m/(l"xl\J)]

osm’<m
JcI

+ > YL —id[Wh L (,20) ® (AW i (2, 710,0))]

0<k<ko JSI
o<m’/<m

k
ko—l1
+ Z A/-(AHlv)’vO[Wih(:L }(x x] BZML Ako n— 1‘m(.’£ x[\{l})]

I=-1 iel

2 L(a
=) x_ia W sja)
ae(0A)

Let us denote:

wih (N, 6) =

n\m

7(n+2k+1)(n+0). (571)

(IHN)nHHl/z D.(6) n+2k+157(n—m)0
VN (DL(5))

Thanks to the recursion hypothesis and the bound on the norm of the inverse of K from (5.33), we
find:

Ko Ryjm € O(wiF1(N,6)). (5.72)

This bound arise from the three first lines. Indeed, the two last terms are negligible compared to

wyﬁl} as noticed in the proof of Lemma 5.4, and the term involving A; 1V is of order (In N)?/N for

some p, with a dependence in ¢ which is less divergent than that appearing of wfjﬁ ) Therefore, we
deduce by recursion on m from m = n to m = 0 that NAy W,,,,, converges to:

{ko+1} 1

Wn‘r(y)l ( ) ’CW{k0+1}( I)

nim+1

[Eflk‘)}(x, xf)], (5.73)

pointwise and uniformly on any compact of (C\A)®~™. Besides, the estimate (5.72) yields the bound
(5.67) for the error, while the recursion hypothesis combined with (5.73) leads to (5.66). O

This proves the first part of Theorem 1.3 for real-analytic potentials (i.e. the stronger Hypoth-
esis 1.3 instead of 1.4). For given n and k, the bound on the error AyW,, depend only on a finite

(x7

number of constants v{*’} ,w,, ' appearing in Hypotheses 5.1.

5.5 Central limit theorem

With Proposition 5.2 at our disposal, we can already establish a central limit theorem for linear
statistics of analytic functions in the fixed filling fraction model. It will be refined for non-analytic
but smooth enough functions in § 6.1.

Proposition 5.6 Assume the result of Proposition 5.2. Let ¢ : A — R extending to a holomorphic
function in a neighborhood of S. Then:

N
BN s [exp (; ‘P()\i))] = exp (NL[so] + M[ep] + % Qlp, ] + 0(1)), (5.74)
where:
Ll = sevwi O, win = ¢ oW (5.75)

Wl{o} has been introduced in (5.49), and Q is a quadratic form given in (5.78) or (5.79) below.
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Proof. Let us define V;, = V — = <p Since the equilibrium measure is the same for V; and V, we
still have the result of Propositlon o.? for the model with potential V; for any ¢ € [0, 1], with uniform

/ dt 35 o WY (€) p(€)

/ at zm POIN WY w5 O )] +0(1) (5.76)

errors. We can thus write:

In um,@[exp ( i w(&-))]
=1

As already pointed out, WV“{O} le;{o}7 and from (5.49):

WYOr Vi) ?(/c— f.?ON/O)[ w1 (5.77)
Hence (5.74), with:
d ~
QL] = =5 b 3 2l (il oM)W 06) (578)

If we restrict to the model with fixed filling fraction, it can be simplified to:

dé, dg
Al o) = b TS el W 6.6 (5.79)
A (2im)?
where W2V % has been introduced in (5.51) and we recall W2‘|/1 = 0 for the model with fixed filling

fractions. From the proof of Proposition 5.2, we observe that the o(1) in (5.74) is uniform in h such
that supgcr,, [9(§)| is bounded by a fixed constant. O

In other words, the random variable & = Zfil ©(N;) — L[] converges almost surely to a Gaussian
variable with mean M|[g] and variance @[y, ¢]. This is a generalization of the central limit theorem
already known in the one-cut regime [Joh98, BG11]. A similar result was recently obtained in [Shc12].
In the next Section, we are going to extend it to holomorphic h which could be complex-valued on A
(Proposition 6.3). In general, to establish the central limit theorem, one could be tempted to use the

definition of the correlators:
N d{
n VA 2 V
Akt (S re)] s 1] o &) WY (6, ), (5.80)

then represent Gy (t) = In ,ux;A sle e'®] by its Taylor expansion up to ¢ = 1, and use the result of
Proposition 5.2 that W)Y € O(N2~") to conclude. However, for any fixed N, G (t) is analytic in the

domain of the complex plane where ,u N ﬂ[ ®] does not vanish, and it is not obvious that for N large

enough (although it will turn out to be true) that this does not happen for some tg € C with |to| < 1,

i.e. that the Taylor series converges in the appropriate domain.

6 Fixed filling fraction: refined results

In this section, we show how the asymptotic expansion of multilinear statistics for non-analytic test
functions can be deduced from our results, thanks to their explicit dependence on the distance of the
variables x (appearing in the correlators) to A. We also show how to extend our results to the case of
harmonic potentials, and potentials containing a complex-valued term of order O(1/N). The latter is
performed by using fine properties of analytic functions (the two-constants theorem) as was recently

proposed in [Shel2].
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6.1 Multilinear statistics for non-analytic test functions

Our methods establish a control on n-point correlators W, (z1, ..., z,), depending on how x1,...,x,
approach the range of integration A. We now argue that it gives a control n-linear statistics for

test functions with regularity lower than analytic. If s is a finite-dimensional vector, we denote
sl = 2 Isil-
Lemma 6.1 Let f,, be a holomorphic function defined in a neighborhood of A™ in (C\A)™. Assume

there exists C,r, and n € (0,1) small enough, such that

C
Vo =, sup  |fn(&1,. . 60)] < 5 (6.1)
(€M) =5

Then, there exists a constant C' so that, for any s satisfying |s|1 € [r,r/n], we have:

‘%nn 5] 18153 flv---afn) <0/|5|I (62)

2im

Proof. For § small enough but larger than 7, let C(4) be the contour surrounding A such that
d(&,A) = 6 for any € € C(0). When A has (g+1) connected components, its length is 2(£(A)+ (g+1)79).
For any s € R, we find:

[ TG 6

) %71(5) % e 185&; Fal€rye o 60)

< C(ESTA) +(g+ 1)5)n elshomring (6.3)

We now optimize this inequality keeping |s|; large in mind, by choosing § = r/|s|;, which leads to the
desired result. ]

Corollary 6.2 Let ¢ : R®™ — C be a continuous function with compact support, so that its Fourier
transform satisfies:
@(s)eo(ls|™),  |s| > (6.4)

Then, for any integer kg such that r =1+ k + 26 + Qk" (k + 6), we have an expansion of the form:

,uNB[ﬁ ( 2 )] Z N~ M{k}[ 1+ O(N*(koﬂ/?)(ln N)n+ko+1/2) (6.5)

j=1 ;=1 k=n—2

Proof. Let > 0, and define a function ¢,, by its Fourier transform @, (s) = e~"l*| 3(s). It is analytic
in the strip {¢ € C, |Im¢&| < n}, and we may write:

MNﬁ[ﬁ(lzlﬁpn i )] 55 (]_[ ) w1y En) (6.6)

We may insert the large N expansion of the correlators established in Proposition 5.5:

I

ko
Walrs o) = 30 NFWI €, 6) + N7 A (6, 60) (6.7)

k=n—2

36



where:

(1nN)n+ko+1/2 D.(8) \n+2ko+1
VN <DL(5)) ’

We may pass to the limit  — 0 in (6.6) when the integrand in the right-hand side is integrable near

1A Walls € O( n0—(n+2k0)(n+9))) (6.8)

|s|y = oo0. It constrains the allowed behavior for $(s) at |s| — co. The worse behavior at |s|; = oo
comes from the error term Ay, W,,. Lemma 6.1 implies that, for any € > 0, there exists a constant
C: > 0 such that:

n ‘ n+ko+1/2 —1\
315 (1_[ 4 e_isffj)Wn(&, )| <o AT (Dc“S'tl) ) PO | oo (n ko)t 0) e
o 2T VN Dr(lsly ™)
(6.9)
Assume now that @(s) € o(|s|~"). Then, integrability at |s|; in (6.6) requires:
nf + (n+ 2ko)(k +6) —n(r+e) < —n (6.10)
In other words, performing an expansion up to o( N~*0) if the regularity exponent r satisfies:
2k
=14 k420 + =2 (k+0). (6.11)
n
]

6.2 Extension to harmonic potentials

The main use of the assumption that V is analytic came from the representation (1.6) of n-linear
statistics described by a holomorphic function, in terms of contour integrals of the n-point correlator.
If ¢ is holomorphic in a neighborhood of A, its complex conjugate © is antiholomorphic, and we can
also represent:

u%ié[i o0 = yﬁ L o) Wi () (6.12)

2im
In this paragraph, we explain how to use a weaker set of assumptions than Hypothesis 1.3 | where

7analyticity” and ”1/N expansion of the potential” are weakened as follows.

Hypothesis 6.1 e (Harmonicity) V. : A — R can be decomposed V. = V; + V,, where Vi, Vs

extends to holomorphic functions in a neighborhood U of A.

e (1/N expansion of the potential) For j = 1,2, there exists a sequence of holomorphic functions
(V;‘k});@() and constants (v]{k})k so that, for any K > 0:

sup

K
sup |V;(6) - SNV (g)| < o oD (6.13)
€ k=0

In other words, we only assume V to be harmonic. ”Analyticity” corresponds to the special case
V5 = 0. The main difference lies in the representation (6.12) of expectation values of antiholomorphic
statistics, which come into play at various stages, but do not affect the reasoning. Below chronologi-
cally Section 5, we enumerate below the small changes to take into account.

In § 4, in the Schwinger-Dyson equations (Theorem 4.2 and 4.2), we encounter a term:

. L) V/(\
erl?[. ((x)) (Ai)

L .13—/\1'

n N
i=1 j=

(X =) (6.14

2 i;=1"7 i
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It is now equal to:
1 d§ Vi) 1 yg dg 12189,
— @ —L Wi (&, ———Q —= L(¢&) = W&, xr). 6.15
L(x) 5é 2im © x—£& (&) L(x) Jp 2im © T—¢& (&) (6.15)
Remark that (6.14) or (6.15) still defines a holomorphic function of x in C\A. The second line in
Corollary 4.3 has to be modified similarly. In § 5.2, we can define the operator K by (5.16) with Q(z)

now given by:

of@) = ¢ FEPTIO@E 1O
de LOM™M© - L)) ()
* 512 i E—x 1)
.\ 55 4§ LEOO)(© = L@ (@) ;o (6.16)
A 2im E—7 . ’

It is still a holomorphic function of x in a neighborhood of A, thus it disappears in the computation
leading to formula 5.22 for the inverse of I, which still holds. In § 5.2.3, the expression (5.37) for the
operator AKX used in (5.40) should be replaced by:

BOf@) = 284 f@) + 5 (1= 5)es@)
~Naoviy,a_, P [F1(2) = Nagv,y ol f1(@), (6.17)

and the bound (5.38) still holds, where v is replaced by vy 9 + va,0 introduced in (6.13). In § 5.3.1-
5.4, all occurences of Ny o[f](z) should be replaced by Ny, y o[f](x) + N(v,y 0[f](@) (and similarly
for MAkV)’,O or /\/(V{k})/70). The key remark is that the terms where V, appear involve complex
conjugates of contour integrals of the type g(&) T{Lk}(f,m) or g(&) AW, (&, x7) where g is some
holomorphic function in a neighborhood of A. Their norm can be controlled in terms of the norms
of Wék} or AW, on contours I'; as were the terms involving V;, so the recursive control of errors in
the 1/N expansion of correlators for the fixed filling fraction model is still valid, leading to the first
part of Theorem 1.3, and to the central limit theorem (Proposition 5.6) for harmonic potentials in a
neighborhood of A, which are still real-valued on A.

6.3 Complex perturbations of the potential

Proposition 6.3 The central limit theorem (5.74) holds for ¢ : A — C, which can be decomposed as
© = p + Pa, where 1, py are holomorphic functions in a neighborhood of A.

Proof. We present the proof for ¢ = t f, where t € C and f : A — R extends to a holomorphic
function in a neighborhood of A. Indeed, the case of f : A — R which can be decomposed as
f = fi + f2 with fi, f» extending to holomorphic functions in a neighborhood of A, can be treated
similarly with the modifications pointed out in § 6.2. Then, if ¢ : A — C can be decomposed
as ¢ = @1 + P2 with @1, 2 holomorphic, we may decompose further ¢; = gof + igojl», then write
V=V — (o +¢f) and f = (¢] — ¢3), and:

szi/:ﬁ[exp (JZ_V: h(M))] = MXZé’ﬁ[exp (i(g&{z + wf))] ugigﬁ[exp (i if()@)]. (6.18)

=1 =1
The first factor can be treated with the initial central limit theorem (Proposition 5.6), while an
equivalent of the second factor for large N will be deduced from the following proof applied to the
potential V.
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This proof is inspired from that of [Shcl12, Lemma 1]. From Theorem 1.3 applied to V up to
o(1), we introduce Wi for (n, k) = (1,—1),(2,0), (1,0) (see (5.51)-(5.49)). If t € R, the central limit
theorem (Proposition 5.6) applied to ¢ =t f implies:

Hye ﬁ[(Etﬂ )] = xRN (©).  Gxl) = exp (NELL+1 17+ 5 QL A1), (619)

where sup;e(_r, 7,7 [Bn (t)| < C(To) nv and limy o ny = 0. Let Tp > 0, and introduce the function:

~ 1

B (1) = Gz BN (6.20)

For any fixed N, it is an entire function of ¢, and by construction

sup |Rn(t)| < 1. (6.21)
te[—To,To]

Besides, for any t € C, we have

[ (30 700) | < it e ( S3men 70 62
i=1 i-1

Therefore, we deduce that

) 1 Gn(Ret)
P P B INWY)
<1, Ol G <, 1GN (0]
C(TO>77N ltslgg)b exp ( Q[fa f])
1
) m (6.23)

for some constant C’'(Tp). By the two-constants lemma [NN22], (6.21)-(6.23) imply

2T /T,

VT G]O,To[, sup ‘RN( )| (C (TO)UN) 2¢(T,To)/ﬂ'7 ¢(T, To) = arctan(W) (624)

[t|<T

In particular, for any compact K of the complex plane, we can find an open disk of radius Ty which

contains K, and thus show (6.19) with Ry (¢) € o(1) uniformly in K. ]

We observe from the proof that Proposition 6.3 cannot be easily extended to Ty [t| € O(1) with

Tn — +00. Indeed, the ratio Gy (Tn(Ret))/|Gn(Tnt)] in (6.23) will not be bounded when N — oo,
hence applying the two-constants lemma as above does not show Ry (t) — 0.

Corollary 6.4 In the model with fized filling fractions €, assume the potential Vi satisfies Hypothe-
ses 5.1. Then, if ¢ : A — C can be decomposed as ¢ = @1 + P2 with ¢1,ps extending to holo-
morphic functions in a neighborhood of A, then the model with fized filling fractions € and potential
V = Vo + ¢/N satisfies Hypotheses 5.1. Therefore, the result of Proposition 5.5 also holds: the
correlators have a 1/N expansion.

Proof. Hypothesis 5.1 contrains only the leading order of the potential, i.e. it holds for (Vp,€) iff it

holds for (V = Vh+h/N,€). Proposition 6.3 implies a fortiori the existence of constants C,C_,C > 0
such that:

VA

Cc_CN<zyi <o e (6.25)

39



Using this inequality as an input, we can repeat the proof given in Section 3 to check to obtain Corol-
lary 3.7 (i.e. the a priori control reminded in (5.9)-(5.10)) for the potential V. Then, in the recursive
analysis of the Schwinger-Dyson equation of Section 5 for the model with fixed filling fractions, the
fact that the potential is complex-valued does not matter, so we have proved the 1/N expansion of
the correlators. O]

This proves Theorem 1.3 in full generality.

6.4 1/N expansion of n-kernels

We can apply Corollary 6.4 to study potentials of the form:
2
Veu() =V = 55 D s Ine; = §) (6.26)
J

where z; € C\A, and thus derive the asymptotic expansion of the kernels in the complex plane, i.e.
Corollary 1.7 and 1.8. Indeed, let us 1ntr0duce the random variable He(x) = 377, ¢; ZZ Inx; —A).
We now know from Proposition 6.3 that In ,u N’E) 5[ etfe (x)] is an entire function. Therefore, its Taylor
series is convergent for any t € C, and we have:

Kpe(x) = exp (lnﬂNeﬁ[ tHc(X)])
— exp ; = 515 1:[ ; ) (61, ,gr)) (6.27)
which can also be rewritten: )
Kono(x) = exp () L85 (W,]) (6.28)

where we introduced: n ,
Lef@) = D¢ [ (6.29)
o¢]

As a consequence of Proposition 5.5, W,, € O(N?~") and has a 1/N expansion. Therefore, only a

finite number of terms contribute to each order in the n-kernels, and we find:

Proposition 6.5 Assume Hypothesis 1.5. Then, for any K > —1, we have the asymptotic expansion:

k+2
Koolx —exp{ M N- (Z Lol {k}])}, (6.30)

k=—1

where § = inf; d(x;,A) is assumed larger than dn introduced in Definition 5./. For a fived K, it is

uniform for & in any compact of (C\A)™. ]

If ¢ : A — Cis a function such that @(s) € o(|s|™") when |s| — o0, one could study by similar methods
the asymptotic expansion of the exponential statistics u}\/,g [ef[#]] where H[yp] = Zfil ©(A;), that we
would establish thanks to Corollary 6.2 up to o( N~5()), where

r—(1+n+20)J

K(r) = [ 2(k + 0)

(6.31)

Note that K (r) = 0 implies r > 1 + k + 20 = 7/2. In particular, we can deduce:

Proposition 6.6 The central limit theorem 5.6 holds for test functions ¢ such that |p(s)| €
o(|s|~(HR+20Y when |s| — oo.
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7 Fixed filling fractions: 1/N expansion of the partition func-
tion

In this Section, we restrict ourselves to the fixed filling fraction model, i.e. we study ux;i\ 5 for some
€ € &,. Following § 6.2, it is again not difficult to consider potentials of the form V = V; + V,, with
V1, Vs is holomorphic, so we will write down proofs only for holomorphic V.

7.1 Interpolation principle

Recall that, if (V) is a smooth family of potentials so that d;V; is holomorphic in a neighborhood of
A, we have:
. N dé
oz, = PN L AE G e, 7.1
232 = =55 A WO (7.1)
We are going to interpolate in two steps between the initial potential V', and a potential for which the

partition function can be computed exactly by means of a Selberg /3 integral.

7.1.1 Reference potentials

We first describe a set of reference potentials. Let v = [y~,7"] be a segment not reduced to a point,

and pT two elements of {+1}. We introduce a probability measure supported on +:

40y, (2) = 2\ J(@ = 47) (7 — 2 da, (7.2)

where the constant cr , ensures that the total mass is 1. It is well-known that o , = ,uX(] 7 for the

following data:

o if (p7,p") =(1,1), 0,,, is a semi-circle law, and it is the equilibrium measure for the Gaussian

potential

8 T4+ 4T 2 8
V,, = z— ) S — 7.3
T (v —)? ( 2 T (vt =y)? (73)

on 7, any interval of 7, = R which is a neighborhood of ~.

o if (p7,p") = (—1,1), 0., is a Marcenko-Pastur law, and it is the equilibrium measure for a

linear potential:
4(x —~7) 2

Vip=—17"""", Cyp= ——— (7.4)
e T T A (e
on ¥, any interval of 7,, = [y~, +oo[ which is a neighborhood of +.
o if (p=,p") = (1,-1), we have similarly a linear potential:
4(yt —x) 2
Vo o — 7 Cypp= —— (7.5
7P ,er — = vsP ,er — )

on 4, any intevral of v, =] — 00,7"] which is a neighborhood of 7.

o if (p7,p%) = (—1,-1), 04, is an arcsine law, and it is the equilibrium measure for a constant
potential:
Vyp=0, Cyp=1 (7.6)

ony=7=Ym-
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When we choose ¥ = 7,,, the partition function ZJ‘Q’BPW"L of the initial model with such potentials are

special cases of Selberg (8 integrals, and therefore can be computed exactly. We have in general:

+ —
Vs pim 7=
2357 = exp (= [(B/2)N% + (1= B/2)N] n (=) ) 24, (7.7)
where Z]’i,’ 5 do not depend on vy and their expression is given in Appendix B.2.

7.1.2 Step 1: interpolation with a reference potential

Given A = |7 _, A = U7 _olay, . a) ], we consider the support of the equilibrium measure ugq‘;‘, which

is of the form Se = 7 _, Sn.e = U7 _olo, o @ ], with signs ps = (pj,, pi) indicating the soft of hard
nature of the edges. Let (Up)o<h<y be a family of pairwise distinct neighborhoods of Aj. We denote:

g9
ref e Z (Eh Vsh e7ph Z 2€h’ / In |.’II - §|d0'sh, G;Phl( )) . (78)

h'#h
By construction, Ve e is holomorphic in the neighborhood U = Ui:o Uy, of A, and:

g
Oref, e Z €n 0Sy, c,pn (79)

is the equilibrium measure for the potential V;ef e on A. Indeed, it satisfies the characterization (1.20).
Notice that o.ef has same support as fteq,e, edges of the same nature, and same filling fractions.
Besides, V}r satisfy the assumptions of 1.2. Then, if we consider the convex combination of potentials
Vs = (1—8)V +8Viet, it follows from the characterization (1.20) that the equilibrium measure associated
to Vi on A with filling fraction € is precisely:

MXC;:A (1-— s),ueq e+ SOrete. (7.10)
Besides, since both ueq ¢ and oyer e satisfy (5.2) with edges of the same nature, we conclude that if V
satisfies 1.2, so does the family (Vi)se[o,1]- Therefore, we can use Theorem 5.5 to deduce from (7.1)

the asymptotic expansion:

VA

ZN N _ {k+1};V;
s = Xp{ 3 [ it - vy <£>}. )

N,e,3

7.1.3 Step 2: localizing the supports

We now have to analyze the partition function for the reference potential Vit defined by (7.8). When
g = 0 (the one-cut regime), V;or coincides with one of the reference potentials, and we know that up
to exponentially small correction, Z V”"
n (B.6)-(B.8), so there is nothing more to do.

Assume now g > 1. Let us define shortening flows on the support:

will be given by the Selberg integrals described case by case

- + + - - + - +
: - t+) _ t | et e ey Yhet e Ay et o
o if (p,,p;) = (1,1) or (=1,-1), weset S} _ = 5 - <, 5 + =t

e if (p,,pf) = (—1,1), we set She= [oz,;e,oz;;e + t(a;{)e — a;e)],

o if (p,pi) = (1,=1), weset S}, . = [a; . —t(af . — oy ), ]
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We consider the family of potentials on A:
Vi Z 10, (2) (en Vet o () — 3 26h// nle—&ldose ,,(©),  (T12)
W #h

for which the equilibrium measure is obviously ZZ:O €n ISt _pn and has support S! = Z:o Sz)e
Accordingly, Vrfef . satisfies Hypothesis 5.1, uniformly for ¢ in any compact of ]0,1]. Besides, the

”» . Vie oA . . .
partition function Z Neef; can be computed exactly in the limit ¢ — 0. If we introduce:

(agp +alp)/2 i (p,pp) = (1,1) or (=1,-1)
al, =13 acy it (p,,py) = (=1,1) : (7.13)
aln it (o, 00) = (1,-1)
we find that:
Vier,eiA

. Ne, NZene,r

fi = ] ok ol 711
RESREE T

where T} is the maximum allowed interval associated to S}, which depends on the nature of the edges
(i.e. on pp,) as described in § 7.1.1. We remark that the dependence in t factors and:

Vst on i Th 2 2 aly, - Pn
Zyr " = exp{ —[(B/2)N?¢ + (1 - B/2)Nep] In (T) 28 (7.15)
where Z]’i,*‘eh is an analytic function of Nej,. The asymptotic expansion when N — oo of those factors

associated to reference potentials is described in Appendix B.2. We just mention that it is of the form:

20 = NN exp (3 N2F), (7.16)

k=>—2

for v = [y~,7"]. Therefore, we obtain:

Viet;A

0<h<h/<g

oo 3300 [l (5,)
+5’§ 9 v @ Wik V“e“@]} '

2im
€

By construction, the integrand in the right-hand side is finite when s — 0. The expression does
not make it obvious for the terms k = —2 and k£ = —1, but it can be checked explicitly since the

eigenvalues in different sz,e decouple in the limit s — 0, in the sense that:

r(,f 3 : VvS;,, Ph.
Z )+ o(1), (7.18)

YsP
and the expressions for the non decaying contributions to lemf when N is large are given in Ap-

pendix B.1.
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7.2 Expansion of the partition function

We establish in Lemma B.1 that the partition functions for the reference potentials Z%, s do have an

asymptotic expansion of the form:

25, , = NE2N+e, exp( 3 N_k]-"g+O(N_O°)>7 (7.19)
k=-—2
where:
, 3+8/24+2/8 B/2+2/6 —-14+8/24+2/8
= BEBRAUB _BRYAB . CURBRYAR

Therefore, we have proved a part of Theorem 1.3:

Proposition 7.1 If (V,€) satisfy Hypothesis 1.1 and 1.3 on A (instead of B), we have:

Zits = NN+ oxp (37 NTREU - o(N)). (7.21)
k>-2
with a universal constant e = Zi:o ey, depending on B and the nature of the edges.

Let €, the equilibrium filling fractions in the initial model ,ux,g In order to finish the proof of

Theorem 1.3, it remains to show that the stronger Hypotheses 1.2-1.3 for MX,Aﬂ imply Hypothesis 5.1
for the model MX,ZJA\,E’ g for the model with fixed filling fractions € € &; close enough to €., that all

coefficients of the expansion are smooth functions of €, and that the Hessian of Fe{_2}

with respect
to filling fractions is negative definite. This last part is justified in Proposition A.3 proved in Ap-
pendix A.1, whereas to prove the first part, we rely on the basic result also proved in Lemma A.1 and

Corollary A.2 in Appendix A.1:

Lemma 7.2 If V satisfies Hypotheses 1.2-1./, then (V,€) satisfies Hypotheses 5.1 for € € &, close
enough to €.. Besides, the soft edges o} and Wf;l}(x) are C* functions of €, while the hard edges

remain unchanged, at least for € close enough to €,.

We observe that, once Wl{;l} and the edges of the support o , are known, the Wﬁe} for any n > 1
and k > 0 are determined recursively by (5.51)-(5.49) and (5.70)-(5.73), where the linear operator
K=t is given explicitly in (5.21)-(5.27), and thus depend also analytically on € close enough to e,.
Similarly, F2¥} for k > 0 are obtained from (7.11)-(7.17), which shows their analyticity for € close

enough to €,.

Corollary 7.3 IfV satisfies Hypotheses 1.2-1./, then Wﬁe} and Fe{k} are C* functions of € € £, close
enough to €. O

This concludes the proofs of Theorem 1.3 and Corollary 1.7 announced in Section 1.4.

8 Asymptotic expansion in the initial model in the multi-cut
regime

8.1 The partition function

We come back to the initial model uxig, and we assume Hypotheses 1.2-1.4 with number of cuts
(g+1) = 2. We remind the notation N = (N},)1<n<g for the number of eigenvalues in Ay, and the

number of eigenvalue in Ay is Ng = N — 22:1 Nj,. The Nj, are here random variables, which take the

VA
A&

value Ne with probability Z’; 3 / Z]‘\/[;g\. We denote €, the vector of equilibrium filling fractions, and

)

N, = Ne,. Let us summarize four essential points:
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e We have established in Theorem 1.4 an expansion for the partition function with fixed filling

fractions:

N! e _ k
i 248 = VO e (5 3482 o
- k>—2

where e are independent of the filling fractions.

e By concentration of measures, we have established in Corollary 3.8 the existence of constants
C,C" > 0 such that, for N large enough,
//LNﬂ[‘N N|>1nN]<€CN1nN C’ N 1n? N (82)
e Thanks to the strong offcriticality assumption, we have after Lemma 7.2 that F E{kﬁ} is smooth
when € is in the vicinity of €,. From there we deduce that, for any K,k > —2, there exists a
constant Cy g > 0 such that:

( {k})()

F ,
N~ FI{\;C/}NB Z N+ T xB (N = N,)® <0k7KN—(K+1)|N_N*|K—k+1. (8.3)

e We establish in Proposition A.3 in Appendix A.1 that the Hessian (F*{ ?32})” is negative definite.
We now proceed with the proof of Theorem 1.5.

8.1.1 Taylor expansion around the equilibrium filling fraction

By the estimate (8.2), we can write:

VA VA
INp N ZNNgvs _ N . )(1+r ), (8.4)
ViA g VA - N,N/N,j3 N/5 (O
Niew,B  O0<Ny,-,Ny<N [Thoo Nt Zy €, 0< Ny, ,Ny<N [Th=o Na!
IN|<N IN—N,|<In N
with:
ry < (g+1)N e T NN, (8.5)

And, we have, for any K > —2:

INe—N,|<InN

K K-k ) (F*{k})(j) _

_ 3 exp( SN N (N - NL)® +N’(K“)RK>. (8.6)

0<Ni,...Ny <N k=——2 j=0 J:
IN—N,|<In N

And, since N~(E+DEx < 1 for N large enough:
|eN*(K+1)RK o 1| < 2|N—(K+1) RK‘ (87)
K
< N—(K+1) Z QCk,K (lnN)K—k+l < C}{ N_(K+1)(1HN)K+3.
k=—2

where we finally used (8.3). Notice that, since €, is the equilibrium filling fraction, we have (F{=2}), =

0, and therefore, for any K > 0:

K K-k k+J) { })() o
exp <k—2—2 321 N- (N - N.) ) (8.8)

K
T (NN i (N80 (1 3) N E TN — N 4 (N (1 V)4,
k=1
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where we have introduced:

(-1 {—2}
o (F. 5 . (F.5)" (8.9)
*B 2ir * 2ir '

LN Fel)t =170,
T [x Z . Zé: (@ ﬁgf) XX i=1"8), (8.10)

Since the number of lattice points IN satisfying |[IN — N,| < In N is a O(In N), we can write:

ZVﬁA
NI [N e NN (NN (1 ZN crifiN - )
ZN . Ni,...,N4eZ9 k=1
|IN—N.|<nny
+O(N~EFD (In N+, (8.11)

where we have set ny = In V.

8.1.2 Waiving the constraint on the sum over filling fractions

Now, we would like to extend the sum over the whole lattice Z9. Let us denote A.g =

min Sp (—F*{’;Q})” > 0. For any « > 0 small enough, there exists a constant C” > 0 so that:

‘ Z ei”*ﬁ'(N*N*)®2+2im*,ﬁ'(N’N*)(N — N,)®

Nez"
IN—N.|=nn

< O Z e~ Ara(1=a)g|N=N,|? IN — N*‘j

NezZ?
|IN—=N.|=nn

< Z VOlg(TL) (7’L+ 1)j e—)\*,g(l—a)gni (8.12)

nNZNN
where Vol (n) = (2n+1)9—(2n—1)9 < g29n9~! is the number of points in Z9 so that n < |N —N,| <
n + 1. Therefore:

Z eiTr-r,,,B~(N—N*)®2+2i7r'u*,6~(N—N*)(N _ N*)®j‘

NeZ”
IN—N.|=nn
< Cy(l+a)g2? ( Z (n+ 1)9_1+j e_’\*(l_a)g""N)
nznnN
< Cyye Oy (8.13)

where Cs ; is a constant depending on j. In other words, by unrestricting the sum in (8.11), we only
make an error of order O(e~¢+( N)Q), which is O(N~%). Then, we remark that:

. . . ®7 —

ST NN T (NN 420, 5o (NN (N N,)®T = (22”) ]19[ JJ*](U*,B|T*,B). (8.14)
17T

NEeZ9

We have thus proved:

Z4 _
s {Z NPT ]M 0" [(pestres) + O ) (8.15)
N,x,8

The term appearing as a prefactor of N~* is bounded when N — co. So, by pushing the expansion
one step further, the error O(N~+1)(In N)X+4) can be replaced by O(N~(5+1). This concludes
the proof of Theorem 1.5.
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8.2 Deviations of filling fractions from their mean value

We now describe the fluctuations of the number of eigenvalues in each segment. Let P = (P, ..., Py)
be a vector of integers such that P—Ne, , € o(N'/3) when N — 0. The joint probability for h € [0, ¢]
to find P, eigenvalues in the segment Ay, is:
VA
NI ZN'PINS
T oPal ZUA

pnsIN = P] = (8.16)

We remind that the coefficients of the large N expansion of the numerator are smooth functions of
P/N. Therefore, we can perform a Taylor expansion in P/N close to €,, and we find that provided

P — Ne, € o(N'/3), only the quadratic term of the Taylor expansion remains when N is large:

MX?[N =P] = (19[_](}’*](@*,57'* 8 )7 exp [( Zg: (8/2)(Pr, — Ne., h)) lnN]
h=0
X exp (% (F*{”—B?})" (P —Ne, )®? + (F*{;il})/ (P = Ne,) + 0(1)) (8.17)

In other words, the random vector AN = (ANy,...,AN,) defined by:

g
AN, = N = Newn + Y [(F) Tk (B (8.18)
h'=1

-1

: . . . . -2
converges in law to a random discrete Gaussian vector, with covariance [(F *{ 5 })” ]7t. We observe

that, when 8 =2, F *{’gl} = 0 so that IN — Ne, converges to a centered discrete Gaussian vector.

A Elementary properties of the equilibrium measure with
fixed filling fractions

A.1 Smooth dependence

In this section, we prove Lemma 7.2, i.e. we establish under some assumptions that the equilibrium
measure ué/q,e depends smoothly on the potential V and the filling fractions €. Let V be at least C?

and confining on A. We know that the support consists of a finite union of pairwise disjoint segments:
1% -V Vv —V +;V

U SUn SUn=logy el gy <ol (A.1)

Upon squeezing A, we can always assume that it is the disjoint union of (g + 1) pairwise disjoint

segments A = | J7_, Ay, which are neighborhoods of sV e.n in R. The Stieltjes transform W{ L5V of

this equilibrium measure satisfies:

vhe[0.g],  VeeSY,  WiMV(r+i0) + Wi (@ +i0) = V() (A.2)
and d
vhelogl ¢ SEWIE e (A3)
An 17T ’

The general solution of (A.2) takes the form:

Py (z) Vi(z) = V'(§) o(&)
o(x) * yﬁ E—x o(x) d{), (A-4)

v 1
Wi @) = 5(
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where PV is a polynomial of degree g which should be determined by (A.3), and we recall the notation:

2= [\ —az¥)@—al). (A5)
h=0

This implies that the equilibrium measure has a density, which can be written in the form:

d,ug( —dz SV H |z — al |Ph (A.6)

for some p3 = +1, and SY (z) is a smooth function in a neighborhood of the support. This rewriting
assumes SY (o) # 0 when pj, = —1.

Let Z =[0,g] x {+1},and H ={I € Z p; = —1}. We assume strong off-criticality as defined in
Hypothesis 1.2:

Hypothesis A.1 The initial data V[0] and €[0] is strongly off-critical, in the sense that, for any
ITe\H, S(ar) #0 and S'(ay) # 0.

For any (h,e) € H, we consider the values «; fixed and equal to a:[(‘)/][z]. We introduce the open set:
U= {a € H R ‘ all ar, for I € T are pairwise distinct}, (A7)
IeT\H
and the map:
(F,T) : U x Ry[X] x C*(A) x RIT! — R29+2-IH]  Ro+1 (A.8)
defined by:
P / R V4
VIeH Fila, P,V,e] = yg §)d¢ Viar) - V'(§)
o 2177 o —x
HJEI\{I} A\ Gn — Gy
vhelo.gl — ThPV.e ——en +§1§ 2—§w[a PVI©), (A.9)
An 17T
where:
1/ P(x) dg V'(z) = V'(§) ala](§)
P = = — A1l
wle, P V(@) 2 (a[a](z) * 7% 2im x—¢& a[oz](x)>7 (A-10)

ola](z) = nm (A.11)

IeT
By construction, the data of the equilibrium measure pY satisfies:

(F,T)[af,PY,V,e] = 0. (A.12)
We would like to apply the implicit function theorem to show that:

Lemma A.1 If Hypothesis A.1 holds and V[0] is C" (resp. analytic) with v > 2, af and PY are
C™™L (resp. analytic) functions of (e,V) close enough to (e[0], V]0]).

The contour integrals gSA used in this Appendix A.1 can be rewritten as integrals over the segment
S. Thus, these manipulations do not assume that V' is analytic in a neighborhood of A, and it does

makes sense to consider only V' of class C" in the statement of Lemma A.1.
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Proof. To achieve this we need to show that (do,dp)(F,T) when evaluated at a point such that
(F,T)(a, P,V,€) = 0. We first compute:

oTy, B de ¢
aXh/ [aaP7‘/76] - éh ﬂm (A13)

It is well-known that the g x g submatrix of (A.13) consisting of indices h,h' € [1,¢] is invertible

when « € U, and on top of that, we find:

0Ty, dg ¢ Res 46wy

vh' € [0, 4], X [a, P, V,e] = §é2i7r =G = _gfoso EEIGE - (A.14)

h=0
In particular, this expression does not vanish for A’ = g, hence (A.13) is invertible. Then, we compute:

0FT

_ ala](§) d€ V" (ar) (€ — ar) = (V'(ar) = V'(£))
U b (a1 =€)
Fi[e, P,V] - Fy[ev, P, V]
+ L;I 2(0[] — a!])
_ 5 J( P'(ar) L ¢ oled©)de VP(ar)(€ — ar) = (V'(ar) — V’(ﬁ)))
7 Hjez\{]} vor — oy A 2im (ar —§)?
= 41 xlgzll Va — a0y (wla, P,V](z)), (A.15)

and the latter does not vanish when evaluated at (al_/[gi],PEV [0]7 V[0], €[0]) thanks to Hypothesis A.1.
So, (de,dp)(F,T) is invertible at this point. Besides, if V is C" for r» > 2, then d(F,T) is C"~2.
Therefore, by the implicit function theorem, for (€,V) close enough to (€[0], V[0]), there is a unique
function C"~! function (o), PY) so that (F, T)(a), PY,V,€) = 0. By uniqueness, it must correspond

to the data of ,uX(LE. O

Corollary A.2 If Hypothesis 1.2 holds for (V[0], €[0]) with V[0] not necessarily real-analytic but C”
with r = 2, they hold also for (V,€) close enough to (V[0],€) and V[0] C", and the density (A.6), once
multiplied by o(x), is C"~! for such data.

Indeed, (A.4) shows that Wl{;l};v(a:) is a linear function of P 1"’ (x)/o(x) and hence, once multiplied
by o(z), it is a smooth function of e. O
A.2 Hessian of the value of the energy functional

We are now in position to prove:

Proposition A.3 If Hypothesis 1.2 holds for (V[0], €[0]) with V[0] not necessarily real-analytic but
at least C2, FE2Y s €2 for (€, V) close enough to (€[0],V[0]), and the g x g matriz 7Y with purely
mmaginary entries:

1 aQF{_Q};V
Vh,h' € [1 Vo = o o A.16
Hellgl (= 5 e (A.16)
is such that Im 1Y > 0.
Proof. We are going to justify that FE{_Q} is a concave function of € in the domain:
g
5g={eeyL1P+H Ezeh=1}, (A.17)

h=0
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and within Hypothesis 1.2, which will imply the result. Let e a vector of R9™* such that >)7 _,ep =0

t

and e # 0. For any € € &;, we define €' = € + te, which belongs to &; for ¢ small enough, and

ut = ugq - 1ts characterization as an equilibrium measure imply that :

U' @) = V@) =2 [ Infe ~ yldu' ) (A.18)

is locally constant on the support of uf, and u'(Ap) = €, + tep. Let us denote U} the value of Ut(z)
when z € Sy,.
Let us denote Fe(t) = F{ 2V After a classical result (see e.g. [AGI7, Joh9g)]):

//ln|x—y\du Yt (y /v Yyt (z (A.19)

It follows from Corollary A.2 that the density of ut is C' away from the edges, and its derivative is

t

integrable at the edges, thus define a measure that we denote v*. It has same support as pf, and

we deduce from the characterization of p' that z — —2 [In|z — y|dv*(y) is locally constant on the
support of pf, and v![A,] = e,. We deduce that F,(¢) is C! and:

R0 =5 [ (2 ke i) - v ) - §ivﬁh (A.20)

er, does not depend on ¢, whereas ¢ — U} is C! as one can deduce from the expression (A.18). Thus,
F, is C? and:

El(t) =8 Z / In |z, — y|dvt(y) en (A.21)

where xj is any point in the interior of Ah. This can be rewritten:

P =8 //21n|x—y\du( Ja, (D)0 () 1a, (1) = 8 Y Qv 1a,, ' 1a, ] (A.22)
h=0

h=0
It is well-known property (see e.g. [AG97, Dei99]) that, for any signed measure v with total mass 0,
Q[v,v] = 0, with equality iff v = 0. Since we chose e # 0, the vector of measures (11, )o<h<y 1S
not identically zero, hence F/(¢) < 0. In other words, Fe is strictly concave for any direction e, hence

FE{_2} is a strictly concave function of € € £; so that Hypothesis 1.2 holds. O

B Model Selberg integrals

B.1 Non decaying terms in correlators

Let us denote W{""™ the first point correlator in the model with potential V,, ,,described in § 7.1.1.
Let us denote A = (y© —~7)/4. It admits a 1/N expansion: Wip,ym = Yo N7F Wik The

. e . -1}
expression for the equilibrium measure gives access to Wl{ }’7’””),
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and then we deduce from (5.49):
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Besides, we find from (5.51) that all these models share the same W2{O}:
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B.2 Exact formulas for partition function
Let us denote:
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These are the values of the reference partition functions given in (B.6)-(B.8). To emphasize that they
can be defined for N not restricted to be an integer by analytic continuation, we introduce a function
related to the Barnes double Gamma function:
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Its properties are reviewed in [Spr09], in particular it solves the functional equation:
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We deduce from (B.11) the representation:
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Therefore, we can recast the Selberg integrals as:
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B.3 Large N asymptotics of the partition function

We need the asymptotic expansion of Barnes double Gamma function [Spr09]:

Inls(2;2/8,1) =400 —5;6241][13j + 36896 + 2(1 * §>(xln$_$) - Wlnz
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k=1
E(b1,bs) are the polynomials in two variables appearing as coefficients in the expansion:
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which are expressible in terms of Bernoulli numbers. x(s; b1, bs) is the analytic continuation to the
complex plane of the series defined for Re s > 2:
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For instance: / nemn
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We remind also the Stirling formula for the asymptotic expansion of the Gamma function:
l(z) = zlnz—z - me ) ki’“fl -k (B.17)
where By are the Bernoulli numbers. We deduce the asymptotic expansions:
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where the o(1) have an asymptotic expansion in powers of 1/N.
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