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ASYMPTOTIC EXPANSIONS AND NUMERICAL
SIMULATIONS OF I-V RELATIONS VIA A STEADY

STATE POISSON-NERNST-PLANCK SYSTEM

MINGJI ZHANG

ABSTRACT. A steady state Poisson-Nernst-Planck (PNP)
system is studied both analytically and numerically with
particular attention on I-V relations of ion channels. Assum-
ing the dielectric constant ε is small, the PNP system can be
viewed as a singularly perturbed system. Due to the special
structures of the zeroth order inner and outer systems, one is
able to derive more explicit expressions of higher order terms
in asymptotic expansions. For the case of zero permanent
charge, under the assumption of electro-neutrality at both
ends of the channel, our result concerning the I-V relation
for two oppositely charged ion species is that the third order
correction is cubic in V , and, furthermore (Theorem 4.1), up
to the third order, the cubic I-V relation has three distinct
real roots (except for a very degenerate case) which corre-
sponds to the bi-stable structure in the FitzHugh-Nagumo
simplification of the Hodgkin-Huxley model. Three numeri-
cal experiments are conducted to check the cubic-like feature
of the I-V curve, study the boundary value effect on the I-V
relation and investigate the permanent charge effect on the
I-V curve, respectively.

1. Introduction. Ion channels are cylindrical, hollow proteins that
regulate the movement of ions (mainly K+, Na+, Ca++ and Cl−) across
almost all biological membranes (see [9]). The most relevant properties
of a channel are permeation and selectivity, and an important character-
ization is the current-voltage (I-V) relation. The I-V relation adopted
in the FitzHugh-Nagumo simplification of the famous Hodgkin-Huxley
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systems which describe the propagation of action potential of an en-

semble of channels in a biological membrane is cubic-like. A natural
question arising here is whether this cubic-like feature can be obtained
from a single channel?

For a single channel model the most successful one is the Poisson-
Nernst-Planck (PNP) theory (see [2, 3, 4, 7, 19], etc.). With the
assumption that the channel is narrow, it can be effectively viewed
as a one-dimensional channel and normalized as the interval [0, 1]. A
natural one dimensional steady-state PNP type model for ion flows of
n ion species is (see [17, 19])

1

h(x)

d

dx

(
εr(x)ε0h(x)

dΦ

dx

)
= −e

( n∑

j=1

zjcj(x) +Q(x)

)
,

dJi

dx
= 0, −Ji =

1

kT
Di(x)h(x)ci(x)

dµi

dx
, i = 1, 2, . . . , n,

(1.1)

where e is the elementary charge, k the Boltzmann constant, T the
absolute temperature; Φ is the electric potential, Q(x) the permanent
charge of the channel, εr(x) the relative dielectric coefficient, ε0 is the
vacuum permittivity; h(x) the area of the cross-section of the channel
over the point x; for the ith ion species, ci is the concentration, zi the
valence (the number of charges per particle), µi the electrochemical
potential, Ji the flux density and Di(x) the diffusion coefficient. The
boundary conditions are, for i = 1, 2, . . . , n,

(1.2) Φ(0) = V, ci(0) = Li; Φ(1) = 0, ci(1) = Ri.

For a solution of systems (1.1) and (1.2), the rate of flow of charge

through a cross-section or current I is:

I =
n∑

j=1

zjJj .(1.3)

For fixed Li’s and Ri’s, formula (1.3) provides a relation of the current
I on the voltage V , which is the so-called I-V relation (current-voltage
relation). The rate of flow of matter through a cross-section T is given
by:

T =
n∑

j=1

Jj .(1.4)
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In this work, we mainly focus on the I-V relation, more precisely, our
main interest in the I-V relation is to derive the asymptotic expansion

(1.5) I = I0 + εI1 + ε2I2 + ε3I3 + · · · .

For consistency, we also write

(1.6) T = T0 + εT1 + ε2T2 + ε3T3 + · · · .

It is known that, in general, the I-V relation is not unique (see
[8, 18, 21, 22, 25, 26] for Q ̸= 0 and see [14] even for Q = 0 when
more ion species are involved). In Section 3, we will consider a special
case where the I-V relation is indeed unique. For simplicity, in this
work, we make the following assumptions:

(A1) Considering two ion species (n = 2) with z1 = α > 0 and
−β = z2 < 0.

(A2) Setting the permanent charge to be zero: Q(x) = 0.
(A3) For the electrochemical potential µi, considering the ideal com-

ponent µid
i only, which is given by

µid
i (x) = zieΦ(x) + kT ln

ci(x)

c0
.

(A4) Assuming the relative dielectric coefficient and the diffusion
coefficient to be constants, that is, εr(x) = εr and Di(x) = Di.

To further simplify the problem, we make the dimensionless re-scaling,

ϕ =
e

kT
Φ, V =

e

kT
V, ε2 =

εrε0kT

e2
, Ji =

Ji

Di
.

The boundary value problem (1.1) and (1.2) then becomes

ε2

h(x)

d

dx

(
h(x)

d

dx
ϕ

)
= βc2 − αc1,

dJi
dx

= 0,

h(x)
dc1
dx

+ αh(x)c1
dϕ

dx
= −J1,

h(x)
dc2
dx

− βh(x)c2
dϕ

dx
= −J2,

(1.7)

with the boundary conditions:

(1.8) ϕ(0) = V , ci(0) = Li; ϕ(1) = 0, ci(1) = Ri.
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With the assumption that ε is small, viewing it as the singular
parameter, system (1.7) together with the boundary condition (1.8)
will be treated as a singular boundary value problem. The general
framework of the classical singular perturbation theory and the newly
developed geometrical singular perturbation theory suggest studying
the asymptotic expansion of the I-V relation.

For two types of ion species with Q = 0 (see [24, 23] for a treatment
using a three-dimensional PNP model), the zeroth order I-V relation
is obtained explicitly (see [4, 9, 10, 13, 15, 16], etc). For this
case, the zeroth order I-V relation is linear while experimentally, the
phenomenon of “saturation” of I-V relation is investigated. In [1],
a one dimensional steady-state PNP system has been studied using
asymptotic expansion approach with particular attention to the I-V
relations. The result shows that:

• The first order correction to the zeroth order linear I-V relation
is generally quadratic in V ;

• when the electro-neutrality condition is enforced at both ends
of the channel, there is no first order correction;

• the second order correction is cubic in V . Moreover, under
electro-neutrality condition, up to the second order (in ε), the
I-V relation is a cubic function with three distinct real roots.

A natural question arising here is whether the higher order corrections
follow this pattern? More precisely, is the third order correction quartic

in V ? What about the fourth order correction?

Our goal in this paper is to further examine higher order asymptotic
expansions of the I-V relation following the idea in [1] and to provide
answers to these interesting questions. For the special case mentioned
above, the third order correction turns out to be cubic with the electro-
neutrality condition (see formula (3.7)) even though a quartic function
is expected, which gives us the first surprise. Immediately, we get
another interesting question: are the other higher order corrections

also keeping this feature? This leads to the study of the fourth order
correction. However, to our surprise, the fourth order correction
is quintic (see formula (4.2)) instead of being cubic. Furthermore,
for the third order correction, the coefficient of the cubic term is
always negative except for a highly degenerate case (see Theorem 4.1,
Lemma 4.3 and Lemma 4.4). An importance of this negative sign is
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that, up to the third order, the cubic I-V function has three distinct

real roots–this agrees qualitatively with I-V relation adopted in the
FitzHugh-Nagumo simplification of the Hodgkin-Huxley systems. The
existence of three distinct real roots of the I-V relation is responsible
for the bi-stable structure in the FitzHugh-Nagumo system.

Numerical simulations are performed for both the cases with zero
permanent charge and nonzero one respectively. For the case with
zero permanent charge, it allows us to make a comparison between the
analytical results and our numerical results. And, meanwhile, one can
investigate the effect of the boundary conditions on the I-V relations.
For the one with nonzero permanent charge defined by

Q(x) =





0 for 0 < x ≤ a,
Q for a < x < b,
0 for b ≤ x ≤ 1,

where Q is a nonzero constant, we mainly focus on the cubic-like feature
of the I-V relation and the effect of the permanent charge.

A thorough study of higher order asymptotic expansion of ϕ and
ci’s is necessary to obtain higher order asymptotic expansions of the
I-V relation. Both the geometric singular perturbation method and
the classical matched asymptotic expansion method work well for
the zeroth order term (see [1, 4, 9, 10, 15, 16]) at least for the
special case mentioned above (see [8, 14] for a treatment of general
situations). For higher order terms, the classical matched asymptotic
expansion approach are applied since it seems that a direct application
of the geometric singular perturbation theory does not work, a research
direction worthwhile to explore. It’s well known that higher order terms
satisfy linear but non-autonomous and non-homogeneous systems. The
homogeneous parts of the linear systems are the same and are nothing
but the linearizations of the zeroth order nonlinear system along the
zeroth order (inner and outer) solutions. While, in general, it is
impossible to get explicit solutions of a linear non-autonomous system,
a special feature of the problem at hand that the zeroth order nonlinear
system possesses a complete set of integrals and each integral provides
an integral for the linearization (see Propositions 2.2 and 2.3) allows
us to carry out a detailed asymptotic analysis.

The paper is organized as follows. In Section 2, we briefly restate the
outer and inner systems for each order in the asymptotic expansions
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from [1], and the matching principle. Starting in Section 3, we restrict
ourselves to the special case and examine the outer, inner expansions
and matching. Previous results for lower order systems from [1]
are briefly restated for completeness, and the third order expansions
and matching are detailed under the electro-neutrality condition. In
Section 4, under the electro-neutrality condition, we focus on the I-
V relation up to the third order in ε and obtain our main result. In
Section 5, numerical simulations are performed to system (5.3) with
boundary condition (1.8) for both Q(x) = 0 and Q(x) ̸= 0, and
corresponding I-V relation curves are obtained. Interesting phenomena
are investigated.

2. Systems for asymptotic expansions. In this section, we apply
the method of asymptotic expansions for both outer and inner systems
to study the I-V relations of the PNP model discussed above. In the
current context, the outer systems “determine” the dynamics of ion
flows within the channel, and the inner systems “govern” the potential
boundary layers that represents the effects of boundary conditions from
the bath conditions. The matching principle then provides the inter-
section between the internal dynamics and the boundary conditions.

2.1. Outer systems for each order. In this section, we assume Q
is constant and look for outer expansion of the form, for i = 1, 2,

ϕ(x; ϵ) = ϕ0(x) + ϵϕ1(x) + ϵ2ϕ2(x) + · · · ,
ci(x; ϵ) = ci0(x) + ϵci1(x) + ϵ2ci2(x) + · · · ,

Ji = Ji0 + ϵJi1 + ϵ2Ji2 + · · · .
(2.1)

Substituting (2.1) into (1.7) and denoting the derivatives with respect
to x by overdots, with the convention that ϕ−1 = ϕ−2 = 0, δ0 = 1 and

δj = 0 for j ̸= 0, upon introducing uj = ϕ̇j , the jth order system in ε
is, for i = 1, 2,

ϕ̇j−2 = uj−2, u̇j−2 = −(αc1j − βc2j + δjQ),

ċij = −
∑

p+q=j

(αc1p − βc2p)uq − Jij .
(2.2)
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Remark 2.1. An observation is that the homogeneous part for cij ’s is

C ′
j = −u0(x)

(
α 0
0 −β

)(
c1j
c2j

)
.

Once u0(x) is found, this system can be simply integrated. And, hence,
system (2.2) can be solved.

2.2. Inner systems for each order.

2.2.1. Inner systems at the left boundary x = 0. At the boundary
x = 0, in terms of the inner variable ξ = x/ϵ, let Φ(ξ; ϵ) = ϕ(ϵξ; ϵ) and
Ci(ξ; ϵ) = ci(ϵξ; ϵ). System (1.7) becomes, for i = 1, 2,

d2

dξ2
Φ = −(αC1 − βC2 +Q),

dJ1
dξ

=
dJ2
dξ

= 0,

dC1

dξ
+ αC1

dΦ

dξ
= −ϵJ1,

dC2

dξ
− βC2

dΦ

dξ
= −ϵJ2.

(2.3)

We look for the inner expansion of the form:

Φ(ξ; ϵ) = Φ0(ξ) + ϵΦ1(ξ) + ϵ2Φ2(ξ) + · · · ,
Ci(ξ; ϵ) = Ci0(ξ) + ϵCi1(ξ) + ϵ2Ci2(ξ) + · · · ,

Ji = Ji0 + ϵJi1 + ϵ2Ji2 + · · · .
(2.4)

We have, by introducing Uj = Φ′
j ,

Φ′
j = Uj , U ′

j = −(αC1j − βC2j)− δjQ,

C ′
1j = −

∑

p+q=j

αC1pUq − J1(j−1),

C ′
2j =

∑

p+q=j

βC2pUq − J2(j−1).

(2.5)

For j = 0, the system is

Φ′
0 = U0, U ′

0 = −(αC10 − βC20)−Q,

C ′
10 = −αC10U0, C ′

20 = βC20U0.
(2.6)

and, for all j ≥ 1, the homogeneous part of (2.5) is the same, and it is
the linearization of the zeroth order system (2.6).



1688 MINGJI ZHANG

There is a specific structure of system (2.6) that, together with an
abstract result, allows one to get a closed form for solutions of (2.5).
The specific structure is

Proposition 2.2. The zeroth order inner system (2.6) has a complete

set of (3) first integrals given by,

H1 = C10e
αΦ0 , H2 = C20e

−βΦ0 , H3 =
1

2
U2
0 −C10−C20+QΦ0.

Proof. This can be verified directly (see also [14]). �

A crucial result whose proof is provided in [1] is given below.

Proposition 2.3. Consider an autonomous system

(2.7) z′ = f(z), z ∈ R
m.

For a solution z0(t) of (2.7), consider the linearization along z0(t):

(2.8) Z ′ = Df(z0(t))Z, Z ∈ R
m.

If a C2 function H : R
m → R is an integral of system (2.7) (that

is, H(z(t)) is independent of t for any solution z(t) of (2.7), then

G(Z, t) = ⟨∇H(z0(t)), Z⟩ is an integral of the linear system (2.8) (that
is, G(Z(t), t) is independent of t for any solution Z(t) of (2.8)).

Noticing that the homogeneous part of (2.5) for j ≥ 1 is the
linearization of the zeroth order system (2.6), a complete set of integrals
for the homogeneous part of (2.5) can be derived from Propositions 2.2
and 2.3. An application of variation of parameters allows one to get a
closed form for the solutions of (2.5).

2.2.2. Inner systems at the right boundary x = 1. In a similar way, at
the right boundary x = 1 in terms of the inner variable ξ = (−1+x)/ϵ,
and let Ψ(ξ; ϵ) = ϕ(1+ϵξ; ϵ) andDk(ξ; ϵ) = ck(1+ϵξ; ϵ). By introducing
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Vj = Ψ′
j , we get

Ψ′
j = Vj , V ′

j = −(αD1j − βD2j)− δjQ,

D′
1j = −

∑

p+q=j

αD1pVq − J1(j−1),

D′
2j = −

∑

p+q=j

βD2pVq − J2(j−1).

(2.9)

The same observation for inner systems at x = 0 applies here.

Remark 2.4. For a more general derivation of the outer and inner
systems, one can read [1].

2.3. Asymptotic matching principle. The piecing of the inner
solution and outer solution is achieved by matching principles. In this
work, we will use the asymptotic matching principle of Van Dyke (see
[5, 6, 12]) for our matching purpose. With a suitable hypothesis,
the principle can be rigorously justified. It turns out that, for the
problem handled in this paper, the so-called outer manifold is normally
hyperbolic [8, 14], and Van Dyke’s principle of asymptotic matching
is justified (see, for example, [20]).

To state it, we use the notion of expansion operators in [12]: for a
function g(x; ϵ) in terms of the outer variable x and a function f(ξ; ϵ) in
terms of the inner variable ξ, the kth order outer and inner expansions
are denoted by, respectively,

Ek
x(g(x; ϵ)) =

k∑

j=0

ϵjgj(x), Ek
ξ (f(ξ; ϵ)) =

k∑

j=0

ϵjfj(ξ).

The kth order matching principle to be applied is Ek
xE

k
ξ (f) =

Ek
ξE

k
x(g) in terms of either the outer variable x or the inner variable ξ.

For our problem, we will apply the matching principle to (ϕ(x; ϵ),
ck(x; ϵ)) and (Φ(ξ; ϵ), Ck(ξ; ϵ)) at the left boundary x = 0 and to
(ϕ(x; ϵ),ck(x; ϵ)) and (Ψ(ξ; ϵ), Dk(ξ; ϵ)) at the right boundary x = 1.

3. Third order matching under electro-neutrality condi-
tions. In this section, with α = β = 1, under the electro-neutrality
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assumption L1 = L2 = L and R1 = R2 = R, we will derive the
matched asymptotic expansions for the third order over the interval
[0, 1] and, through matching, we establish the third order correction.

For completeness, we summarize the results for lower order asymp-
totic expansions from [1] as follows:

Theorem 3.1. If L ̸= R, under the electro-neutrality condition, with

Ik = J1k − J2k and Tk = J1k + J2k, k = 0, 1, 2, for the outer system,

we have

• Zeroth order : ϕ0(x) = b0 + (I0/T0) ln |a0 − T0x|, c10(x) =
c20(x) = (a0 − T0x)/2.

• First order : ϕ1(x) = c11(x) = c21(x) = 0.
• Second order : c12(x)=(a2−T2x)/2+(I20+2I0T0)/4(a0−T0x)

2,

c22(x) = (a2 − T2x)/2 + (I20 − 2I0T0)/4(a0 − T0x)
2,

ϕ2(x) = b2 +
I2T0 − I0T2

T 2
0

ln |a0 − T0x|

+
I0(a2T0 − a0T2)

T 2
0 (a0 − T0x)

+
I0(I

2
0 − 4T 2

0 )

6T0(a0 − T0x)3
.

For the inner system, we have

• At the boundary x = 0 with x = εξ,
– Zeroth order : Φ0(ξ) = V , U0(ξ) = 0, C10(ξ) = C20(ξ) =

L.
– First order : Φ1(ξ) = −I0/2Lξ, C11(ξ) = C21(ξ) =

−T0/2ξ.

– Second order : C12(ξ) = (I0T0)/8L
2(1−e−

√
2Lξ), C22(ξ) =

(I0T0)/8L
2(e−

√
2Lξ − 1), Φ2(ξ) = (I0T0)/8L

3(e−
√
2Lξ −

1)− I0T0/8L
2ξ2.

• At the boundary x = 1 with x− 1 = εξ,
– Zeroth order : Ψ0(ξ) = 0, V0(ξ) = 0, D10(ξ) = D20(ξ) =

R.

– First order : Ψ1(ξ) = −I0/2Rξ, D11(ξ) = D21(ξ) =
−T0/2ξ.

– Second order : D12(ξ) = −I0T0/8R
2(e

√
2Rξ − 1), D22(ξ) =

I0T0/8R
2(e

√
2Rξ − 1), Ψ2(ξ) = I0T0/8R

3(e
√
2Rξ − 1) −

I0T0/8R
2ξ2.
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Here,

a0 = 2L, T0 = 2(L−R), I0 =
2(L−R)

lnL− lnR
V , b0 = V − I0

T0
ln 2L;

a1 = I1 = T1 = b1 = 0; a2 = − I20
8L2

,

T2 =
(L−R)3(L+R)

2L2R2(lnL− lnR)2
V

2
,

I2 =
(L−R)3(L3 −R3)V

3L3R3(lnL− lnR)2

+
(L−R)3

L2R2(lnL− lnR)3

(
L+R

2
− L3 −R3

3LR(lnL− lnR)

)
V

3
,

b2 =
I0(4T

2
0 − I20 )

6a30T0
− I0(a2T0 − a0T2)

a0T 2
0

− I2T0 − I0T2

T 2
0

ln |a0| −
I0T0

8L3
.

Now we carry out the analysis for the third order asymptotic expan-
sions and matchings in detail.

3.1. Third order outer expansion. The third order outer system,
from (2.2), is

ϕ̈1 = −c13 + c23, ċ13 = −(c13ϕ̇0 + c12ϕ̇1 + c11ϕ̇2 + c10ϕ̇3)− J13,

ċ23 = (c23ϕ̇0 + c22ϕ̇1 + c21ϕ̇2 + c20ϕ̇3)− J23.

(3.1)

Solving (3.1), together with Theorem 3.1, we have

c13(x) = c23(x) =
a3 − T3x

2
,

ϕ3(x) = b3 +

(
a3I0
T0

− a0I0T3

T 2
0

)
1

a0 − T0x

+

(
I3
T0

− I0T3

T 2
0

)
ln |a0 − T0x| ,

(3.2)

for some constants a3 and b3 to be determined through matching. Here
I3 = J13 − J23 and T3 = J13 + J23.
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3.2. Third order inner expansion. At the boundary x = 0, from
(2.5), the third order inner system is

Φ′
3 = U3, U ′

3 = −(C13 − C23),

C ′
13 = −(C10U3 + C11U2 + C12U1 + C13U0)− J12,

C ′
23 = (C20U3 + C21U2 + C22U1 + C23U0)− J22.

(3.3)

As an application of Proposition 2.1 for zeroth, first and second order
cases (see [1, Propositions 3.1, 3.2, 3.3] and Proposition 2.2), we have
the next result.

Proposition 3.2. System (3.3) has the following integrals:

G1 = C13e
Φ0 + C10e

Φ0Φ3 + J12F1 + F131 + F132,

G2 = C23e
−Φ0 − C20e

−Φ0Φ3 + J22F2 − F231 − F232,

G3 = U0U3 + U1U2 − C13 − C23 − T2ξ,

where

F1(ξ) =

∫ ξ

0

eΦ0(s)ds,

F2(ξ) =

∫ ξ

0

e−Φ0(s)ds,

F131(ξ) =

∫ ξ

0

C11(s)U2(s)e
Φ0(s)ds,

F132(ξ) =

∫ ξ

0

C12(s)U1(s)e
Φ0(s)ds,

F231(ξ) =

∫ ξ

0

C21(s)U2(s)e
−Φ0(s)ds,

F232(ξ) =

∫ ξ

0

C22(s)U1(s)e
−Φ0(s)ds.

Proof. This can be verified directly. �

Applying the integrals in Proposition 3.2, we can solve (3.3) with
Φ3(0) = C13(0) = C23(0) = 0 to get

Φ3(ξ) =

[
I0T

2
0

2(2L)7/2

(
1

2
ξ2 +

3

2
√
2L

ξ +
1

L

)
− γ1

]
e−

√
2Lξ + γ1e

√
2Lξ
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− I0T
2
0

(2L)
9
2

−
(

I2
2L

+
2I0T

2
0

(2L)4

)
ξ − I0T

2
0

3(2L)3
ξ3.

The matching will force γ1 = 0. For convenience, we define the
following functions.

k1(x) =
I0T

2
0

2(2x)7/2

(
1

2
ξ2 +

3

2
√
2x

ξ +
1

x

)
,

k2(x) =
I0T0

4(2x)5/2

(
I0
x

− T0

2
√
2x

ξ − T0

2
ξ2
)
,

k3(x) =
I0T0

4(2x)5/2

(
I0
x

+
T0

2
√
2x

ξ +
T0

2
ξ2
)
.

Then, for ξ ≥ 0,

Φ3(ξ) = k1(L)e
−
√
2Lξ − I0T

2
0

(2L)9/2
−
(

I2
2L

+
2I0T

2
0

(2L)4

)
ξ − I0T

2
0

3(2L)3
ξ3,

C13(ξ) = k2(L)e
−
√
2Lξ +

(
I0T0(I0 + 2T0)

16L3
− T2

2

)
ξ − I20T0

2(2L)7/2
,

C23(ξ) = k3(L)e
−
√
2Lξ +

(
I0T0(I0 − 2T0)

16L3
− T2

2

)
ξ − I20T0

2(2L)7/2
.

(3.4)

Similarly, at x = 1, the third order inner solution is, for ξ ≤ 0,

Ψ3(ξ) = −k1(R)e
√
2Rξ +

I0T
2
0

(2R)9/2

−
(

I2
2R

+
2I0T

2
0

(2R)4

)
ξ − I0T

2
0

3(2R)3
ξ3,

D13(ξ) = −k2(R)e
√
2Rξ

+

(
I0T0(I0 + 2T0)

16R3
− T2

2

)
ξ +

I20T0

2(2R)7/2
,

D23(ξ) = −k3(R)e
√
2Rξ +

(
I0T0(I0 − 2T0)

16R3
− T2

2

)
ξ

+
I20T0

2(2R)7/2
.

(3.5)
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3.3. Third order matching. For convenience, we define

ρ1(x) = b2 −
I0T0

2(a0 − x)2
ξ2 +

I2T0 − I0T2

T 2
0

ln |a0 − x|

+
I0(a2T0 − a0T2)

T 2
0 (a0 − x)

− I0(4T
2
0 − I20 )

6T0(a0 − x)3
,

ρ2(x) = b3 +

(
I0(I

2
0 − 4T 2

0 )

2(a0 − x)4
+

(a2 − T2)I0
(a0 − x)2

− I2
a0 − x

)
ξ

− I0T
2
0

3(a0 − x)3
ξ3 +

a3I0T0 − a0I0T3

T 2
0 (a0 − x)

+
I3T0 − I0T3

T 2
0

ln |a0 − x|,

ρ3(x, y) =
a3 − y

2
+

(
I20T0

2(a0 − x)3
+

I0T
2
0

(a0 − x)3
− T2

2

)
ξ,

ρ4(x, y) =
a3 − y

2
+

(
I20T0

2(a0 − x)3
− I0T

2
0

(a0 − x)3
− T2

2

)
ξ.

(3.6)

From (3.2) and (3.6), in terms of ξ = x/ε, the outer expansion at x = 0
is

E3
ξE

3
x(ϕ) = b0 +

I0
T0

ln a0 − ε
I0
a0

ξ + ε2ρ1(0) + ε3ρ2(0),

E3
ξE

3
x(c1) =

a0
2

− ε
T0

2
ξ + ε2

(
a2
2

+
I20 + 2I0T0

4a0

)

+ ε3ρ3(0, 0),

E3
ξE

3
x(c2) =

a0
2

− ε
T0

2
ξ + ε2

(
a2
2

+
I20 − 2I0T0

4a0

)

+ ε3ρ4(0, 0),

and, in terms of ξ = (x− 1)/ε, the outer expansion at x = 1 is

E3
ξE

3
x(ϕ) = b0 +

I0
T0

ln |a0 − T0|

− ε
I0

a0 − T0
ξ + ε2ρ1(T0) + ε3ρ2(T0),

E3
ξE

3
x(c1) =

a0 − T0

2
− ε

T0

2
ξ + ε2

(
a2 − T2

2
+

I20 + 2I0T0

4(a0 − T0)2

)
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+ ε3ρ3(T0, T3),

E3
ξE

3
x(c2) =

a0 − T0

2
− ε

T0

2
ξ + ε2

(
a2 − T2

2
+

I20 − 2I0T0

4(a0 − T0)2

)

+ ε3ρ4(T0, T3).

From (3.4) and (3.5), the inner expansion at x = 0 is

E3
xE

3
ξ (Φ) = ν0 − ε

I0
2L

ξ − ε2
(
I0T0

8L3
+

I0T0

8L2
ξ2
)

− ε3
(

I0T
2
0

(2L)9/2
+

(
I2
2L

+
2I0T

2
0

(2L)4

)
ξ +

I0T
2
0

3(2L)3
ξ3
)
,

E3
xE

3
ξ (C1) = L− ε

T0

2
ξ + ε2

I0T0

8L2

− ε3
(

I20T0

2(2L)7/2
−
(
I0T

2
0

8L3
+

I20T0

16L3
− T2

2

)
ξ

)
,

E3
xE

3
ξ (C2) = L− ε

T0

2
ξ − ε2

I0T0

8L2

− ε3
(

I20T0

2(2L)7/2
−
(
I20T0

16L3
− I0T

2
0

8L3
− T2

2

)
ξ

)
,

and the inner expansion at x = 1 is

E3
xE

3
ξ (Ψ) = ν0 − ε

I0
2R

ξ − ε2
(
I0T0

8R3
+

I0T0

8R2
ξ2
)

− ε3
(
− I0T

2
0

(2R)9/2
+

(
I2
2R

+
2I0T

2
0

(2R)4

)
ξ +

I0T
2
0

3(2R)3
ξ3
)
,

E3
xE

3
ξ (D1) = R− ε

T0

2
ξ + ε2

I0T0

8R2

+ ε3
(

I20T0

2(2R)7/2
+

(
I20T0

16R3
+

I0T
2
0

8R3
− T2

2

)
ξ

)
,

E3
xE

3
ξ (D2) = R− ε

T0

2
ξ − ε2

I0T0

8R2

+ ε3
(

I20T0

2(2R)7/2
+

(
I20T0

16R3
− I0T

2
0

8R3
− T2

2

)
ξ

)
.

Together with Theorem 3.1, the matchings E3
ξE

3
x(ϕ) = E3

xE
3
ξ (Φ),

E3
ξE

3
x(ci) = E3

xE
3
ξ (Ci), at x = 0 and E3

ξE
3
x(ϕ) = E3

xE
3
ξ (Ψ), E3

ξE
3
x(ci) =
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E3
xE

3
ξ (Di) at x = 1 for i = 1, 2, then give

a3 = − I20T0

(2L)7/2
, T3 = − (L−R)3√

2(lnL− lnR)2

(
1

R7/2
+

1

L7/2

)
V

2
,

I3 = − (L−R)4√
2(lnL− lnR)2

(
1

R9/2
+

1

L9/2

)
V

− (L−R)3√
2 (lnL− lnR)

3

×
[

1

R7/2
+

1

L7/2
− L−R

RL(lnL− lnR)

(
L

R7/2
+

R

L7/2

)]
V

3
,

b3 =
I0T3 − I3T0

T 2
0

ln |a0| −
I0(a3T0 − a0T3)

a0T 2
0

− I0T
2
0

(2L)9/2
.

(3.7)

4. I-V relations under electro-neutrality conditions. Recall
from (1.5) that, our main interest is to derive the asymptotic expansion
of the I-V relation in the following form

I = I0 + εI1 + ε2I2 + ε3I3 + · · · .

4.1. Main results. In this section, we will study the I-V relation
under the electro-neutrality condition up to third order in ε in detail,
and state our main result.

From Theorem 3.1, and (3.7), under the assumption of electro-
neutrality, up to the third order in ε, we have

I = I0 + εI1 + ε2I2 + ε3I3

= f(L,R, ε)V − ε2g(L,R, ε)V
3

=
e

kT

(
f(L,R, ε)V − ε2

(
e

kT

)2

g(L,R, ε)V 3

)
,

(4.1)

where

f(L,R, ε) =
2(L−R)

lnL− lnR

+ ε2
(L−R)4

3(lnL− lnR)2

[
L2 +R2 + LR

L3R3
− 3ε√

2

(
1

L9/2
+

1

R9/2

)]
,
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g(L,R, ε) =
(L−R)3(L3 −R3)

3L3R3(lnL− lnR)4
− (L−R)2(L2 −R2)

2L2R2(lnL− lnR)3

+ ε
(L−R)3√

2 (lnL− lnR)
3

×
[

1

R7/2
+

1

L7/2
− L−R

RL(lnL− lnR)

(
L

R7/2
+

R

L7/2

)]
.

Theorem 4.1. If L ̸= R, for ε > 0 small, then, up to the order of ε3,
the I-V relation I = I(V ) is a cubic function with three distinct real

roots.

Proof. From (4.1), it suffices to show that both f(L,R, ε) and
g(L,R, ε) are positive. Note that (L−R)/(lnL− lnR) > 0, for L ̸= R,
our proof follows directly from the next three lemmas. �

Lemma 4.2. For L ̸= R, and ε > 0 small,

h1(L,R, ε) =
L2 +R2 + LR

L3R3
− 3ε√

2

(
1

L9/2
+

1

R9/2

)
> 0.

Proof. Treat h1(ε) = h1(L,R, ε), for fixed L ̸= R, one has

h1(ε
∗) = 0, and h′

1(ε) = − 3√
2

(
1

R9/2
+

1

L9/2

)
< 0, for all ε > 0,

where

ε∗ =

√
2L3/2R3/2(L2 + LR+R2)

3

(
L3/2 +R3/2

)(
L3 +R3/2L3/2 +R3

) .

It is clear that h1(ε) > 0 for 0 < ε < ε∗. Note that ε ≪ 1 and
ε∗ = O(1). We have h1(L,R, ε) > 0 for ε > 0 small. �

Lemma 4.3. For L ̸= R,

h2(L,R) =
(L−R)3(L3 −R3)

3L3R3(lnL− lnR)4
− (L−R)2(L2 −R2)

2L2R2(lnL− lnR)3
> 0.
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Proof. Noticing that h2(L,R) = h2(R,L), it suffices to show that
h2(L,R) > 0 for L > R. Rewrite h2(L,R) as

h2(L,R) =
(L−R)3

L2R2(lnL− lnR)3
h̃2(L,R),

with

h̃2(L,R) =
L3 −R3

3LR(lnL− lnR)
− L+R

2
.

Then h2(L,R) > 0 ⇔ h̃2(L,R) > 0 for L > R. We fix R by treating

h̃2(L) = h̃2(L,R) as a function of L. A direct calculation shows

h̃2(R) = h̃′
2(R) = 0, but h̃′′

2(L) > 0 for all L. Therefore, we have

h̃2(L,R) > 0 for all L > R. �

Lemma 4.4. For L ̸= R,

h3(L,R, ε) =
1

R7/2
+

1

L7/2
− L−R

RL(lnL− lnR)

(
L

R7/2
+

R

L7/2

)
> 0.

Proof. Rewrite h3(L,R) as h3(L,R) = p(L,R)/(LR)9/2(lnL−lnR),
where

p(L,R) = LR(lnL− lnR)
(
L7/2 +R7/2

)
− (L−R)

(
L9/2 +R9/2

)
.

Note that h3(L,R) = h3(R,L). It suffices to show that h3(L,R) > 0
for L > R, which is equivalent to showing that p(L,R) > 0 for L > R.
To do so, we fix R and treat p(L) = p(L,R) as a function of L. Then,
a direct computation gives p(R) = p′(R) = p′′(R) = 0, but p′′′(L) > 0
for L > R. Therefore, p(L) > 0 for L > R. �

4.2. Remarks. For the third order terms, we only treated the electro-
neutrality case mainly because this is a natural biological assumption.
Under this assumption, up to the order of ε3, even though a quartic
function is expected, the I-V relation I(V ) is still a cubic function with
three distinct real roots, which is potentially related to the cubic-like
feature of the average I-V relation of a population of channels in the
Fitzhugh-Nagumo simplification of the Hodgkin-Huxley model. The
existence of three distinct real roots of the I-V relation is responsible
for the bi-stable structure in the FitzHugh-Nagumo system.
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Recall from [1] that the first order correction to the zeroth order
linear I-V relation is quadratic without electro-neutrality condition,
and we believe that the analysis for the first order terms in [1] can be
applied to third order terms in this work without the electro-neutrality
assumption.

For the fourth order correction to zeroth order I-V relation under
the electro-neutrality condition, we have

Theorem 4.5. Under the electro-neutrality condition, we have

T4 =
3(L−R)4

(
L5 −R5

)

4L5R5(lnL− lnR)
V

(4.2)

+
(L−R)4

2L5R5(lnL− lnR)2

((
L2 −R2

) (
L3 −R3

)

3(lnL− lnR)
+
7
(
L5 −R5

)

2

)
V 2

− (L−R)4
(
L5 −R5

)

4L5R5(lnL− lnR)3
V 3 +

(L−R)5(L+R)

2L4R4(lnL− lnR)4

×
(
(L+R)

2
− L3 −R3

3LR(lnL− lnR)

)
V 4,

I4 =
(L−R)4

L4R4(lnL− lnR)2

(
(L−R)

(
L3 −R3

)
Q1(L,R)

6L2R2
V

+
3Q3(L,R)

4LR
V 2 +

Q2(L,R)

lnL− lnR
V 3

− Q3(L,R)

4LR(lnL− lnR)2
V 4 +

(L−R)Q4(L,R)

2(lnL− lnR)3
V 5

)
,

where

Q1(L,R) =
L3 −R3

3(lnL− lnR)
+

97
(
L3 +R3

)

2
,

Q2(L,R) =
(L−R)

(
L5−R5

)

2L2R2(lnL−lnR)
+
(L−R)2

(
L3−R3

) (
L2+LR+R2

)

9L2R2(lnL−lnR)2

+
13(L−R)

(
L5 −R5

)

12L2R2(lnL− lnR)
+

7
(
L5 −R5

)

4LR
− (L−R)2(L+R)

2(lnL− lnR)

+
(L−R)(L+R)

(
L3 −R3

)

4LR(lnL− lnR)
− 17(L−R)2

12(lnL− lnR)
,



1700 MINGJI ZHANG

Q3(L,R) =
(L−R)

(
L5 −R5

)

lnL− lnR
− (L−R)2

lnL− lnR
+ L5 −R5,

Q4(L,R) =
(L+R)

(
L3 −R3

)

2LR(lnL− lnR)
−

(
L3 −R3

)2

3L2R2(lnL− lnR)2

+
3(L+R)2

4
.

Remark 4.6. Under the electro-neutrality condition, up to the fourth
order in ε, the I-V relation function I(V ) is quintic instead of being
cubic. However, for ε > 0 small, I = I0 + εI1 + ε2I2 + ε3I3 is good
enough to approximate the I-V relation, which can be seen from last
section.

To end this section, we have the following interesting result about
the I-V relations, which can be checked directly from systems (1.7) and
(1.8).

Proposition 4.7. For all ε > 0 small, I(L,R, V ; ε) = −I(R,L,−V ; ε).
A direct observation shows that, for j = 0, 1, 2, 3, 4,

Ij(L,R, V ; 0) = −Ij(R,L,−V ; 0),

Tj(L,R, V ; 0) = −Tj(R,L,−V ; 0).

5. Numerical simulations. In this section, numerical simulations
are performed to system (1.7) with the boundary condition (1.8) to
check the cubic-like feature of the I-V Curve and investigate the effects
of the boundary conditions, the permanent charge on the I-V relations.

5.1. BVP solver for (1.7) and (1.8) and initial guess. In this
section, we use bvp4c in Matlab ([11]) as the solver for our PNP system
(1.7) and (1.8). It solves first order systems of ordinary differential
equations with two-point boundary conditions in the following form:

(5.1)

{
y′ = f(x, y) a < x < b,
g(y(a), y(b)) = 0.

Given a mesh partition a = x0 < x1 < · · · < xk = b, the numerical
solution of (5.1) is approximated by a piecewise cubic polynomial
function P (x). The approximated solution P (x) satisfies the boundary



I-V RELATIONS 1701

conditions, and it is a cubic Hermite interpolation polynomial for each
subinterval [xi, xi+1].

For i = 0, 1, 2, . . . , k− 1, let yi = P (xi), and let hi = xi+1 − xi. The
yi’s are evaluated by solving the algebraic equations

(5.2) Φ(X,Y ) = (ϕ0(X,Y ), ϕ1(X,Y ), . . . , ϕk(X,Y )) = 0,

where

X = [x0, x1, · · · , xk]
T ,

Y = [y0, y1, · · · , yk]T ,
ϕ0(X,Y ) = g(y0, yk),

ϕi(X,Y ) = yi − yi−1 −
1

6
hi−1(fi−1 + 4f∗

i + fi), i = 1, 2, . . . , k,

and

fi = f(xi, yi),

f∗
i = f

(
1

2
(xi−1 + xi),

1

2
(yi−1 + yi)−

1

8
hi−1(fi − fi−1)

)
.

The algebraic system (5.2) is solved by the simplified Newton’s method
with a weak line search. The global Jacobian ∂Φ/∂Y (using finite
difference approximation by default) is required, and the structure
of the Jacobian is important for the linear solver in each Newton’s
iteration. The residual of P (x) is calculated by r(x) = P (x) −
f(x, P (x)), and the residual in the boundary condition is g(P (a), P (b)).
The adaptive mesh strategy has been used to control the residual in
“bvp4c,” for details, see [11].

To apply bvp4c, we first rewrite (1.7) into a system of first order
equations as

ε
d

dx
ϕ = u,

ε

h(x)

d

dx
(h(x)u) = −(αc1 − βc2 +Q(x)),

dJi
dx

= 0,(5.3)

εh(x)
dc1
dx

+ αh(x)c1u = −εJ1,
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Figure 1. Numerical simulation of the I-V relation I(V ) with Q =
0. I1(solid curve, ε = 0.1), I2(dotted curve, ε = 0.08), I3(dashed curve,
ε = 0.04), and I4(stars, ε = 0.008)

εh(x)
dc2
dx

− βh(x)c2u = −εJ2,

with the same boundary condition (1.8).

For a general iteration step, we take the initial guess from the
approximate solution of the previous fixed point iteration. At the first
iteration, for the case where Q = 0, we take advantage of the analysis
from [1] and choose the initial guess (ϕ0, u0, c01, c

0
2, J

0
1 , J

0
2 ) as follows.

We take the zeroth order outer solution from [1] as our initial guess
for both Q(x) = 0 and Q(x) ̸= 0:

ϕ0
0(x) =

ln |L− (L−R)x| − lnR

lnL− lnR
ν0,

u0
0(x) =

(L−R)ν0
(lnL− lnR)((L−R)x− L)

,

c010(x) = c020(x) = L− (L−R)x,(5.4)

J0
10 = (L−R)

(
1 +

ν0
lnL− lnR

)
,
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Figure 2. Plots of I(V ) as a function of V for Q = 0 with L = 40,
R = 5 and ε = 0.1, 0.08, 0.04 and 0.008, respectively. It–the third order
approximation, and Ins–from numerical simulation.

J0
20 =(L−R)

(
1− ν0

lnL− lnR

)
.

We take a uniform mesh partition as an initial mesh and evaluate
the functions (ϕ0

0, u
0
0, c

0
10, c

0
20, J

0
10, J

0
20) at these mesh points as an

initial guess for bvp4c at our first fixed point iteration. We use the
mesh and solution from the previous fixed point iteration as our initial
mesh and initial guess for the late iteration.

5.2. Numerical experiments. In this section, three numerical ex-
periments are conducted to system (5.3) with boundary conditions
(1.8), respectively, which are stated as follows:

• Experiment 1: for Q(x) = 0, fixing L and R, letting ε vary, we
check the cubic-like feature of the I-V relation, and, meanwhile,
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Figure 3. Numerical simulation of the I-V relation I(V ) with Q = 0. I1

(stars, L = 10), I2 (dotted curve, L = 25), I3 (solid curve, L = 40) and I4

(diamonds, L = 55).

compare the I-V curves from numerical simulation with the
ones obtained from asymptotic expansions;

• Experiment 2: for Q(x) = 0, fixing R and ε, letting L vary, we
investigate the effect of the concentration boundary condition
on the I-V curve;

• Experiment 3: for Q =





0 0 ≤ x < a,

Q0 a ≤ x ≤ b,

0 b < x ≤ 1,

fixing L,R and

ε, letting Q0 vary, we investigate the effect of the permanent
charge on the I-V relation curve and check the cubic-like feature
of the I-V curve.

For Experiment 1, the following properties are predicted from the
analytical results and can be observed from the numerical simulations:
For the first part, we have (see Figure 1)

(i) all I-V curves pass through the point (0, 0) and, for V close to 0,
the value of ε has less effect on the I-V curve;

(ii) for V > 0, the I-V curve is decreasing in ε and, for V < 0, the
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Figure 4. Plots of I(V ) as a function of V for L = 40, R = 5 and ε = 0.1,
with Q = 0, 0.05, 0.1 and 0.2, respectively. The left graph in the first row
is the simulation over the interval [−80, 80]; for the other three graphs, we
focus on different subintervals. I0 (solid curve) with Q0 = 0, I1 (dashed
curve) with Q0 = 0.05, I2 (dotted curve) with Q0 = 0.1 and I3 (dash point)
with Q0 = 0.2.

I-V curve is increasing in ε;
(iii) the I-V curve is more cubic-like for larger ε > 0 and, for ε small

enough, the I-V relation curve I(V ) is close to the zeroth order
approximation I0 = 2(L − R)V/(lnL − lnR) under the electro-
neutrality condition.

For the second part, one has (see Figure 2)

(i) the smaller ε is, the better approximation It (the third order
approximation to the I-V curve) will be;

(ii) the approximation is sensitive to V , for V close to 0, the value of
ε has less effect on the approximation.
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For Experiment 2, the following properties can be observed from the
numerical simulations (see Figure 3):

(i) all curves pass the point (0, 0), for V > 0, the I-V curves increase
in L, and, for V < 0, they are decreasing in L;

(ii) for fixed ε and R, the I-V curve is more cubic-like for larger
difference L−R.

For experiment 3, we investigate:

(i) all curves pass through the point (0, 0), and the I-V curves still
keep the cubic-like feature;

(ii) the I-V curves decrease in the permanent charge Q0 (see Figure
4).
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