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#### Abstract

This paper studies variance estimators for a class of $U$-statistics. We obtain asymptotic representations of jackknife, Hinkley's (1978) corrected jackknife, unbiased, Sen's (1960) and new variance estimators. And we investigate asymptotic mean square errors of them, theoretically. The Edgeworth expansions of the estimators with remainder term $o\left(n^{-1}\right)$ are also established. We show that the normalized Hinkley's corrected estimator coincides the normalized unbiased estimator until the order $n^{-1 / 2} o_{p}\left(n^{-1}\right)$.

Key words and phrases: Edgeworth expansions, estimation of variance, jackknife estimator, mean square errors, $U$-statistics.


## 1. Introduction

Let $X_{1}, \cdots, X_{n}$ be independently and identically distributed random vectors with distribution function $F(x)$. Let $h\left(x_{1}, \cdots, x_{r}\right)$ be a real valued function which is symmetric in its arguments. For $n \geq r$ let us define a $U$-statistic by

$$
U_{n}=\binom{n}{r}^{-1} \sum_{C_{n, r}} h\left(X_{i_{1}}, \cdots, X_{i_{r}}\right)
$$

where $\sum_{C_{n, r}}$ indicates that the summation is taken over all integers $i_{1}, \cdots, i_{r}$ satisfying $1 \stackrel{n_{n, r}}{\leq} i_{1}<\cdots<i_{r} \leq n . U_{n}$ is a minimum variance unbiased estimator of $\theta=E\left[h\left(X_{1}, \cdots, X_{r}\right)\right]$ and many statistics in common use are members of $U$-statistics or approximated by them.

Several variance estimators for the $U$-statistic are proposed. Sen (1960) has discussed an estimator of the dominant term $r^{2} E\left[E\left\{h\left(X_{1}, \cdots, X_{r}\right) \mid\right.\right.$ $\left.\left.X_{1}\right\}-\theta\right]^{2}$ of the variance $n \sigma_{n}^{2}=n \operatorname{Var}\left(U_{n}\right)$ in the case of degree 2 and Sen (1977) extended it to general degree $r$. He also proved the law of large numbers. The jackknife variance estimator $\hat{\sigma}_{J}^{2}$ is given by

$$
\hat{\sigma}_{J}^{2}=\frac{n-1}{n} \sum_{i=1}^{n}\left(U_{n}^{(i)}-U_{n}\right)^{2}
$$

where $U_{n}^{(i)}$ denotes $U$-statistic computed from a sample of $n-1$ points with $X_{i}$ left out. The properties of $\hat{\sigma}_{J}^{2}$ are precisely studied. Arvesen (1969) has obtained the exact representation of $\hat{\sigma}_{J}^{2}$, which is complicated, and Efron and Stein (1981) have showed that the jackknife variance estimator has positive bias. The bias reduction for the jackknife variance estimator has been studied by Hinkley (1978), and Efron and Stein (1981).

[^0]In the case of small sample, using computer simulation, Schucany and Bankson (1989) discuss biases and mean square errors of Sen's (1960) estimator, the jackknife estimator and an unbiased estimator which is constituted from unbiased estimators of each term of the variance expression. It is easy to see that all above estimators have first order consistency, which means that the normalized estimators converge to the dominant term $r^{2} \xi_{1}^{2}$ of the variance. Shirahata and Sakamoto (1992) have compared several estimators (unbiased estimator, jackknife estimator, bias modified estimator, and iterated bootstrap and bootstrap estimators) by computer simulations. They have also discussed exact representations of the estimators and reduction of the order of summands to compute the variance estimators.

Using the asymptotic representation of the jackknife variance estimator with the residual term $o_{p}\left(n^{-1 / 2}\right)$, Maesono (1995b) has obtained an Edgeworth expansion with remainder term $o\left(n^{-1 / 2}\right)$ for the studentized $U$-statistic. Obtaining the asymptotic representation of the variance estimator with residual term $o_{p}\left(n^{-1}\right)$, where

$$
P\left\{\left|o_{p}\left(n^{-1}\right)\right| \geq n^{-1}(\log n)^{-1}\right\}=o\left(n^{-1}\right)
$$

Maesono (1996a) has investigated the Edgeworth expansion of the studentized $U$-statistic with remainder term $o\left(n^{-1}\right)$. He has also proved the Edgeworth expansion with remainder term $o\left(n^{-1 / 2}\right)$ for the jackknife variance estimator $\hat{\sigma}_{J}^{2}$. Further, Maesono (1996b) has discussed the expansion for a linear combination of $U$-statistics.

In this paper we will study the variance estimators more precisely and obtain asymptotic representations of the normalized estimators with residual terms $n^{-1 / 2} o_{p}\left(n^{-1}\right)$. We show that the unbiased estimator of Schucany and Bankson (1989) coincides with the Hinkley's (1978) corrected jackknife estimator until the order $n^{-1 / 2} o_{p}\left(n^{-1}\right)$. Using the asymptotic representations we obtain asymptotic mean square errors of the variance estimators. We also propose a new variance estimator and obtain its mean square error. We establish Edgeworth expansions of those variance estimators with remainder term $o\left(n^{-1}\right)$.

In Section 2, we will review the variance estimators and propose the new estimator. In Section 3, we will obtain the asymptotic representations of the estimators and discuss the asymptotic mean square errors. The Edgeworth expansions of them are established in Section 4.

Hereafter for the sake of simplicity, we will consider the kernel of degree 2. The generalization to the kernel with arbitrary degree will be obtained with notational complications and tedious calculations.

## 2. Variance estimators

At first we will obtain the $H$-decomposition or the $A N O V A$-decomposition for the $U$-statistic. Under the assumption that $E\left|h\left(X_{1}, X_{2}\right)\right|<\infty$, let us define

$$
\begin{array}{ll}
g_{1}(x)=E\left[h\left(x, X_{2}\right)\right]-\theta, & g_{2}(x, y)=h(x, y)-\theta-g_{1}(x)-g_{1}(y) \\
A_{1}=\sum_{i=1}^{n} g_{1}\left(X_{i}\right) \quad \text { and } \quad & A_{2}=\sum_{C_{n, 2}} g_{2}\left(X_{i}, X_{j}\right) .
\end{array}
$$

Then we have

$$
U_{n}-\theta=\frac{2}{n} A_{1}+\frac{2}{n(n-1)} A_{2} .
$$

Note that

$$
E\left[g_{2}\left(X_{1}, X_{2}\right) \mid X_{1}\right]=0 \quad \text { a.s. }
$$

Then if one of $\left\{i_{1}, i_{2}\right\}$ is not contained in $\left\{j_{1}, \cdots, j_{m}\right\}$, for any $m$-variate function $\nu$ which satisfies $E\left|\nu g_{2}\right|<\infty$, we get

$$
\begin{equation*}
E\left[g_{k}\left(X_{i_{1}}, X_{i_{2}}\right) \nu\left(X_{j_{1}}, \cdots, X_{j_{m}}\right)\right]=0 \tag{2.1}
\end{equation*}
$$

Using this equation we have the variance $\sigma_{n}^{2}$ of $U_{n}$

$$
\sigma_{n}^{2}=\frac{4}{n} \xi_{1}^{2}+\frac{2}{n(n-1)} \xi_{2}^{2}
$$

where

$$
\xi_{1}^{2}=E\left[g_{1}^{2}\left(X_{1}\right)\right] \quad \text { and } \quad \xi_{2}^{2}=E\left[g_{2}^{2}\left(X_{1}, X_{2}\right)\right]
$$

Since we discuss the asymptotic properties, we will study the estimation of $n \sigma_{n}^{2}$. Then we consider the jackknife variance estimator $V_{J}=n \hat{\sigma}_{J}^{2}$. From the viewpoint of estimation for $4 \xi_{1}^{2}$, Sen $(1960,1977)$ has proposed the variance estimator $V_{S}$

$$
V_{S}=\frac{4}{n-1} \sum_{i=1}^{n}\left(S_{i}-U_{n}\right)^{2}
$$

where

$$
S_{i}=\frac{1}{n-1} \sum_{j=1, \neq i}^{n} h\left(X_{i}, X_{j}\right)
$$

Sen (1977) also showed that

$$
\begin{equation*}
V_{S}=\frac{(n-2)^{2}}{(n-1)^{2}} V_{J} \tag{2.2}
\end{equation*}
$$

As pointed out by Efron (1987, p.200), changing coefficients of the estimators will have significantly different effects on the small sample performance of the estimators. Since $V_{J}$ has positive bias and $(n-2)^{2} /(n-1)^{2}=1-2 / n+O\left(n^{-2}\right)$, we consider the new variance estimator $V_{\alpha}$ given by

$$
V_{\alpha}=\left(1-\frac{\alpha}{n}\right) V_{J} \quad \text { for } \quad \alpha \geq 0
$$

Note that $V_{2}$ and $V_{S}$ are asymptotically equivalent and $V_{0}=V_{J}$. If we choose $\alpha$ properly, we can reduce the bias and the mean square error, which we will discuss in Section 3.

Hinkley (1978) has discussed the bias correction of $V_{J}$. Let us define

$$
Q_{i, j}=n U_{n}-(n-1)\left(U_{n}^{(i)}+U_{n}^{(j)}\right)+(n-2) U_{n}^{(i, j)}
$$

where $U_{n}^{(i, j)}$ denotes the value of $U_{n}$ when $X_{i}$ and $X_{j}$ are deleted from the sample. Then the bias corrected jackknife estimator is given by

$$
V_{C}=V_{J}-\frac{1}{n+1} \sum_{C_{n, 2}}\left(Q_{i, j}-\bar{Q}\right)^{2}
$$

where $\bar{Q}=\sum_{C_{n, 2}} Q_{i, j} /[n(n-1)]$.
Schucany and Bankson (1989) proposed the unbiased estimator of $n \sigma_{n}^{2}$, which is constituted from unbiased estimators of each term of the variance expression. Another variance expression of $n \sigma_{n}^{2}$ is

$$
\begin{equation*}
n \sigma_{n}^{2}=\frac{4(n-2)}{n-1} a_{1}^{2}+\frac{2}{n-1} a_{2}^{2} \tag{2.3}
\end{equation*}
$$

where

$$
a_{1}^{2}=E\left[h\left(X_{1}, X_{2}\right) h\left(X_{1}, X_{3}\right)\right]-\theta^{2} \quad \text { and } \quad a_{2}^{2}=E\left[h^{2}\left(X_{1}, X_{2}\right)\right]-\theta^{2} .
$$

Let us define

$$
\begin{gathered}
\zeta_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\frac{1}{3}\left\{h\left(x_{1}, x_{2}\right) h\left(x_{3}, x_{4}\right)+h\left(x_{1}, x_{3}\right) h\left(x_{2}, x_{4}\right)\right. \\
\left.\quad+h\left(x_{1}, x_{4}\right) h\left(x_{2}, x_{3}\right)\right\} \\
\begin{aligned}
\zeta_{1}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{3}\{ & h\left(x_{1}, x_{2}\right) h\left(x_{1}, x_{3}\right)+h\left(x_{1}, x_{2}\right) h\left(x_{2}, x_{3}\right) \\
& \left.+h\left(x_{1}, x_{3}\right) h\left(x_{2}, x_{3}\right)\right\}
\end{aligned}
\end{gathered}
$$

and

$$
\zeta_{2}\left(x_{1}, x_{2}\right)=h^{2}\left(x_{1}, x_{2}\right)
$$

The unbiased estimators of $\theta^{2}, E\left[h\left(X_{1}, X_{2}\right) h\left(X_{1}, X_{3}\right)\right]$ and $E\left[h^{2}\left(X_{1}, X_{2}\right)\right]$ are given by

$$
\begin{aligned}
& \hat{\theta^{2}}=\binom{n}{4}^{-1} \sum_{C_{n, 4}} \zeta_{0}\left(X_{i_{1}}, \cdots, X_{i_{4}}\right) \\
& \hat{\lambda}_{1}=\binom{n}{3}^{-1} \sum_{C_{n, 3}} \zeta_{1}\left(X_{i_{1}}, X_{i_{2}}, X_{i_{3}}\right)
\end{aligned}
$$

and

$$
\hat{\lambda}_{2}=\binom{n}{2}^{-1} \sum_{C_{n, 2}} \zeta_{2}\left(X_{i_{1}}, X_{i_{2}}\right)
$$

respectively. Substituting $\hat{a_{k}^{2}}=\hat{\lambda}_{k}-\hat{\theta^{2}}$ for $a_{k}^{2}$ in the equation (2.3), we obtain the unbiased estimator $V_{U}$ of $n \sigma_{n}^{2}$ as

$$
V_{U}=\frac{4(n-2)}{n-1} \hat{a_{1}^{2}}+\frac{2}{n-1} \hat{a_{2}^{2}}
$$

Schucany and Bankson (1989) compared the estimators $V_{J}, V_{S}$ and $V_{U}$ by simulation in small samples $n=10$. We can see that all these estimators converge to $4 \xi_{1}^{2}$ almost surely. We will study the asymptotic properties of the estimator more precisely.

## 3. Asymptotic representations and mean square errors

Maesono (1995a) has obtained the asymptotic representations of the variance estimators $V_{J}, V_{S}, V_{C}$ and $V_{U}$ with residual terms $o_{p}\left(n^{-1}\right)$. Here we will consider the asymptotic representations more precisely. Let us define

$$
\begin{aligned}
& \delta(x)=E\left[g_{2}^{2}\left(x, X_{2}\right)\right]-\xi_{2}^{2} \\
& f_{1}(x)=g_{1}^{2}(x)-\xi_{1}^{2}+2 E\left[g_{1}\left(X_{2}\right) g_{2}\left(x, X_{2}\right)\right] \\
& f_{2}(x, y)=-g_{1}(x) g_{1}(y)+g_{2}(x, y)\left\{g_{1}(x)+g_{1}(y)\right\} \\
& \quad+E\left[g_{2}\left(x, X_{3}\right) g_{2}\left(y, X_{3}\right)-g_{2}\left(x, X_{3}\right) g_{1}\left(X_{3}\right)-g_{2}\left(y, X_{3}\right) g_{1}\left(X_{3}\right)\right] \\
& f_{3}(x, y, z)= \\
& \quad g_{2}(x, y) g_{2}(x, z)+g_{2}(x, y) g_{2}(y, z)+g_{2}(x, z) g_{2}(y, z) \\
& \quad-E\left[g_{2}\left(x, X_{3}\right) g_{2}\left(y, X_{3}\right)+g_{2}\left(y, X_{3}\right) g_{2}\left(z, X_{3}\right)\right. \\
& \left.\quad \quad+g_{2}\left(x, X_{3}\right) g_{2}\left(z, X_{3}\right)\right] \\
& \quad-2\left\{g_{1}(x) g_{2}(y, z)+g_{1}(y) g_{2}(x, z)+g_{1}(z) g_{2}(x, y)\right.
\end{aligned}
$$

and

$$
\begin{aligned}
V_{n} & =\frac{4}{n} \sum_{i=1}^{n} f_{1}\left(X_{i}\right)+\frac{8}{n(n-1)} \sum_{C_{n, 2}} f_{2}\left(X_{i}, X_{j}\right) \\
& +\frac{8}{n(n-1)(n-2)} \sum_{C_{n, 3}} f_{3}\left(X_{i}, X_{j}, X_{k}\right)
\end{aligned}
$$

Note that $V_{n}$ has already decomposed. For the variance estimators, we have the following representations.

Theorem 1. If $E\left|h\left(X_{1}, X_{2}\right)\right|^{4+\varepsilon}<\infty$ for some $\varepsilon>0$, we have

$$
\begin{align*}
& V_{J}=V_{n}+\frac{8}{n^{2}} \sum_{i=1}^{n} \delta\left(X_{i}\right)+n \sigma_{n}^{2}+\frac{b_{J}}{n}+R_{1 ; n}  \tag{3.1}\\
& V_{S}=V_{n}+\frac{8}{n^{2}} \sum_{i=1}^{n}\left\{\delta\left(X_{i}\right)-f_{1}\left(X_{i}\right)\right\}+n \sigma_{n}^{2}+\frac{b_{S}}{n}+R_{2 ; n}  \tag{3.2}\\
& V_{\alpha}=V_{n}+\frac{4}{n^{2}} \sum_{i=1}^{n}\left\{2 \delta\left(X_{i}\right)-\alpha f_{1}\left(X_{i}\right)\right\}+n \sigma_{n}^{2}+\frac{b_{\alpha}}{n}+R_{3 ; n}  \tag{3.3}\\
& V_{C}=V_{n}+\frac{4}{n^{2}} \sum_{i=1}^{n} \delta\left(X_{i}\right)+n \sigma_{n}^{2}+R_{4 ; n} \tag{3.4}
\end{align*}
$$

and

$$
\begin{equation*}
V_{U}=V_{n}+\frac{4}{n^{2}} \sum_{i=1}^{n} \delta\left(X_{i}\right)+n \sigma_{n}^{2}+R_{5 ; n} \tag{3.5}
\end{equation*}
$$

where

$$
b_{J}=2 \xi_{2}^{2}, \quad b_{S}=2 \xi_{2}^{2}-8 \xi_{1}^{2}, \quad b_{\alpha}=2 \xi_{2}^{2}-4 \alpha \xi_{1}^{2}
$$

and

$$
\begin{equation*}
E\left|R_{k ; n}\right|^{2+\frac{\varepsilon}{2}}=O\left(n^{-4-\varepsilon}\right) \quad(k=1, \cdots, 5) \tag{3.6}
\end{equation*}
$$

Proof. See appendix.
$b_{J}, b_{S}$ and $b_{\alpha}$ are $n^{-1}$ biases of the jackknife, the Sen's estimator and the new estimator respectively. Since $R_{k, n}=n^{-1 / 2} o_{p}\left(n^{-1}\right)$, the unbiased estimator $V_{U}$ coincides the Hinkley's (1978) corrected jackknife estimator $V_{C}$ until the order $n^{-1 / 2} o_{p}\left(n^{-1}\right)$. It is easy to see that

$$
\begin{equation*}
E\left[f_{2}\left(X_{1}, X_{2}\right) \mid X_{1}\right]=E\left[f_{3}\left(X_{1}, X_{2}, X_{3}\right) \mid X_{1}, X_{2}\right]=0 \quad \text { a.s. } \tag{3.7}
\end{equation*}
$$

and $E\left[f_{1}\left(X_{1}\right)\right]=E\left[\delta\left(X_{1}\right)\right]=0$.
Using the asymptotic representations of Theorem 1, we can study the asymptotic properties of the variance estimators. Here we will obtain asymptotic mean square errors of $V_{J}, V_{S}, V_{\alpha}, V_{C}$ and $V_{U}$ up to the order $n^{-2}$. Let us define

$$
\begin{aligned}
\operatorname{mse}\left(V_{J}\right)= & \frac{16}{n} E\left[f_{1}^{2}\left(X_{1}\right)\right] \\
& +\frac{1}{n^{2}}\left\{b_{J}^{2}+64 E\left[f_{1}\left(X_{1}\right) \delta\left(X_{1}\right)\right]+32 E\left[f_{2}^{2}\left(X_{1}, X_{2}\right)\right]\right\} \\
m s e\left(V_{S}\right)= & \frac{16}{n} E\left[f_{1}^{2}\left(X_{1}\right)\right]+\frac{1}{n^{2}}\left\{b_{S}^{2}+64 E\left[f_{1}\left(X_{1}\right)\left(\delta\left(X_{1}\right)-f_{1}\left(X_{1}\right)\right)\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+32 E\left[f_{2}^{2}\left(X_{1}, X_{2}\right)\right]\right\} \\
m s e\left(V_{\alpha}\right)= & \frac{16}{n} E\left[f_{1}^{2}\left(X_{1}\right)\right]+\frac{1}{n^{2}}\left\{b_{\alpha}^{2}+32 E\left[f_{1}\left(X_{1}\right)\left(2 \delta\left(X_{1}\right)-\alpha f_{1}\left(X_{1}\right)\right)\right]\right. \\
& \left.+32 E\left[f_{2}^{2}\left(X_{1}, X_{2}\right)\right]\right\}
\end{aligned}
$$

and

$$
m s e\left(V_{C}\right)=\frac{16}{n} E\left[f_{1}^{2}\left(X_{1}\right)\right]+\frac{1}{n^{2}}\left\{32 E\left[f_{1}\left(X_{1}\right) \delta\left(X_{1}\right)\right]+32 E\left[f_{2}^{2}\left(X_{1}, X_{2}\right)\right]\right\}
$$

Note that $m s e\left(V_{J}\right)=m s e\left(V_{0}\right)$ and $m s e\left(V_{S}\right)=m s e\left(V_{2}\right)$. We have the following theorem.
THEOREM 2. If $E\left|h\left(X_{1}, X_{2}\right)\right|^{4+\varepsilon}<\infty$ for some $\varepsilon>0$, we have

$$
\begin{aligned}
& E\left(V_{J}-n \sigma_{n}^{2}\right)^{2}=\operatorname{mse}\left(V_{J}\right)+O\left(n^{-\frac{5}{2}}\right), \\
& E\left(V_{S}-n \sigma_{n}^{2}\right)^{2}=\operatorname{mse}\left(V_{S}\right)+O\left(n^{-\frac{5}{2}}\right), \\
& E\left(V_{\alpha}-n \sigma_{n}^{2}\right)^{2}=\operatorname{mse}\left(V_{\alpha}\right)+O\left(n^{-\frac{5}{2}}\right), \\
& E\left(V_{C}-n \sigma_{n}^{2}\right)^{2}=\operatorname{mse}\left(V_{C}\right)+O\left(n^{-\frac{5}{2}}\right)
\end{aligned}
$$

and

$$
E\left(V_{U}-n \sigma_{n}^{2}\right)^{2}=\operatorname{mse}\left(V_{C}\right)+O\left(n^{-\frac{5}{2}}\right)
$$

Proof. It follows from (3.6) and (A.2) in Lemma 1 (see Appendix) that under the moment condition, for $1 \leq k \leq 5$,

$$
\begin{aligned}
& E\left|n^{-1} R_{k ; n} \sum_{i=1}^{n} f_{1}\left(X_{i}\right)\right| \leq n^{-1}\left\{E\left|\sum_{i=1}^{n} f_{1}\left(X_{i}\right)\right|^{2+\frac{\varepsilon}{2}} E\left|R_{k ; n}\right|^{2+\frac{\varepsilon}{2}}\right\}^{\frac{2}{4+\varepsilon}} \\
&=O\left(n^{-\frac{5}{2}}\right) \\
& E\left|n^{-2} R_{k ; n} \sum_{i=1}^{n} \delta\left(X_{i}\right)\right| \leq n^{-2}\left\{E\left|\sum_{i=1}^{n} \delta\left(X_{i}\right)\right|^{2+\frac{\varepsilon}{2}} E\left|R_{k ; n}\right|^{2+\frac{\varepsilon}{2}}\right\}^{\frac{2}{4+\varepsilon}} \\
&= O\left(n^{-3}\right) \\
& E\left|n^{-2} R_{k ; n} \sum_{C_{n, 2}} f_{2}\left(X_{i}, X_{j}\right)\right| \leq n^{-2}\left\{E\left|\sum_{C_{n, 2}} f_{2}\left(X_{i}, X_{j}\right)\right|^{2+\frac{\varepsilon}{2}} E\left|R_{k ; n}\right|^{2+\frac{\varepsilon}{2}}\right\}^{\frac{2}{4+\varepsilon}} \\
&=O\left(n^{-3}\right)
\end{aligned}
$$

and

$$
E\left|R_{k ; n}\right|^{2} \leq\left\{E\left|R_{k ; n}\right|^{2+\frac{\varepsilon}{2}}\right\}^{\frac{4}{4+\varepsilon}}=O\left(n^{-4}\right)
$$

Thus, using these equations and (3.7), we can obtain the equalities.
Remark 1. It is possible to improve the equations with remainder terms of the order $O\left(n^{-3}\right)$. But it needs more calculation, then we leave the equations as they are.

Let us define

$$
\begin{aligned}
e_{1} & =E\left[g_{1}^{4}\left(X_{1}\right)\right], \quad e_{2}=E\left[g_{1}^{2}\left(X_{1}\right) g_{2}^{2}\left(X_{1}, X_{2}\right)\right] \\
e_{3} & =E\left[g_{1}^{2}\left(X_{1}\right) g_{1}\left(X_{2}\right) g_{2}\left(X_{1}, X_{2}\right)\right] \\
e_{4} & =E\left[g_{1}\left(X_{1}\right) g_{1}\left(X_{2}\right) g_{2}^{2}\left(X_{1}, X_{2}\right)\right] \\
e_{5} & =E\left[g_{1}\left(X_{1}\right) g_{1}\left(X_{2}\right) g_{2}\left(X_{1}, X_{3}\right) g_{2}\left(X_{2}, X_{3}\right)\right] \\
e_{6} & =E\left[g_{1}\left(X_{1}\right) g_{2}\left(X_{1}, X_{2}\right) g_{2}\left(X_{1}, X_{3}\right) g_{2}\left(X_{2}, X_{3}\right)\right]
\end{aligned}
$$

and

$$
e_{7}=E\left[g_{2}\left(X_{1}, X_{3}\right) g_{2}\left(X_{2}, X_{3}\right) g_{2}\left(X_{1}, X_{4}\right) g_{2}\left(X_{2}, X_{4}\right)\right] .
$$

Then, using the equation (2.1), it follows from direct computations that

$$
\begin{aligned}
& E\left[f_{1}^{2}\left(X_{1}\right)\right]=e_{1}-\xi_{1}^{4}+4 e_{3}+4 e_{5} \\
& E\left[f_{1}\left(X_{1}\right) \delta\left(X_{1}\right)\right]=e_{2}-\xi_{1}^{2} \xi_{2}^{2}+2 e_{3}
\end{aligned}
$$

and

$$
E\left[f_{2}^{2}\left(X_{1}, X_{2}\right)\right]=\xi_{1}^{4}+2 e_{2}-4 e_{3}+2 e_{4}-4 e_{5}+4 e_{6}+e_{7}
$$

Here we will study the asymptotic mean square errors for the variance and the covariance estimation problems. Also, the asymptotic mean square error of the Wilcoxon's signed rank test will be discussed.

Example 1. Variance estimation;
Let us consider the kernel $h(x, y)=(x-y)^{2} / 2$. Then if $\operatorname{Var}\left(X_{1}\right)=\sigma^{2}$, the $U$ statistic

$$
U_{n}=\binom{n}{2}^{-1} \sum_{C_{n, 2}} h\left(X_{i}, X_{j}\right)
$$

is an unbiased estimator of $\sigma^{2}$. It is easy to see that

$$
\theta=\sigma^{2}, \quad g_{1}(x)=\frac{1}{2}\left(x^{2}-\sigma^{2}\right) \quad \text { and } \quad g_{2}(x, y)=-x y
$$

For the sake of simplicity, we will consider the case that the distribution $F(x)$ is symmetric about the origin. Let us define $m_{k}=E\left[X_{1}^{k}\right]$. Then because of symmetry of $F$, if $k$ is odd number, $m_{k}=0$. Using this fact, from direct computations, we can show that

$$
\begin{array}{ll}
\xi_{1}^{2}=\frac{1}{4}\left(m_{4}-\sigma^{4}\right), \quad \xi_{2}^{2}=\sigma^{4}, \quad e_{1}=\frac{1}{16}\left(m_{8}-4 \sigma^{2} m_{6}+6 \sigma^{4} m_{4}-3 \sigma^{8}\right), \\
e_{2}=\frac{\sigma^{2}}{4}\left(m_{6}-2 \sigma^{2} m_{4}+\sigma^{6}\right), \quad e_{4}=\frac{1}{4}\left(m_{4}-\sigma^{4}\right)^{2}, \quad e_{6}=-\frac{\sigma^{4}}{2}\left(m_{4}-\sigma^{4}\right), \\
e_{7}=\sigma^{8} \quad \text { and } \quad e_{3}=e_{5}=0 .
\end{array}
$$

(Normal distribution:) If the underlying distribution is normal, that is $X_{i} \sim N\left(0, \sigma^{2}\right)$, we can show that

$$
\begin{aligned}
& b_{J}=2 \sigma^{4}, \quad b_{S}=-2 \sigma^{4}, \quad b_{\alpha}=2 \sigma^{4}-2 \alpha \sigma^{4} \\
& \operatorname{mse}\left(V_{J}\right)=\sigma^{8}\left\{\frac{56}{n}+\frac{268}{n^{2}}\right\}, \quad \operatorname{mse}\left(V_{S}\right)=\sigma^{8}\left\{\frac{56}{n}+\frac{44}{n^{2}}\right\} \\
& \operatorname{mse}\left(V_{\alpha}\right)=\sigma^{8}\left\{\frac{56}{n}+\frac{4\left(\alpha^{2}-30 \alpha+67\right)}{n^{2}}\right\} \text { and } \operatorname{mse}\left(V_{C}\right)=\sigma^{8}\left\{\frac{56}{n}+\frac{200}{n^{2}}\right\} .
\end{aligned}
$$

In the case of $\sigma^{2}=1$ and $n=10$, Schucany and Bankson (1989) discussed the mean square errors of $V_{J} / n, V_{S} / n$ and $V_{C} / n$ by simulation. Corresponding asymptotic mean square errors are given by

$$
\frac{m s e\left(V_{J}\right)}{10^{2}}=0.0828, \quad \frac{m s e\left(V_{S}\right)}{10^{2}}=0.0604 \quad \text { and } \quad \frac{m s e\left(V_{C}\right)}{10^{2}}=0.0760
$$

Their estimated mean square errors are close to these values.
(Logistic distribution:) We consider the logistic distribution which has the density function

$$
\frac{\pi e^{-\frac{\pi x}{\sqrt{3} \sigma}}}{\sqrt{3} \sigma\left(1+e^{-\frac{\pi x}{\sqrt{3} \sigma}}\right)}
$$

In this case we have that $\operatorname{Var}\left(X_{1}\right)=\sigma^{2}$,

$$
\begin{aligned}
& b_{J}=2 \sigma^{4}, \quad b_{S}=-\frac{22}{5} \sigma^{4}, \quad b_{\alpha}=2 \sigma^{4}-\frac{16 \alpha}{5} \sigma^{4} \\
& m s e\left(V_{J}\right)=\sigma^{8}\left\{\frac{538.33}{n}+\frac{1002.95}{n^{2}}\right\}, \quad m s e\left(V_{S}\right)=\sigma^{8}\left\{\frac{538.33}{n}-\frac{1135.02}{n^{2}}\right\} \\
& m s e\left(V_{\alpha}\right)=\sigma^{8}\left\{\frac{538.33}{n}-\frac{1}{n^{2}}\left(10.24 \alpha^{2}-1089.46 \alpha+1002.95\right)\right\}
\end{aligned}
$$

and

$$
m s e\left(V_{U}\right)=\sigma^{8}\left\{\frac{538.33}{n}+\frac{764.89}{n^{2}}\right\}
$$

Example 2. Covariance estimation;
Let $\left\{\boldsymbol{X}_{i}\right\}_{i \geq 1}$ be two dimensional random vectors. And putting $\boldsymbol{X}_{i}=\left(Y_{i}, Z_{i}\right)$, we denote

$$
\operatorname{Var}\left(\boldsymbol{X}_{1}\right)=\operatorname{Var}\left\{\left(Y_{1}, Z_{1}\right)\right\}=\left(\begin{array}{cc}
\sigma_{y}^{2} & \rho \sigma_{y} \sigma_{z} \\
\rho \sigma_{y} \sigma_{z} & \sigma_{z}^{2}
\end{array}\right)
$$

Let us consider a symmetric kernel $h\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=\left(y_{1}-y_{2}\right)\left(z_{1}-z_{2}\right) / 2$. Then corresponding $U$-statistic is an unbiased estimator of $\rho \sigma_{y} \sigma_{z}=\operatorname{Cov}\left(Y_{1}, Z_{1}\right)$. It is easy to see that

$$
\theta=\rho \sigma_{y} \sigma_{z}, \quad g_{1}\left(\boldsymbol{x}_{1}\right)=\frac{1}{2}\left(y_{1} z_{1}-\rho \sigma_{y} \sigma_{z}\right) \quad \text { and } \quad g_{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=-\frac{1}{2}\left(y_{1} z_{2}+z_{1} y_{2}\right)
$$

Further we assume that $\boldsymbol{X}_{i}$ is bivariate normal distribution

$$
\boldsymbol{X}_{i}=\left(Y_{i}, Z_{i}\right) \sim N\left(\mu,\left(\begin{array}{cc}
\sigma_{y}^{2} & \rho \sigma_{y} \sigma_{z} \\
\rho \sigma_{y} \sigma_{z} & \sigma_{z}^{2}
\end{array}\right)\right)
$$

From direct computations we can get

$$
\begin{aligned}
& \xi_{1}^{2}=\frac{1+\rho^{2}}{4} \sigma_{y}^{2} \sigma_{z}^{2}, \quad \xi_{2}^{2}=\frac{1+\rho^{2}}{2} \sigma_{y}^{2} \sigma_{z}^{2}, \quad e_{1}=\frac{3}{16}\left(3 \rho^{4}+14 \rho^{2}+3\right) \sigma_{y}^{4} \sigma_{z}^{4} \\
& e_{2}=\frac{1}{8}\left(3 \rho^{4}+14 \rho^{2}+3\right) \sigma_{y}^{4} \sigma_{z}^{4}, \quad e_{3}=0, \quad e_{4}=\frac{1}{8}\left(\rho^{4}+6 \rho^{2}+1\right) \sigma_{y}^{4} \sigma_{z}^{4} \\
& e_{5}=0, \quad e_{6}=-\frac{1}{8}\left(\rho^{4}+6 \rho^{2}+1\right) \sigma_{y}^{4} \sigma_{z}^{4} \quad \text { and } \quad e_{7}=\frac{1}{8}\left(\rho^{4}+6 \rho^{2}+1\right) \sigma_{y}^{4} \sigma_{z}^{4}
\end{aligned}
$$

Thus we have

$$
\begin{gathered}
b_{J}=\sigma_{y}^{2} \sigma_{z}^{2}\left(1+\rho^{2}\right), \quad b_{S}=-\sigma_{y}^{2} \sigma_{z}^{2}\left(1+\rho^{2}\right), \quad b_{\alpha}=(1-\alpha)\left(1+\rho^{2}\right) \sigma_{y}^{2} \sigma_{z}^{2} \\
\operatorname{mse}\left(V_{J}\right)=\sigma_{y}^{4} \sigma_{z}^{4}\left\{\frac{8}{n}\left(\rho^{4}+5 \rho^{2}+1\right)+\frac{1}{n^{2}}\left(39 \rho^{4}+190 \rho^{2}+39\right)\right\} \\
\operatorname{mse}\left(V_{S}\right)=\sigma_{y}^{4} \sigma_{z}^{4}\left\{\frac{8}{n}\left(\rho^{4}+5 \rho^{2}+1\right)+\frac{1}{n^{2}}\left(7 \rho^{4}+30 \rho^{2}+7\right)\right\} \\
\operatorname{mse}\left(V_{\alpha}\right)=\sigma_{y}^{4} \sigma_{z}^{4}\left\{\frac{8}{n}\left(\rho^{4}+5 \rho^{2}+1\right)+\frac{1}{n^{2}}\left[\alpha^{2}\left(\rho^{2}+1\right)^{2}\right.\right. \\
\\
\left.\left.\quad-6 \alpha\left(3 \rho^{4}+14 \rho^{2}+3\right)+39 \rho^{4}+190 \rho^{2}+39\right]\right\}
\end{gathered}
$$

and

$$
m s e\left(V_{C}\right)=\sigma_{y}^{4} \sigma_{z}^{4}\left\{\frac{8}{n}\left(\rho^{4}+5 \rho^{2}+1\right)+\frac{1}{n^{2}}\left(30 \rho^{4}+140 \rho^{2}+30\right)\right\}
$$

REMARK 2. In the cases of the above tow examples, $\operatorname{mse}\left(V_{S}\right)<m s e\left(V_{C}\right)<$ $m s e\left(V_{J}\right)$. As discussed in Schucany and Bankson (1989), though Sen's estimator $V_{S}$ has small mean square error, it has substantial negative bias. $V_{C}$ and $V_{U}$ are asymptotically unbiased and have smaller mean square error than $V_{J}$. But $V_{C}$ and $V_{U}$ sometimes take negative values in small sample case. Schucany and Bankson (1989) also pointed out by simulation that from the viewpoint of Pitman closeness $V_{J}$ is closer to $n \sigma_{n}^{2}$ than $V_{U}$. If we take $\alpha=1$ of $V_{\alpha}$, both biases and mean square errors are relatively small. Especially in the case of the normal distribution, the biases of $V_{1}$ are 0 . Note that $V_{1}$ is asymptotically equivalent to $\left(V_{J}+V_{S}\right) / 2$ and always takes a non-negative value.

## EXAMPLE 3. Wilcoxon's signed rank test;

In order to compare the mean square errors of the variance estimators, let us discuss the variance estimation of the Wilcoxon's signed rank statistic. Let $X_{1}, \cdots, X_{n}$ be a random sample from the distribution $F(x-\eta)$, where $F(x)$ satisfies $F(-x)=1-F(x)$ for any $x$. So, the distribution $F(x)$ is symmetric about origin. The Wilcoxon's signed rank statistic is very popular to test or to estimate $\eta$. For the sake of simplicity, we consider the following statistic

$$
M_{n}=\binom{n}{2}^{-1} \sum_{C_{n, 2}} \Psi\left(X_{i}+X_{j}\right)
$$

where $\Psi(x)=1,0$ if $x \geq 0,<0 . M_{n}$ is asymptotically equivalent to the Wilcoxon's statistic. Let us assume $\eta=0$ and $F(x)$ has a density function. From direct computation, we can show that

$$
\begin{aligned}
& \theta=\frac{1}{2}, \quad \sigma_{n}^{2}=\frac{2 n-1}{6 n(n-1)}, \quad g_{1}(x)=F(x)-\frac{1}{2}, \quad \xi_{1}^{2}=\frac{1}{12}, \quad \xi_{2}^{2}=\frac{1}{12} \\
& e_{1}=\frac{1}{80}, \quad e_{2}=\frac{1}{144}, \quad e_{3}=-\frac{1}{360}, \quad e_{4}=-\frac{1}{360}, \quad e_{5}=\frac{1}{720} \\
& e_{6}=-\frac{1}{1440} \quad \text { and } \quad e_{7}=\frac{1}{720}
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& b_{J}=\frac{1}{6}, \quad b_{S}=-\frac{1}{2}, \quad b_{\alpha}=\frac{1}{6}-\frac{\alpha}{3} \\
& m s e\left(V_{J}\right)=\frac{53}{180 n^{2}}, \quad \operatorname{mse}\left(V_{S}\right)=\frac{31}{60 n^{2}} \\
& m s e\left(V_{\alpha}\right)=\frac{1}{n^{2}}\left[\frac{1}{9}\left(\alpha-\frac{1}{2}\right)^{2}+\frac{4}{15}\right] \quad \text { and } \quad \operatorname{mse}\left(V_{C}\right)=\frac{4}{9 n^{2}}
\end{aligned}
$$

It follows from the above calculation that

$$
m s e\left(V_{J}\right)<m s e\left(U_{C}\right)<m s e\left(V_{S}\right)
$$

When $\alpha=1 / 2, m s e\left(V_{1 / 2}\right)$ takes a minimum value $4 /\left(15 n^{2}\right)$ and $m s e\left(V_{1 / 2}\right)<m s e\left(V_{J}\right)$.
REmARK 3. Example 1 and Example 2 give us the same conclusion. But it is different in the case of the Wilcoxon's statistic. So, we had better to check the mean square errors of the variance estimators using Theorem 2 in each case.

## 4. Edgeworth expansions

From Theorem 1, we can regard the variance estimators as sum of $U$-statistics and $n^{-1}$ term. For asymptotic $U$-statistics, Lai and Wang (1993) have established the Edgeworth expansion with remainder term $o\left(n^{-1}\right)$. Applying their result, we can get Edgeworth expansions of the variance estimators. Let us assume the following conditions.
$\left(C_{1}\right) E\left|h\left(X_{1}, X_{2}\right)\right|^{8}<\infty$
$\left(C_{2}\right) \lim \sup _{|t| \rightarrow \infty}\left|E\left[\exp \left\{i t f_{1}\left(X_{1}\right)\right\}\right]\right|<1$
$\left(C_{3}\right) E\left|f_{2}\left(X_{1}, X_{2}\right)\right|^{s}<\infty(s>0)$ and there exist $K$ Borel functions $\psi_{\nu}: \boldsymbol{R} \rightarrow \boldsymbol{R}$ such that $E\left[\psi_{\nu}^{2}\left(X_{1}\right)\right]<\infty(\nu=1, \cdots, K), K(s-2)>4 s+(28 s-40) I_{\left\{E\left|f_{3}\left(X_{1}, X_{2}, X_{3}\right)\right|>0\right\}}$, and the covariance matrix of $\left(W_{1}, \cdots, W_{K}\right)$ is positive definite, where $W_{\nu}=\left(L \psi_{\nu}\right)\left(X_{1}\right)$ and $\left(L \psi_{\nu}\right)(y)=E\left[f_{2}\left(y, X_{2}\right) \psi_{\nu}\left(X_{2}\right)\right]$, and $I_{\{.\}}$is an indicator function.
The condition $C_{3}$ is concerned with the number of nonzero eigen function of $f_{2}(x, y)$. Alternatively Lai and Wang (1993) have proved the validity of the Edgeworth expansion under the following condition $\left(\tilde{C}_{3}\right)$.
$\left(\widetilde{C}_{3}\right)$ There exist constants $c_{\nu}$ and Borel functions $w_{\nu}: \boldsymbol{R} \rightarrow \boldsymbol{R}$ such that $E\left[w_{\nu}\left(X_{1}\right)\right]=$ $0, E\left|w_{\nu}\left(X_{1}\right)\right|^{s}<\infty$ for some $s \geq 5$ and $f_{2}\left(X_{1}, X_{2}\right)=\sum_{\nu=1}^{K} c_{\nu} w_{\nu}\left(X_{1}\right) w_{\nu}\left(X_{2}\right)$ a.s.; moreover, for some $0<\gamma<\min \{1,2(1-11 /$ (3s)) \},

$$
\limsup _{|t| \rightarrow \infty} \sup _{\left|u_{1}\right|+\cdots+\left|u_{K}\right| \leq|t|^{-\gamma}}\left|E\left[\exp \left(i t\left\{f_{1}\left(X_{1}\right)+\sum_{\nu=1}^{K} u_{\nu} w_{\nu}\left(X_{1}\right)\right\}\right)\right]\right|<1
$$

Let us define

$$
\begin{aligned}
& \tau^{2}=E\left[f_{1}^{2}\left(X_{1}\right)\right], \quad d_{1}=E\left[f_{2}^{2}\left(X_{1}, X_{2}\right)\right], \quad d_{2}=E\left[f_{1}\left(X_{1}\right) \delta\left(X_{1}\right)\right] \\
& d_{3}=E\left[f_{1}^{3}\left(X_{1}\right)\right], \quad d_{4}=E\left[f_{1}\left(X_{1}\right) f_{1}\left(X_{2}\right) f_{2}\left(X_{1}, X_{2}\right)\right], \\
& d_{5}=E\left[f_{1}^{4}\left(X_{1}\right)\right], \quad d_{6}=E\left[f_{1}^{2}\left(X_{1}\right) f_{1}\left(X_{2}\right) f_{2}\left(X_{1}, X_{2}\right)\right], \\
& d_{7}=E\left[f_{1}\left(X_{1}\right) f_{1}\left(X_{2}\right) f_{2}\left(X_{1}, X_{3}\right) f_{2}\left(X_{2}, X_{3}\right)\right], \\
& d_{8}=E\left[f_{1}\left(X_{1}\right) f_{1}\left(X_{2}\right) f_{1}\left(X_{3}\right) f_{3}\left(X_{1}, X_{2}, X_{3}\right)\right], \\
& \kappa_{3}=\tau^{-3}\left(d_{3}+12 d_{4}\right), \quad \kappa_{4}=\tau^{-4}\left(d_{5}-3 \tau^{4}+24 d_{6}+48 d_{7}+8 d_{8}\right), \\
& P_{1 C}(x)= \frac{x^{2}-1}{6} \kappa_{3}, \quad P_{1 J}(x)=P_{1 C}(x)-\frac{b_{J}}{4 \tau}, \\
& P_{1 S}(x)= P_{1 C}(x)-\frac{b_{S}}{4 \tau}, \quad P_{1 \alpha}(x)=P_{1 C}(x)-\frac{b_{\alpha}}{4 \tau}, \\
& P_{2 J}(x)= \frac{x}{\tau^{2}}\left(d_{1}+2 d_{2}+\frac{b_{J}^{2}}{32}\right)+\frac{\kappa_{4}-b_{J} \kappa_{3}}{24}\left(x^{3}-3 x\right) \\
&+\frac{\kappa_{3}^{2}}{72}\left(x^{5}-10 x^{3}+15 x\right), \\
& P_{2 S}(x)= \frac{x}{\tau^{2}}\left(d_{1}+2 d_{2}-2 \tau^{2}+\frac{b_{S}^{2}}{32}\right)+\frac{\kappa_{4}-b_{S} \kappa_{3}}{24}\left(x^{3}-3 x\right) \\
&+\frac{\kappa_{3}^{2}}{72}\left(x^{5}-10 x^{3}+15 x\right), \\
& P_{2 \alpha}(x)= \frac{x}{\tau^{2}}\left(d_{1}+2 d_{2}-\alpha \tau^{2}+\frac{b_{\alpha}^{2}}{32}\right)+\frac{\kappa_{4}-b_{S} \kappa_{3}}{24}\left(x^{3}-3 x\right) \\
&+\frac{\kappa_{3}^{2}}{72}\left(x^{5}-10 x^{3}+15 x\right)
\end{aligned}
$$

and

$$
P_{2 C}(x)=\frac{x}{\tau^{2}}\left(d_{1}+d_{2}\right)+\frac{\kappa_{4}}{24}\left(x^{3}-3 x\right)+\frac{\kappa_{3}^{2}}{72}\left(x^{5}-10 x^{3}+15 x\right) .
$$

We have the following theorem.
THEOREM 3. Assume that the conditions $C_{1}$ and $C_{2}$ hold. If either condition $C_{3}$ or $\tilde{C}_{3}$ is satisfied, we have

$$
\begin{aligned}
& P\left\{\frac{\sqrt{n}\left(V_{J}-n \sigma_{n}^{2}\right)}{4 \tau} \leq x\right\}=\Phi(x)-\frac{\phi(x) P_{1 J}(x)}{\sqrt{n}}-\frac{\phi(x) P_{2 J}(x)}{n}+o\left(n^{-1}\right) \\
& P\left\{\frac{\sqrt{n}\left(V_{S}-n \sigma_{n}^{2}\right)}{4 \tau} \leq x\right\}=\Phi(x)-\frac{\phi(x) P_{1 S}(x)}{\sqrt{n}}-\frac{\phi(x) P_{2 S}(x)}{n}+o\left(n^{-1}\right) \\
& P\left\{\frac{\sqrt{n}\left(V_{\alpha}-n \sigma_{n}^{2}\right)}{4 \tau} \leq x\right\}=\Phi(x)-\frac{\phi(x) P_{1 \alpha}(x)}{\sqrt{n}}-\frac{\phi(x) P_{2 \alpha}(x)}{n}+o\left(n^{-1}\right) \\
& P\left\{\frac{\sqrt{n}\left(V_{C}-n \sigma_{n}^{2}\right)}{4 \tau} \leq x\right\}=\Phi(x)-\frac{\phi(x) P_{1 C}(x)}{\sqrt{n}}-\frac{\phi(x) P_{2 C}(x)}{n}+o\left(n^{-1}\right)
\end{aligned}
$$

and

$$
P\left\{\frac{\sqrt{n}\left(V_{U}-n \sigma_{n}^{2}\right)}{4 \tau} \leq x\right\}=\Phi(x)-\frac{\phi(x) P_{1 C}(x)}{\sqrt{n}}-\frac{\phi(x) P_{2 C}(x)}{n}+o\left(n^{-1}\right)
$$

Proof. It is sufficient to prove the case of $V_{J}$. Since $\tilde{U}_{n}=\sqrt{n}\left\{V_{n}+8 \sum_{i=1}^{n} \delta\left(X_{i}\right) / n^{2}+\right.$ $\left.R_{1 ; n}\right\}$ is an asymptotic $U$-statistic, it follows from Lai and Wang (1993) that

$$
P\left\{\frac{\tilde{U}_{n}}{4 \tau} \leq x\right\}=\Phi(x)-\frac{\phi(x) P_{1 C}(x)}{\sqrt{n}}-\frac{\phi(x) \tilde{P}_{2}(x)}{n}+o\left(n^{-1}\right)
$$

where

$$
\tilde{P}_{2}(x)=\frac{x}{\tau^{2}}\left(d_{1}+2 d_{2}\right)+\frac{\kappa_{4}}{24}\left(x^{3}-3 x\right)+\frac{\kappa_{3}^{2}}{72}\left(x^{5}-10 x^{3}+15 x\right)
$$

Since

$$
P\left\{\frac{\sqrt{n}\left(V_{J}-n \sigma_{n}^{2}\right)}{4 \tau} \leq x\right\}=P\left\{\frac{\tilde{U}_{n}}{4 \tau} \leq x-\frac{b_{J}}{4 \tau \sqrt{n}}\right\}
$$

expanding by $b_{J} /(4 \tau \sqrt{n})$, we have the Edgeworth expansion for $V_{J}$.
Example 4. Let us consider the case of variance estimation in Example 1. From direct computation, we can show that

$$
f_{1}(x)=\frac{1}{4}\left(x^{2}-\sigma^{2}\right)-\frac{1}{4} \xi_{1}^{2}
$$

and

$$
\begin{aligned}
f_{2}(x, y)= & -\frac{1}{4}\left(x^{2}-\sigma^{2}\right)\left(y^{2}-\sigma^{2}\right)-\frac{x y}{2}\left(x^{2}+y^{2}-2 \sigma^{2}\right)+\sigma^{2} x y \\
= & -\frac{1}{4}\left(x^{2}-\sigma^{2}\right)\left(y^{2}-\sigma^{2}\right)-\frac{1}{2}\left(x^{3}+x\right)\left(y^{3}+y\right)+\frac{1}{2} x^{3} y^{3} \\
& +\left(2 \sigma^{2}+\frac{1}{2}\right) x y .
\end{aligned}
$$

Thus putting

$$
\begin{array}{ll}
c_{1}=-\frac{1}{4}, & w_{1}(x)=x^{2}-\sigma^{2}, \quad c_{2}=-\frac{1}{2}, \quad w_{2}(x)=x^{3}+x \\
c_{3}=\frac{1}{2}, & w_{3}(x)=x^{3}, \quad c_{4}=2 \sigma^{2}+\frac{1}{2} \text { and } w_{4}(x)=x
\end{array}
$$

we have

$$
f_{2}\left(X_{1}, X_{2}\right)=\sum_{\nu=1}^{3} c_{\nu} w_{\nu}\left(X_{1}\right) w_{\nu}\left(X_{2}\right) \quad \text { a.s. }
$$

Assume that $E\left|X_{1}\right|^{22}<\infty$ and the underlying distribution $F(x)$ has a density function. We can show that

$$
\limsup _{|t| \rightarrow \infty} \sup _{\left|u_{1}\right|+\cdots+\left|u_{4}\right| \leq|t|^{-1}}\left|E\left[\exp \left(i t\left\{f_{1}\left(X_{1}\right)+\sum_{\nu=1}^{4} u_{\nu} w_{\nu}\left(X_{1}\right)\right\}\right)\right]\right|<1 .
$$

Hence the conditions $\left(C_{1}\right),\left(C_{2}\right)$ and $\left(\tilde{C}_{3}\right)$ are satisfied.

## Appendix A

First we review the moment evaluations of the $H$-decomposition, which is very useful for discussing asymptotic properties. Let $\nu\left(x_{1}, \cdots, x_{r}\right)$ be a function which is symmetric in its arguments and $E\left[\nu\left(X_{1}, \cdots, X_{r}\right)\right]=0$. Let us define

$$
\begin{aligned}
& \rho_{1}\left(x_{1}\right)=E\left[\nu\left(x_{1}, X_{2}, \cdots, X_{r}\right)\right] \\
& \rho_{2}\left(x_{1}, x_{2}\right)=E\left[\nu\left(x_{1}, x_{2}, \cdots, X_{r}\right)\right]-\rho_{1}\left(x_{1}\right)-\rho_{1}\left(x_{2}\right), \cdots
\end{aligned}
$$

and

$$
\rho_{r}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=\nu\left(x_{1}, x_{2}, \cdots, x_{r}\right)-\sum_{k=1}^{r-1} \sum_{C_{r, k}} \rho_{k}\left(x_{i_{1}}, x_{i_{2}}, \cdots, x_{i_{k}}\right) .
$$

Then we can show that

$$
\begin{equation*}
E\left[\rho_{k}\left(X_{1}, \cdots, X_{k}\right) \mid X_{1}, \cdots, X_{k-1}\right]=0 \quad \text { a.s. } \tag{A.1}
\end{equation*}
$$

and

$$
\sum_{C_{n, r}} \nu\left(X_{i_{1}}, \cdots, X_{i_{r}}\right)=\sum_{k=1}^{r}\binom{n-k}{r-k} \Lambda_{k}
$$

where

$$
\Lambda_{k}=\sum_{C_{n, k}} \rho_{k}\left(X_{i_{1}}, \cdots, X_{i_{k}}\right)
$$

Using the equation (11) and moment evaluations of martingales (Dharmadhikari, Fabian and Jogdeo (1968)), we have the upper bounds of the absolute moments of $\Lambda_{k}$ as follows.

Lemma 1. For $q \geq 2$, if $E\left|\nu\left(X_{1}, \cdots, X_{r}\right)\right|^{q}<\infty$, there exists a positive constant $c$, which may depend on $\nu$ and $F$ but not on $n$, such that

$$
\begin{equation*}
E\left|\Lambda_{k}\right|^{q} \leq c n^{\frac{q k}{2}} \tag{A.2}
\end{equation*}
$$

For the simplicity we use a symbol $o_{p}^{*}\left(n^{-3 / 2}\right)$ which may be different in each case but satisfies

$$
E\left|o_{p}^{*}\left(n^{-\frac{3}{2}}\right)\right|^{2+\frac{\varepsilon}{2}}=O\left(n^{-4-\varepsilon}\right)
$$

It follows from Markov's inequality that $o_{p}^{*}\left(n^{-3 / 2}\right)=n^{-1 / 2} o_{p}\left(n^{-1}\right)$.
From Markov's inequality and (12), we can easily obtain the following lemma which is useful for obtaining the asymptotic representations.

Lemma 2. If $E\left[\nu\left(X_{1}, \cdots, X_{r}\right)\right]=0$ and $E\left|\nu\left(X_{1}, \cdots, X_{r}\right)\right|^{2+\varepsilon}<\infty$ for $\varepsilon>0$, we have that

$$
\begin{equation*}
n^{-r-1} \sum_{C_{n, r}} \nu\left(X_{i_{1}}, \cdots, X_{i_{r}}\right)=\frac{1}{n^{2}(r-1)!} \Lambda_{1}+o_{p}^{*}\left(n^{-\frac{3}{2}}\right) \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
n^{-r} \sum_{k=4}^{r}\binom{n-k}{r-k} \Lambda_{k}=o_{p}^{*}\left(n^{-\frac{3}{2}}\right) \tag{A.4}
\end{equation*}
$$

Using the above lemmas, we will prove Theorem 2.
Approximation of $V_{J}$
At first we will obtain the approximation of $V_{J}$. Let us define

$$
\begin{aligned}
& D_{1}=\sum_{i=1}^{n} g_{1}^{2}\left(X_{i}\right), \quad D_{2}=\sum_{C_{n, 2}} g_{1}\left(X_{i}\right) g_{1}\left(X_{j}\right) \\
& D_{3}=\sum_{C_{n, 2}}\left\{g_{1}\left(X_{i}\right)+g_{1}\left(X_{j}\right)\right\} g_{2}\left(X_{i}, X_{j}\right) \\
& D_{4}= \sum_{C_{n, 3}}\left\{g_{1}\left(X_{i}\right) g_{2}\left(X_{j}, X_{k}\right)+g_{1}\left(X_{j}\right) g_{2}\left(X_{i}, X_{k}\right)+g_{1}\left(X_{k}\right) g_{2}\left(X_{i}, X_{j}\right)\right\} \\
& D_{5}= \sum_{C_{n, 2}} g_{2}^{2}\left(X_{i}, X_{j}\right) \\
& D_{6}= \sum_{C_{n, 3}}\left\{g_{2}\left(X_{i}, X_{j}\right) g_{2}\left(X_{i}, X_{k}\right)+g_{2}\left(X_{i}, X_{j}\right) g_{2}\left(X_{j}, X_{k}\right)\right. \\
&\left.\quad \quad+g_{2}\left(X_{i}, X_{k}\right) g_{2}\left(X_{j}, X_{k}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
D_{7}=\sum_{C_{n, 4}}\{ & g_{2}\left(X_{i}, X_{j}\right) g_{2}\left(X_{k}, X_{\ell}\right)+g_{2}\left(X_{i}, X_{k}\right) g_{2}\left(X_{j}, X_{\ell}\right) \\
& \left.+g_{2}\left(X_{i}, X_{\ell}\right) g_{2}\left(X_{j}, X_{k}\right)\right\}
\end{aligned}
$$

From Maesono (1995, p.18), we have

$$
\begin{aligned}
\sum_{i=1}^{n}\left(U_{n}^{(i)}-U_{n}\right)^{2} & =\frac{4}{n(n-1)} D_{1}-\frac{8}{n(n-1)^{2}} D_{2}+\frac{8}{n(n-1)^{2}} D_{3} \\
& -\frac{16}{n(n-1)^{2}(n-2)} D_{4}+\frac{8}{n(n-1)^{2}(n-2)} D_{5} \\
& +\frac{8(n-4)}{n(n-1)^{2}(n-2)^{2}} D_{6}-\frac{16}{n(n-1)^{2}(n-2)^{2}} D_{7}
\end{aligned}
$$

Note that $V_{J}=(n-1) \sum_{i=1}^{n}\left(U_{n}^{(i)}-U_{n}\right)^{2}$. Using the $H$-decomposition, Lemma 1 and Lemma 2, we have that

$$
\begin{aligned}
& \frac{4}{n} D_{1}=4 \xi_{1}^{2}+\frac{4}{n} \sum_{i=1}^{n}\left\{g_{1}^{2}\left(X_{i}\right)-\xi_{1}^{2}\right\} \\
& \frac{8}{n(n-1)} D_{3}= \\
& \frac{8}{n} \sum_{i=1}^{n} E\left[g_{1}\left(X_{0}\right) g_{2}\left(X_{i}, X_{0}\right) \mid X_{i}\right] \\
& \\
& \quad+\frac{8}{n(n-1)} \sum_{C_{n, 2}}\left\{\left[g_{1}\left(X_{i}\right)+g_{1}\left(X_{j}\right)\right] g_{2}\left(X_{i}, X_{j}\right)\right. \\
& \left.\quad-E\left[g_{1}\left(X_{0}\right) g_{2}\left(X_{i}, X_{0}\right) \mid X_{i}\right]-E\left[g_{1}\left(X_{0}\right) g_{2}\left(X_{j}, X_{0}\right) \mid X_{j}\right]\right\} \\
& \frac{8}{n(n-1)(n-2)} D_{5}=\frac{4 \xi_{2}^{2}}{n}+\frac{8}{n^{2}} \sum_{i=1} \delta\left(X_{i}\right)+o_{p}^{*}\left(n^{-\frac{3}{2}}\right) \\
& \frac{8(n-4)}{n(n-1)(n-2)^{2}} D_{6}= \\
& \quad \frac{8}{n(n-1)} \sum_{C_{n, 2}} E\left[g_{2}\left(X_{i}, X_{0}\right) g_{2}\left(X_{j}, X_{0}\right) \mid X_{i}, X_{j}\right] \\
& \\
& \quad+\frac{8}{n(n-1)(n-2)} \sum_{C_{n, 3}} \beta\left(X_{i}, X_{j}, X_{k}\right)+o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
\end{aligned}
$$

and

$$
\frac{16}{n(n-1)(n-2)^{2}} D_{7}=o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
$$

where $X_{0}$ is a random vector with distribution $F(x)$ and is independent of $X_{1}, \cdots, X_{n}$ and

$$
\begin{aligned}
\beta(x, y, z) & =g_{2}(x, y) g_{2}(x, z)+g_{2}(x, y) g_{2}(y, z)+g_{2}(x, z) g_{2}(y, z) \\
& -E\left[g_{2}\left(x, X_{0}\right) g_{2}\left(y, X_{0}\right)+g_{2}\left(y, X_{0}\right) g_{2}\left(z, X_{0}\right)+g_{2}\left(x, X_{0}\right) g_{2}\left(z, X_{0}\right)\right]
\end{aligned}
$$

Thus we have the equation (3.1).
Approximation of $V_{S}$
It follows from the equation (2.2) that

$$
V_{S}=\left\{1-\frac{2}{n}+O\left(n^{-2}\right)\right\} V_{J}
$$

From the equation (A.3), we can show that

$$
-\frac{2}{n} V_{J}=-\frac{8 \xi_{1}^{2}}{n}-\frac{8}{n^{2}} \sum_{i=1}^{n} f_{1}\left(X_{i}\right)+o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
$$

and

$$
O\left(n^{-2}\right) V_{J}=o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
$$

Thus we have the equation (3.2).
Approximation of $V_{\alpha}$
Similarly as $V_{S}$, we can easily obtain the equation (3.3).
Approximation of $V_{C}$

To obtain the equation (3.4), it is sufficient to prove the following lemma which is an improvement of Lemma A4 in Maesono (1995).

Lemma 3. If $E\left|h\left(X_{1}, X_{2}\right)\right|^{4+\varepsilon}<\infty$ for some $\varepsilon>0$, we have

$$
\frac{1}{n+1} \sum_{1 \leq i<j \leq n}\left(Q_{i, j}-\bar{Q}\right)^{2}=\frac{2 \xi_{2}^{2}}{n}+\frac{4}{n^{2}} \sum_{i=1}^{n} \delta\left(X_{i}\right)+o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
$$

Proof. From the proof of Lemma A4 in Maesono (1995), we have

$$
\begin{aligned}
\frac{1}{n+1} & \sum_{1 \leq i<j \leq n}\left(Q_{i, j}-\bar{Q}\right)^{2} \\
= & \frac{4}{(n+1)(n-1)(n-3)} D_{5}-\frac{16}{(n+1)(n-1)(n-2)(n-3)} D_{6} \\
& \quad+\frac{8}{(n+1)(n-1)(n-2)(n-3)^{2}} D_{7}
\end{aligned}
$$

Using the $H$-decomposition and the equations (A.3) and (A.4), we get that

$$
\begin{aligned}
& \frac{4}{(n+1)(n-1)(n-3)} D_{5}=\frac{2 \xi_{2}^{2}}{n}+\frac{4}{n^{2}} \sum_{i=1}^{n} \delta\left(X_{i}\right)+o_{p}^{*}\left(n^{-\frac{3}{2}}\right) \\
& \frac{8}{(n+1)(n-1)(n-2)(n-3)} D_{6}=o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
\end{aligned}
$$

and

$$
\frac{8}{(n+1)(n-1)(n-2)(n-3)^{2}} D_{7}=o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
$$

Thus we have the equation (3.5).

## Approximation of $V_{U}$

Finally we will consider the unbiased estimator $V_{U}$. We will obtain approximations of $\hat{a_{1}^{2}}$ and $\hat{a_{2}^{2}}$. Let us consider $\hat{\lambda}_{1}$. From the definition, we can get

$$
E\left[h\left(x, X_{2}\right)\right]=g_{1}(x)+\theta, \quad h(x, y)=g_{2}(x, y)+g_{1}(x)+g_{1}(y)+\theta
$$

Using these equations and (2.1), we can show that

$$
\begin{aligned}
E\left[\zeta_{1}\left(x, y, X_{3}\right)\right] & =\frac{1}{3}\left\{g_{2}(x, y)\left[g_{1}(x)+g_{1}(y)\right]+3 g_{1}(x) g_{1}(y)+g_{1}^{2}(x)+g_{1}^{2}(y)\right. \\
& +E\left[g_{2}\left(x, X_{3}\right) g_{2}\left(y, X_{3}\right)+\left(g_{2}\left(x, X_{3}\right)+g_{2}\left(y, X_{3}\right)\right) g_{1}\left(X_{3}\right)\right] \\
& \left.+2 \theta g_{2}(x, y)+4 \theta g_{1}(x)+4 \theta g_{1}(y)+\xi_{1}^{2}+3 \theta^{2}\right\}
\end{aligned}
$$

We also have

$$
\begin{aligned}
& E\left[\zeta_{1}\left(x, X_{2}, X_{3}\right)\right] \\
& \quad=\frac{2}{3}\left\{E\left[g_{2}\left(x, X_{3}\right) g_{1}\left(X_{3}\right)\right]+\xi_{1}^{2}\right\}+\frac{4}{3} \theta g_{1}(x)+\theta^{2}+\frac{1}{3} g_{1}^{2}(x)
\end{aligned}
$$

and $E\left[\zeta_{1}\left(X_{1}, X_{2}, X_{3}\right)\right]=\xi_{1}^{2}+\theta^{2}$. Here we have

$$
\begin{aligned}
& E\left[\zeta_{1}\left(x, X_{2}, X_{3}\right)\right]-\xi_{1}^{2}-\theta^{2} \\
& \quad=\frac{2}{3} E\left[g_{2}\left(x, X_{2}\right) g_{1}\left(X_{2}\right)\right]+\frac{4}{3} \theta g_{1}(x)+\frac{1}{3}\left\{g_{1}^{2}(x)-\xi_{1}^{2}\right\} \\
& \quad=\quad \tilde{g}_{1}(x) \quad(\text { say })
\end{aligned} \begin{aligned}
& E\left[\zeta_{1}\left(x, y, X_{3}\right)\right]-\xi_{1}^{2}-\theta^{2}-\tilde{g}_{1}(x)-\tilde{g}_{1}(y) \\
& \quad=\frac{1}{3} E\left[g_{2}\left(x, X_{3}\right) g_{2}\left(y, X_{3}\right)-\left\{g_{2}\left(x, X_{3}\right)+g_{2}\left(y, X_{3}\right)\right\} g_{1}\left(X_{3}\right)\right] \\
& \quad+g_{1}(x) g_{1}(y)+\frac{1}{3}\left\{g_{1}(x)+g_{1}(y)+2 \theta\right\} g_{2}(x, y) \\
& \quad\left.\tilde{g}_{2}(x, y) \quad \text { say }\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\zeta_{1}(x, y, & z)-\xi_{1}^{2}-\theta^{2}-\tilde{g}_{2}(x, y)-\tilde{g}_{2}(x, z)-\tilde{g}_{2}(y, z) \\
& \quad-\tilde{g}_{1}(x)-\tilde{g}_{1}(y)-\tilde{g}_{1}(z) \\
= & \frac{1}{3}\left\{g_{2}(x, y) g_{2}(x, z)+g_{2}(x, y) g_{2}(y, z)+g_{2}(x, z) g_{2}(y, z)\right. \\
& \left.-E\left[g_{2}\left(x, X_{3}\right) g_{2}\left(y, X_{3}\right)-g_{2}\left(x, X_{3}\right) g_{2}\left(z, X_{3}\right)-g_{2}\left(y, X_{3}\right) g_{2}\left(z, X_{3}\right)\right]\right\} \\
& +\frac{2}{3}\left\{g_{1}(x) g_{2}(y, z)+g_{1}(y) g_{2}(x, z)+g_{1}(z) g_{2}(x, y)\right\} \\
= & \left.\tilde{g}_{3}(x, y, z) \quad \text { (say }\right)
\end{aligned}
$$

Thus using the $H$-decomposition, we can show that

$$
\begin{align*}
\hat{\lambda}_{1} & =\xi_{1}^{2}+\theta^{2}+\frac{3}{n} \sum_{i=1}^{n} \tilde{g}_{1}\left(X_{i}\right)+\frac{6}{n(n-1)} \sum_{C_{n, 2}} \tilde{g}_{2}\left(X_{i}, X_{j}\right)  \tag{A.5}\\
& +\frac{6}{n(n-1)(n-2)} \sum_{C_{n, 2}} \tilde{g}_{3}\left(X_{i}, X_{j}, X_{k}\right)
\end{align*}
$$

Next we will obtain an approximation of $\hat{\theta^{2}}$. Similarly as $\hat{\lambda}_{1}$, we can get

$$
\begin{aligned}
& E\left[\zeta_{0}\left(x, y, z, X_{4}\right)\right]=\frac{1}{3}\{ g_{1}(x) g_{2}(y, z)+g_{1}(y) g_{2}(x, z)+g_{1}(z) g_{2}(x, y) \\
&+\theta g_{2}(x, y)+\theta g_{2}(x, z)+\theta g_{2}(y, z) \\
&\left.+2 g_{1}(x) g_{1}(y)+2 g_{1}(x) g_{1}(z)+2 g_{1}(y) g_{1}(z)\right\} \\
&+\theta g_{1}(x)+\theta g_{1}(y)+\theta g_{1}(z)+\theta^{2} \\
& E\left[\zeta_{0}\left(x, y, X_{3}, X_{4}\right)\right] \\
&= \frac{1}{3}\left\{2 g_{1}(x) g_{1}(y)+\theta g_{2}(x, y)\right\}+\theta g_{1}(x)+\theta g_{1}(y)+\theta^{2}
\end{aligned}
$$

and

$$
E\left[\zeta_{0}\left(x, X_{2}, X_{3}, X_{4}\right)\right]=\theta\left\{g_{1}(x)+\theta\right\}
$$

Thus from the $H$-decomposition and the equation (A.4), we have

$$
\begin{align*}
\hat{\theta^{2}} & =\theta^{2}+\frac{4}{n} \sum_{i=1}^{n} \theta g_{1}\left(X_{i}\right)  \tag{A.6}\\
& +\frac{4}{n(n-1)} \sum_{C_{n, 2}}\left\{g_{1}\left(X_{i}\right) g_{1}\left(X_{j}\right)+\theta g_{2}\left(X_{i}, X_{j}\right)\right\} \\
+ & \frac{8}{n(n-1)(n-2)} \sum_{C_{n, 3}}
\end{align*} \quad\left\{g_{1}\left(X_{i}\right) g_{2}\left(X_{j}, X_{k}\right)+g_{1}\left(X_{j}\right) g_{2}\left(X_{i}, X_{k}\right) .\right.
$$

Combining the equations (A.5) and (A.6), we have the approximation of $\hat{a_{1}^{2}}$ as

$$
\begin{equation*}
\frac{4(n-2)}{n-1} \hat{a}_{1}^{2}=4 \xi_{1}^{2}-\frac{4 \xi_{1}^{2}}{n}-\frac{4}{n^{2}} \sum_{i=1}^{n} f_{1}\left(X_{i}\right)+V_{n}+o_{p}^{*}\left(n^{-\frac{3}{2}}\right) \tag{A.7}
\end{equation*}
$$

Since

$$
E\left[h^{2}\left(X_{1}, X_{2}\right)\right]=2 \xi_{1}^{2}+\xi_{2}^{2}+\theta^{2}
$$

using the $H$-decomposition and the equation (13), we obtain

$$
n^{-1} \hat{\lambda}_{2}=\frac{2 \xi_{1}^{2}+\xi_{2}^{2}+\theta^{2}}{n}+\frac{2}{n^{2}} \sum_{i=1}^{n}\left\{\delta\left(X_{i}\right)+f_{1}\left(X_{i}\right)+2 \theta g_{1}\left(X_{i}\right)\right\}+o_{p}^{*}\left(n^{-\frac{3}{2}}\right)
$$

From the $H$-decomposition and the equations (A.3) and (A.4), we can show that

$$
\begin{equation*}
\frac{2}{n-1} \hat{a_{2}^{2}}=\frac{4}{n^{2}} \sum_{i=1}^{n}\left\{\delta\left(X_{i}\right)+f_{1}\left(X_{i}\right)\right\}+\frac{4 \xi_{1}^{2}+2 \xi_{2}^{2}}{n}+o_{p}^{*}\left(n^{-\frac{3}{2}}\right) \tag{A.8}
\end{equation*}
$$

Combining the above evaluations (A.7) and (A.8), we have the desired approximation (3.5).
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