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#### Abstract

Hidden Markov models (HMMs) have during the last decade become a widespread tool for modeling sequences of dependent random variables. Inference for such models is usually based on the maximum-likelihood estimator (MLE), and consistency of the MLE for general HMMs was recently proved by Leroux. In this paper we show that under mild conditions the MLE is also asymptotically normal and prove that the observed information matrix is a consistent estimator of the Fisher information.


1. Introduction. A hidden Markov model (HMM) is a discrete-time stochastic process $\left\{\left(X_{k}, Y_{k}\right)\right\}$ such that (i) $\left\{X_{k}\right\}$ is a finite-state Markov chain, and (ii) given $\left\{X_{k}\right\},\left\{Y_{k}\right\}$ is a sequence of conditionally independent random variables with the conditional distribution of $Y_{n}$ depending on $\left\{X_{k}\right\}$ only through $X_{n}$. The Markov chain $\left\{X_{k}\right\}$ is sometimes called the regime. The name HMM is motivated by the assumption that $\left\{X_{k}\right\}$ is not observable, so that inference and so on has to be based on $\left\{Y_{k}\right\}$ alone. HMMs have during the last decade become widespread for modeling sequences of weakly dependent random variables, with applications in areas such as speech processing [Rabiner (1989)], neurophysiology [Fredkin and Rice (1992)] and biology [Leroux and Puterman (1992)]. See also the monograph by MacDonald and Zucchini (1997). Commonly, the conditional distributions of $Y_{n}$ given $X_{n}$ belong to a single parametric family, such as the normal or Poisson families, so that $X_{n}$ selects the parameter used to generate $Y_{n}$. The distribution of $Y_{n}$, that is, the marginal distribution of $\left\{Y_{k}\right\}$, will then be a finite mixture from the parametric family. Mixtures are frequently used in i.i.d. settings to increase the dispersion governed by a specific parametric family, and this effect is obviously found in the marginal distribution of an HMM as well. In addition, $\left\{Y_{k}\right\}$ is dependent. HMMs can thus be viewed as an extension of Markov chains, but also as an extension of mixture models.

Inference for HMMs was first considered by Baum and Petrie, who treated the case when $\left\{Y_{k}\right\}$ takes values in a finite set. In Baum and Petrie (1966), results on consistency and asymptotic normality of the maximum-likelihood estimator (MLE) are given, and the conditions for consistency are weakened in Petrie (1969). In the latter paper the identifiability problem is also discussed,

[^0]that is, under what conditions there are no other parameters that induce the same law for $\left\{Y_{k}\right\}$ as the true parameter does. For general HMMs, Lindgren (1978) constructed consistent and asymptotically normal estimators of the parameters determining the conditional densities of $Y_{n}$ given $X_{n}$, but he did not consider estimation of the transition probabilities. Later, Leroux (1992) proved consistency of the MLE for general HMMs under mild conditions, and local asymptotic normality (LAN) has been proved by Bickel and Ritov (1996).

The topic of the present paper is asymptotic normality of the MLE. Although Bickel and Ritov (1996) prove that an estimator similar to the MLE is asymptotically normal and achieves the information bound, their result falls short of proving that the likelihood function has a second derivative and that the MLE itself is asymptotically normal. Asymptotic normality of the MLE can be inferred from their paper, but an extra argument is needed; see Ritov (1996). In this paper we show that the curvature of the likelihood function is, asymptotically, equal to the information bound and hence the MLE is asymptotically normal. We also work with conditions that are weaker than those in Bickel and Ritov (1996).

Before we proceed, we need to introduce some notation. We let $\left\{X_{k}\right\}_{k=1}^{\infty}$ be a stationary Markov chain on $\{1, \ldots, K\}$ with transition probabilities $\alpha(a, b)=$ $P\left(X_{k+1}=b \mid X_{k}=a\right)$. We also let $\left\{Y_{k}\right\}$ be an $\mathscr{Y}$-valued sequence such that given $\left\{X_{k}\right\},\left\{Y_{k}\right\}$ is a sequence of conditionally independent random variables, $Y_{n}$ having (conditional) density $g\left(y \mid X_{n}\right)$ with respect to some $\sigma$ finite measure $\nu$ on $\mathscr{Y}$. Usually $\mathscr{Y}$ is a subset of $\mathbb{R}^{q}$ for some $q$, but it may also be a higher dimensional space. Moreover, both $\{\alpha(a, b)\}$ and $\{g(\cdot \mid a)\}$ depend on a parameter $\vartheta$, that is $\alpha(a, b)=\alpha_{\vartheta}(a, b)$ and $g(\cdot \mid a)=g_{\vartheta}(\cdot \mid a)$, where $\vartheta$ is to be estimated from a realization of $\left\{Y_{k}\right\}$. The set to which $\vartheta$ belongs is denoted by $\Theta$, and we assume $\Theta \subseteq \mathbb{R}^{d}$. Note that the stationary distribution of $\left\{X_{k}\right\}$, denoted by $\{\pi(a)\}_{a=1}^{K}$, does also depend on $\vartheta$.

The most common set-up is that where $\vartheta$ contains the transition probabilities themselves, together with some parameters characterizing the $g$ 's. In particular, it is often the case that $g_{\vartheta}(y \mid \alpha)=f(y ; \phi(\alpha))$ for some parametric family $f(y ; \phi)$. We refer to this situation as the "usual parametrization." We now give a few examples of HMMs.

Example 1 (Mixture of normal distributions). Let $K=2, \vartheta=(\alpha(1,2)$, $\left.\alpha(2,1), \mu(1), \mu(2), \sigma^{2}\right)$ and $g_{\vartheta}(y \mid a)=\sigma^{-1} \varphi((y-\mu(\alpha)) / \sigma)$, where $\varphi(\cdot)$ is the standard normal density. Hence, $\mathscr{Y}=\mathbb{R}$ and $\nu$ is Lebesgue measure. The distribution of $Y_{n}$ is a mixture of two normal distributions with different means but equal variances. This model has been used to model electric current through channels in ion membranes; see Guttorp [(1995), page 109], for a short description and Fredkin and Rice (1992) for a fuller treatment.

Example 2 (Mixture of Poisson distributions). Let $K=2, \vartheta=(\alpha(1,2)$, $\alpha(2,1), \mu(1), \mu(2))$, and let $g_{\vartheta}(y \mid a)$ be the Poisson density with mean $\mu(a)$. Hence, $\mathscr{G}=\{0,1,2, \ldots\}$ and $\nu$ is counting measure. The distribution of $Y_{n}$ is a mixture of two Poisson distributions. Albert (1991) proposed this HMM
as a model for series of daily counts of epileptic seizures in one patient [see also Le, Leroux and Puterman (1992) and MacDonald and Zucchini (1997), page 146], Leroux and Puterman (1992) used it for modeling fetal lamb movements.

EXAMPLE 3 (Markov-modulated Poisson process). Let $\{X(t)\}$ be a contin-uous-time Markov chain on $\{1, \ldots, K\}$ with intensity matrix $Q=\{q(i, j)\}$, let $\lambda(1), \ldots, \lambda(K)$ be nonnegative numbers and let $\{N(t)\}$ be a doubly stochastic Poisson process (or Cox process) with random intensity function $\{\lambda(X(t))\}$; that is, given $\{\lambda(X(t))\},\{N(t)\}$ has conditionally independent increments and $N(t+s)-N(t)$ has a Poisson distribution with mean $\int_{t}^{t+s} \lambda(X(u)) d u$. Such processes are called Markov-modulated Poisson processes, and they have been proposed for modeling traffic streams in complex telecommunication networks. See, for example, Heffes and Lucantoni (1986). The parameters of the model are the $q$ 's and the $\lambda$ 's. To make the connection to discrete-time HMMs, let $T_{0}=0$, let $T_{k}$ be the time of the $k$ th event in $\{N(t)\}, Y_{k}=T_{k}-T_{k-1}$ and $X_{k}=X\left(T_{k}\right)$. Then $\left\{\left(X_{k}, Y_{k}\right)\right\}$ is an HMM, except that given $\left\{X_{k}\right\}$, the distribution of $Y_{n}$ depends on both $X_{n-1}$ and $X_{n}$. Replacing $\left\{X_{k}\right\}$ by $\left\{X_{k}^{\prime}\right\}=\left\{\left(X_{k-1}, X_{k}\right)\right\}$ takes us back to the standard set-up, however.

The joint density of $\left(X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}\right)$ [with respect to (counting measure) ${ }^{n} \times \nu^{n}$ ] is given by

$$
p_{\vartheta}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)=\pi_{\vartheta}\left(x_{1}\right) \prod_{k=1}^{n-1} \alpha_{\vartheta}\left(x_{k}, x_{k+1}\right) \prod_{k=1}^{n} g_{\vartheta}\left(y_{k} \mid x_{k}\right)
$$

and the joint density of $\left(Y_{1}, \ldots, Y_{n}\right)$ (with respect to $\left.\nu^{n}\right)$ is

$$
\begin{equation*}
p_{\vartheta}\left(y_{1}, \ldots, y_{n}\right)=\sum_{x_{1}=1}^{K} \cdots \sum_{x_{n}=1}^{K} p_{\vartheta}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \tag{1}
\end{equation*}
$$

here, as well in the sequel, $p$ is used as a generic symbol for densities. Looking at (1), one might think that the complexity for computing $p_{\vartheta}\left(y_{1}, \ldots, y_{n}\right)$ is exponential in $n$. Fortunately, we can compute the likelihood much faster by introducing the matrix $G_{\vartheta}(y)=\operatorname{diag}\left\{g_{\vartheta}(y \mid a)\right\}$ and noting that

$$
\begin{equation*}
p_{\vartheta}\left(y_{1}, \ldots, y_{n}\right)=\pi_{\vartheta}\left\{\prod_{k=1}^{n} G_{\vartheta}\left(y_{k}\right) A_{\vartheta}\right\} \mathbf{1} \tag{2}
\end{equation*}
$$

where $A_{\vartheta}=\left\{\alpha_{\vartheta}(a, b)\right\}$ and 1 is a $K \times 1$-vector of ones. The computational complexity of (2) is only linear in $n$. A further useful observation is that conditional on the $Y$ 's, $\left\{X_{k}\right\}$ is still a Markov chain, although nonhomogeneous. It mixes geometrically fast, however, and this is the key to our analysis below.

The MLE, denoted by $\widehat{\vartheta}_{n}$, maximizes $p_{\vartheta}\left(Y_{1}, \ldots, Y_{n}\right)$ over the parameter set $\Theta$. In many cases we may renumber the state space of $\left\{X_{k}\right\}$ and the $g$ 's, leaving the likelihood unchanged, and the MLE is then not unique. In particular we may do so if the usual parametrization is employed. This ambiguity is obviously not a big concern, though.

In practice, the MLE is often computed using the EM (expectationmaximization) algorithm; $\left\{X_{k}\right\}$ then play the role as missing data. In the context of HMMs, the EM algorithm was formulated by Baum and co-workers; see, for example, Baum, Petrie, Soules and Weiss (1970). A recent general reference is the monograph by McLachlan and Krishnan (1997). For HMMs with the usual parametrization, the $M$-step, in which the parameters are updated, is always explicit in the transition probabilities; that is, the new $\alpha$ 's are obtained without a numerical search. If the parametric family $f(y ; \phi)$ is an exponential family, the $M$-step is often explicit in the $\phi$ 's as well. The $E$-step, in which conditional expectations are evaluated, is computationally more demanding. In most cases it is carried out using the so-called forward-backward algorithm, the complexity of which is linear in $n$; we refer to Rabiner (1989) and Leroux and Puterman (1992) for details. The major drawback of the EM algorithm is its rate of convergence, which is only linear in the vicinity of the MLE. Various modifications of the basic algorithm have been suggested to improve on this; see, for example, Jamshidian and Jennrich (1997), Meng and van Dyk (1997) and references therein. Little has been published on which of these modifications perform well for HMMs, however.

Alternatively, one may maximize (2) with respect to $\vartheta$ directly, using any standard numerical optimization scheme. The downhill simplex algorithm [see for example Press, Flannery, Teukolsky and Vetterling (1989)], is particularly attractive since it does not require any derivatives of the objective function, and derivatives of (2) are time-consuming to compute.

Whatever optimization algorithm is used, one always faces the problem that the likelihood surface of an HMM in general is multimodal. Any algorithm, including EM, may thus converge towards a local maximum or even a saddle point. Today there are no methods guaranteed to find the MLE, but the best advice available is to start the optimization algorithm from several different, possibly random, points in $\Theta$.
2. Further notation and assumptions. The true parameter is denoted by $\vartheta_{0}$. We deliberately replace the subindex $\vartheta_{0}$ by ' 0 ' in notation like $P_{\vartheta_{0}}$ (becoming $P_{0}$ ) and so on. The $\mathbb{L}_{q}\left(P_{0}\right)$-norm will be denoted $\|\cdot\|_{q}$; that is, $\|\cdot\|_{q}=\left\{\left.E_{0}|\cdot|\right|^{q}\right\}^{1 / q}$. Sometimes $Y_{m}, \ldots, Y_{n}$ will be abbreviated $\mathbf{Y}_{m}^{n}$, with an entirely similar notation for the $X$-process. The symbol $D$ denotes differentiation with respect to $\vartheta$, with $D$ forming the gradient and $D^{2}$ forming the Hessian. Occasionally we will use a dot instead of $D$ and two dots instead of $D^{2}$. Finally, $C$ denotes a generic constant, finite and nonnegative, whose value may change from one expression to another.

The following assumptions will be referred to in the sequel.
(A1) The transition probability matrix $\left\{\alpha_{0}(a, b)\right\}$ is ergodic, that is, irreducible and aperiodic.
(A2) For all $a$ and $b$, the maps $\vartheta \mapsto \alpha_{\vartheta}(a, b)$ and $\vartheta \mapsto \pi_{\vartheta}(a)$ have two continuous derivatives in some neighborhood $\left|\vartheta-\vartheta_{0}\right|<\delta$ of $\vartheta_{0}$. For all $a$
and $y \in \mathscr{Y}$, the map $\vartheta \mapsto g_{\vartheta}(y \mid a)$ has two continuous derivatives in the same neighborhood.
(A3) Write $\vartheta=\left(\vartheta_{1}, \ldots, \vartheta_{d}\right)$. There exists a $\delta>0$ such that (i) for all $1 \leq i \leq d$ and all $a$,

$$
E_{0}\left[\sup _{\left|\vartheta-\vartheta_{0}\right|<\delta}\left|\frac{\partial}{\partial \vartheta_{i}} \log g_{\vartheta}\left(Y_{1} \mid a\right)\right|^{2}\right]<\infty
$$

(ii) for all $1 \leq i, j \leq d$ and all $a$,

$$
E_{0}\left[\sup _{\left|\vartheta-\vartheta_{0}\right|<\delta}\left|\frac{\partial^{2}}{\partial \vartheta_{i} \partial \vartheta_{j}} \log g_{\vartheta}\left(Y_{1} \mid a\right)\right|\right]<\infty ;
$$

(iii) for $j=1,2$, all $1 \leq i_{l} \leq d, l=1, \ldots, j$, and all $a$,

$$
\int \sup _{\left|\vartheta-\vartheta_{0}\right|<\delta}\left|\frac{\partial^{j}}{\partial \vartheta_{i_{1}} \cdots \partial \vartheta_{i_{j}}} g_{\vartheta}(y \mid a)\right| \nu(d y)<\infty
$$

(A4) There exists a $\delta>0$ such that with

$$
\rho_{0}(y)=\sup _{\left|\vartheta-\vartheta_{0}\right|<\delta} \max _{1 \leq a, b \leq K} \frac{g_{\vartheta}(y \mid a)}{g_{\vartheta}(y \mid b)},
$$

$P_{0}\left(\rho_{0}\left(Y_{1}\right)=\infty \mid X_{1}=a\right)<1$ for all $a$.
(A5) $\vartheta_{0}$ is an interior point of $\Theta$.
(A6) The maximum-likelihood estimator is strongly consistent.
Without loss of generality, we assume that the $\delta$ 's in (A2)-(A4) agree.
REmark. If (A1) holds, $\left\{X_{k}\right\}$ is ergodic under $P_{0}$. This implies that $\left\{Y_{k}\right\}$ is ergodic as well; see Leroux [(1992), page 130]. (A2) and (A3) are essentially regularity conditions of "Cramér type," that we cannot expect to weaken considerably. (A4) fails to hold if there are two $g_{0}$ 's with disjoint support; let, for example, the g's be location shifts of Beta densities. Heuristically, the result is a gain of information, however, rather than a loss, and it is possible that our results could be refined to include also this case.

In (A6) we assume that $\widehat{\vartheta}_{n} \rightarrow \vartheta_{0}, P_{0}$-a.s. as $n \rightarrow \infty$ (up to a possible permutation of states). Consistency of the MLE is discussed by Leroux (1992), and the conditions needed to ensure (A6) are essentially the following: (i) (A1); (ii) for all $a$ and $b$, the map $\vartheta \mapsto \alpha_{\vartheta}(a, b)$ is continuous on $\Theta$; (iii) for all $a$ and $y \in \mathscr{Y}$, the $\operatorname{map} \vartheta \mapsto g_{\vartheta}(y \mid \alpha)$ is continuous on $\Theta$; (iv) $\Theta$ is compact (this assumption can be relaxed somewhat; see Leroux's paper); (v) for each $a, E_{0}\left|\log g_{0}\left(Y_{1} \mid a\right)\right|<\infty$; (vi) For each $a$ and $\vartheta$ there is a $\delta>0$ such that $E_{0}\left[\sup _{\left|\vartheta^{\prime}-\vartheta\right|<\delta}\left(\log g_{\vartheta^{\prime}}\left(Y_{1} \mid a\right)\right)^{+}\right]<\infty$; (vii) for each $\vartheta$ such that the laws $P_{\vartheta}$ and $P_{0}$ agree, $\vartheta=\vartheta_{0}$ (up to a possible permutation of states).

Obviously, conditions (ii), (iii) and (vi) are global, whereas conditions (A2)(A4) are all local. Condition (vii) holds, for example, if the HMM has the usual
parametrization, finite mixtures of the parametric family $\{f(y ; \phi)\}$ are identifiable and the $\phi_{0}$ 's are distinct. Families of which finite mixtures are identifiable include the normal distribution, the Poisson distribution and the exponential distribution.

Example 1 (Continued). We may define $\Theta$ by $\alpha(1,2), \alpha(2,1) \in[0,1]$, $\mu(a) \in[-1 / \varepsilon, 1 / \varepsilon]$, and $\sigma^{2} \in[\varepsilon, 1 / \varepsilon]$ for some small $\varepsilon>0$. Conditions (A2)(A4) are then all satisfied, as are the conditions for consistency listed above provided $\alpha_{0}(1,2), \alpha_{0}(2,1) \in(0,1)$ [implying (A1)].

Example 2 (Continued). We define $\Theta$ by $\alpha(1,2), \alpha(2,1) \in[0,1]$ and $\mu(a) \in$ $[0,1 / \varepsilon]$ for some small $\varepsilon>0$. Then (A2)-(A4) and the consistency conditions are satisfied provided (A1) also holds.

Example 3 (Continued). Define $\Theta$ by $Q$ having off-diagonal elements bounded by $1 / \varepsilon$ and $\lambda(a) \in[0,1 / \varepsilon]$ for some small $\varepsilon>0$. Then (A2)-(A4) and the consistency conditions are satisfied provided (A1) also holds; it does if $Q_{0}$ is irreducible and all $\lambda_{0}(a)>0$. Parameter estimation and consistency of the MLE are further discussed in Rydén (1994).
3. Main results. To prove asymptotic normality of the MLE, we need two lemmas which themselves are of considerable interest. These lemmas involve the loglikelihood, denoted by $L_{n}(\vartheta)=\log p_{\vartheta}\left(Y_{1}, \ldots, Y_{n}\right)$, and the Fisher information matrix for $\left\{Y_{k}\right\}$, denoted by $\mathscr{J}_{0}$. Intuitively, $\mathscr{J}_{0}$ may be thought of as the limiting covariance matrix of either $n^{-1 / 2} \dot{L}_{n}\left(\vartheta_{0}\right)$ or $D \log p_{\vartheta_{0}}\left(Y_{n} \mid Y_{n-1}, \ldots, Y_{1}\right)$. In Section 4 we show that both of these definitions are valid.

The first lemma is a central limit theorem for the score function at $\vartheta_{0}$.
LEMMA 1. Assume that (A1)-(A4) hold. Then $n^{-1 / 2} \dot{L}_{n}\left(\vartheta_{0}\right) \rightarrow \mathscr{N}\left(0, \mathscr{J}_{0}\right) P_{0}$ weakly as $n \rightarrow \infty$.

We prove this lemma in Section 4. The second lemma is a law of large numbers for the Hessian of the log likelihood.

LEMMA 2. Assume that (A1)-(A4) hold and let $\vartheta_{n}^{*}$ be any, possibly stochastic, sequence in $\Theta$ such that $\vartheta_{n}^{*} \rightarrow \vartheta_{0}, P_{0^{-}}$a.s. as $n \rightarrow \infty$. Then $n^{-1} \ddot{L}_{n}\left(\vartheta_{n}^{*}\right) \rightarrow$ $-\mathscr{J}_{0}$ in $P_{0}$-probability as $n \rightarrow \infty$.

This result will be proved in Section 5 . Note that Lemma 2 shows that if (A1)-(A4) and (A6) hold, the observed information, that is $-n^{-1} \ddot{L}_{n}\left(\widehat{\vartheta}_{n}\right)$, converges to $\mathscr{J}_{0}$ in $P_{0}$-probability. The main result is now as follows.

Theorem 1. Assume that (A1)-(A6) hold and that $\mathscr{J}_{0}$ is nonsingular. Then $n^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta_{0}\right) \rightarrow \mathscr{N}\left(0, \mathscr{J}_{0}^{-1}\right), P_{0}$-weakly as $n \rightarrow \infty$.

Proof. The proof essentially uses the approach introduced by Cramér. For $n$ large enough, $\widehat{\vartheta}_{n}$ is an interior point of $\Theta$ and $\left|\widehat{\vartheta}_{n}-\vartheta_{0}\right|<\delta$, and we can then make a Taylor expansion of $\dot{L}_{n}$ about $\vartheta_{0}$,

$$
0=\dot{L}_{n}\left(\widehat{\vartheta}_{n}\right)=\dot{L}_{n}\left(\vartheta_{0}\right)+\ddot{L}\left(\bar{\vartheta}_{n}\right)\left(\widehat{\vartheta}_{n}-\vartheta_{0}\right)
$$

where $\bar{\vartheta}_{n}$ is a point on the line segment between $\vartheta_{0}$ and $\widehat{\vartheta}_{n}$. Rewriting this expression, we obtain

$$
n^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta_{0}\right)=\left[-n^{-1} \ddot{L}_{n}\left(\bar{\vartheta}_{n}\right)\right]^{-1} n^{-1 / 2} \dot{L}_{n}\left(\vartheta_{0}\right)
$$

The result now follows from the above lemmas.

REMARK. Lemmas 1 and 2 also imply LAN of our model. In fact, they even imply uniform LAN, that is, that in the expansion

$$
L_{n}\left(\vartheta_{0}+n^{-1 / 2} u\right)-L_{n}\left(\vartheta_{0}\right)=n^{-1 / 2} u^{T} \dot{L}_{n}\left(\vartheta_{0}\right)+n^{-1} \frac{1}{2} u^{T} \ddot{L}_{n}\left(\vartheta_{0}\right) u+R_{n}(u)
$$

$R_{n}(u)$ tends to zero in $P_{0}$-probability uniformly over compact subsets of $\mathbb{R}^{d}$. The superindex $T$ denotes transpose.

Throughout the remainder of the paper, we shall make two assumptions that simplify the notation but do not remove any principal difficulties. The first assumption is that $\vartheta$ is one-dimensional, which saves us from using notation like $u u^{T}$. At one instance we do use this notation, namely, in the definition of the Fisher information matrix below. Our second assumption concerns the transition probabilities. By (A1), there exists a positive integer $r$ such that all $r$-step transition probabilities $\alpha_{0}^{(r)}(a, b)=P_{0}\left(X_{r}=b \mid X_{0}=a\right)>0$. The assumption we make is that this inequality is satisfied with $r=1$. We comment on the general case after Lemma 3.
4. A central limit theorem for the score function. Since the bivariate process $\left\{\left(X_{k}, Y_{k}\right)\right\}$ is stationary, we may extend it to a doubly infinite stationary sequence $\left\{\left(X_{k}, Y_{k}\right)\right\}_{k=-\infty}^{\infty}$, a feature that we will use frequently. Let $p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right)$ denote the conditional density of $Y_{1}$ given $Y_{0}, \ldots, Y_{-n}$. By the very definition of an HMM,

$$
\begin{equation*}
p_{\vartheta}\left(Y_{1} \mid \mathbf{Y}_{-n}^{0}\right)=\sum_{a=1}^{K} g_{\vartheta}\left(Y_{1} \mid a\right) P_{\vartheta}\left(X_{1}=a \mid \mathbf{Y}_{-n}^{0}\right) \tag{3}
\end{equation*}
$$

By a martingale convergence theorem by Lévy [see, e.g., Shiryayev (1984), page 478], $P_{\vartheta}\left(X_{1}=a \mid \mathbf{Y}_{-n}^{0}\right) \rightarrow P_{\vartheta}\left(X_{1}=a \mid \mathbf{Y}_{-\infty}^{0}\right) P_{\vartheta}$-a.s. as $n \rightarrow \infty$. Thus, if we define $p_{\vartheta}\left(Y_{1} \mid Y_{0}, Y_{-1}, \ldots\right)$ in analogy with (3), $p_{\vartheta}\left(Y_{1} \mid \mathbf{Y}_{-n}^{0}\right) \rightarrow p_{\vartheta}\left(Y_{1} \mid \mathbf{Y}_{-\infty}^{0}\right)$ $P_{\vartheta}$-a.s.

Now, by a general identity for models with missing data [see Louis (1982), page 227], valid in our case because the $X$ 's take values in a finite set,

$$
\begin{align*}
D \log & p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right) \\
= & D \log p_{\vartheta}\left(Y_{-n}, \ldots, Y_{1}\right)-D \log p_{\vartheta}\left(Y_{-n}, \ldots, Y_{0}\right) \\
= & E_{\vartheta}\left[D \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{1}\right) \mid Y_{-n}, \ldots, Y_{1}\right]  \tag{4}\\
& \quad-E_{\vartheta}\left[D \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{0}\right) \mid Y_{-n}, \ldots, Y_{0}\right]
\end{align*}
$$

note that in the second term on the right-hand side, we consider $X_{1}$ as missing despite that $Y_{1}$ is not observed, a trick that will simplify the following computations slightly. Thus, writing $\lambda_{\vartheta}(a, b)=D \log \alpha_{\vartheta}(a, b), \gamma_{\vartheta}(y \mid a)=$ $D \log g_{\vartheta}(y \mid a)$, and $\tau_{\vartheta}(a)=D \log \pi_{\vartheta}(a)$, we have

$$
\begin{align*}
& D \log p_{\vartheta_{0}}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right) \\
& =\sum_{k=-n}^{0}\left\{E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right)+\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right.  \tag{5}\\
& \\
& \left.\quad-\quad E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right)+\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\} \\
& \\
& \quad+E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right]+E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right]
\end{align*}
$$

Define

$$
\begin{align*}
& \eta_{1}=\sum_{k=-\infty}^{0}\left\{E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right)+\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-\infty}^{1}\right]\right. \\
&\left.-E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right)+\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-\infty}^{0}\right]\right\}  \tag{6}\\
&+E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-\infty}^{1}\right] .
\end{align*}
$$

The sum in (6) is absolutely convergent in $\mathbb{L}_{2}\left(P_{0}\right)$, so that the right-hand side of (6) defines a random variable in $\mathbb{L}_{2}\left(P_{0}\right)$. We do not show this here, but it follows from the proof of Lemma 6 below. Under somewhat stronger conditions, the result $\eta_{1} \in \mathbb{L}_{2}\left(P_{0}\right)$ is shown in Lemma 2.3 in Bickel and Ritov (1996). We now define the Fisher information matrix as $\mathscr{J}_{0}=E_{0}\left[\eta_{1} \eta_{1}^{T}\right]$. Before proving Lemma 1, we give some additional notation and lemmas.

Note that if (A1) and (A2) hold, there exist a $\delta>0$ and a $\sigma_{0}>0$ such that $\inf \left\{\alpha_{\vartheta}(a, b): a, b,\left|\vartheta-\vartheta_{0}\right|<\delta\right\} \geq \sigma_{0}, \inf \left\{\alpha_{\vartheta}^{*}(a, b): a, b,\left|\vartheta-\vartheta_{0}\right|<\delta\right\} \geq \sigma_{0}$ and $\inf \left\{\pi_{\vartheta}(a): a,\left|\vartheta-\vartheta_{0}\right|<\delta\right\} \geq \sigma_{0}$, where $\alpha_{\vartheta}^{*}(a, b)=\pi_{\vartheta}(b) / \pi_{\vartheta}(a) \times \alpha_{\vartheta}(b, a)$ are the transition probabilities of the time-reversed version of $\left\{X_{k}\right\}$ (recall that we assume $r=1$ ). Without loss of generality, we assume that this $\delta$ agrees with the one in (A2)-(A4). Let

$$
\mu_{0}(y)=\left\{1+(K-1) \sigma_{0}^{-2} \rho_{0}(y)\right\}^{-1}
$$

if (A4) holds, $P_{0}\left(\mu_{0}\left(Y_{1}\right)>0 \mid X_{1}=a\right)>0$ for all $a$. For further reference, we cite the following result from Bickel and Ritov (1996); it is their Lemma 3.3.

Lemma 3. Let $-n \leq l<k \leq 0$ and let $H_{k}$ be an event defined in terms of $X_{k}, X_{k+1}, \ldots, X_{0}$ and $Y_{k}, Y_{k+1}, \ldots, Y_{0}$ only. Then for all $\vartheta$ such that $\mid \vartheta-$ $\boldsymbol{\vartheta}_{0} \mid<\delta$,

$$
\begin{aligned}
\max _{a} & P_{\vartheta}\left(H_{k} \mid \mathbf{Y}_{-n}^{0}, X_{l}=a\right)-\min _{a} P_{\vartheta}\left(H_{k} \mid \mathbf{Y}_{-n}^{0}, X_{l}=a\right) \\
& \leq \prod_{i=l+1}^{k-1}\left(1-2 \mu_{0}\left(Y_{i}\right)\right) \\
& \leq \prod_{i=l+1}^{k-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right)
\end{aligned}
$$

REMARK. If $r>1$, the result corresponding to Lemma 3 (and with an entirely similar proof) reads

$$
\begin{align*}
\max _{a} & P_{\vartheta}\left(H_{k} \mid \mathbf{Y}_{-n}^{0}, X_{k-q r}=a\right)-\min _{a} P_{\vartheta}\left(H_{k} \mid \mathbf{Y}_{-n}^{0}, X_{k-q r}=a\right) \\
& \leq \prod_{i=2}^{q} \exp \left(-2 \mu_{0}\left(Y_{k-i r+1}, \ldots, Y_{k-i r+2 r-1}\right)\right) \tag{7}
\end{align*}
$$

where now

$$
\mu_{0}\left(y_{1}, \ldots, y_{2 r-1}\right)=\frac{1}{1+(K-1) \sigma_{0}^{-2} \prod_{i=1}^{2 r-1} \rho\left(y_{i}\right)}
$$

and with $\sigma_{0}$ defined as above but in terms of the $r$-step transition probabilities. By deleting every second factor in (7) we obtain a bound with factors containing disjoint blocks of $Y$ 's. The proofs below then go through as when $r=1$, except for some very minor changes caused by the need to work with the Y's in blocks of size $r$.

LEMMA 4. Let $-n \leq k \leq 0$ and define

$$
S_{\vartheta}(n, k)=\max _{a, b, c}\left|P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{0}, \quad X_{1}=b\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{0}, \quad X_{1}=c\right)\right|
$$

Then, for any $\vartheta$ such that $\left|\vartheta-\vartheta_{0}\right|<\delta$,

$$
S_{\vartheta}(n, k) \leq \prod_{i=k+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right)
$$

The proof follows from Lemma 3 and the observation that the time-reversed version of $\left\{\left(X_{k}, Y_{k}\right)\right\}$ is an HMM as well.

Lemma 5. Let $-m \leq-n \leq k \leq 0$. Then, for any $\vartheta$ such that $\left|\vartheta-\vartheta_{0}\right|<\delta$,

$$
\begin{aligned}
\max _{a}\left|P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{0}\right)\right| & \leq \prod_{i=k+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right), \\
\max _{a, b} \mid P_{\vartheta}\left(X_{k}=a, X_{k+1}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}\right. & \left.=a, X_{k+1}=b \mid \mathbf{Y}_{-n}^{0}\right) \mid \\
& \leq \prod_{i=k+2}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right), \\
\max _{a}\left|P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right)\right| & \leq \prod_{i=-n+1}^{k-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right), \\
\max _{a, b} \mid P_{\vartheta}\left(X_{k}=a, X_{k+1}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}\right. & \left.=a, X_{k+1}=b \mid \mathbf{Y}_{-m}^{1}\right) \mid \\
& \leq \prod_{i=-n+1}^{k-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right) .
\end{aligned}
$$

The first two conclusions hold true $P_{\vartheta}$-a.s. also if $-n$ is replaced by $-\infty$, and the last two conclusions hold true $P_{\vartheta}-a . s$. also if $-m$ is replaced by $-\infty$.

In the last two parts we may also replace $\mathbf{Y}_{-n}^{1}$ and $\mathbf{Y}_{-m}^{1}$ by $\mathbf{Y}_{-n}^{0}$ and $\mathbf{Y}_{-m}^{0}$, respectively, and also, as above, extend these statements to infinite $m$.

Proof. First assume that $n$ and $m$ are finite. The first part of the lemma can be proved using Lemma 4 and arguing as in (h), (i) and (j) in the proof of Lemma 2.3 in Bickel and Ritov (1996).

For the second part, note that

$$
\begin{aligned}
\mid P_{\vartheta}( & \left.X_{k}=a, X_{k+1}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a, X_{k+1}=b \mid \mathbf{Y}_{-n}^{0}\right) \mid \\
= & \mid P_{\vartheta}\left(X_{k}=a \mid X_{k+1}=b, \mathbf{Y}_{-n}^{1}\right) P_{\vartheta}\left(X_{k+1}=b \mid \mathbf{Y}_{-n}^{1}\right) \\
& -P_{\vartheta}\left(X_{k}=a \mid X_{k+1}=b, \mathbf{Y}_{-n}^{0}\right) P_{\vartheta}\left(X_{k+1}=b \mid \mathbf{Y}_{-n}^{0}\right) \mid \\
= & \mid P_{\vartheta}\left(X_{k}=a \mid X_{k+1}=b, \mathbf{Y}_{-n}^{k}\right) P_{\vartheta}\left(X_{k+1}=b \mid \mathbf{Y}_{-n}^{1}\right) \\
& -P_{\vartheta}\left(X_{k}=a \mid X_{k+1}=b, \mathbf{Y}_{-n}^{k}\right) P_{\vartheta}\left(X_{k+1}=b \mid \mathbf{Y}_{-n}^{0}\right) \mid \\
\leq & \left|P_{\vartheta}\left(X_{k+1}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k+1}=b \mid \mathbf{Y}_{-n}^{0}\right)\right|
\end{aligned}
$$

and use the first part (for $k=0$ this argument is not valid, but the result is then trivially true).

Since

$$
\begin{aligned}
& \left|P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right)\right| \\
& \quad=\mid \sum_{b=1}^{K} P_{\vartheta}\left(X_{k}=a \mid X_{-n}=b, \mathbf{Y}_{-n+1}^{1}\right) P_{\vartheta}\left(X_{-n}=b \mid \mathbf{Y}_{-n}^{1}\right) \\
& \quad-\sum_{c=1}^{K} P_{\vartheta}\left(X_{k}=a \mid X_{-n}=c, \mathbf{Y}_{-n+1}^{1}\right) P_{\vartheta}\left(X_{-n}=c \mid \mathbf{Y}_{-m}^{1}\right) \mid
\end{aligned}
$$

$$
\begin{aligned}
& \leq \max _{b, c}\left|P_{\vartheta}\left(X_{k}=a \mid X_{-n}=b, \mathbf{Y}_{-n+1}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid X_{-n}=c, \mathbf{Y}_{-n+1}^{1}\right)\right| \\
& \leq \prod_{i=-n+1}^{k-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right)
\end{aligned}
$$

the third part holds; the last inequality follows from Lemma 3. When $\mathbf{Y}_{-n}^{1}$ and $\mathbf{Y}_{-m}^{1}$ are replaced by $\mathbf{Y}_{-n}^{0}$ and $\mathbf{Y}_{-m}^{0}$, respectively, the bound follows in a completely similar fashion.

The last part is proved using part three and an argument like the one used to prove part two. Finally, if $n$ or $m$ is infinite, use the fact that $P_{\vartheta}\left(X_{k}=a \mid\right.$ $\left.\mathbf{Y}_{-n}^{1}\right) \rightarrow P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-\infty}^{1}\right) P_{\vartheta}$-a.s. and so on.

We are now ready to prove the following result.
Lemma 6. There exist constants $\beta_{0} \in[0,1)$ and $C_{0}$ such that

$$
\left\|D \log p_{\vartheta_{0}}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right)-\eta_{1}\right\|_{2} \leq C_{0} \beta_{0}^{n} .
$$

Proof. Comparing (5) and (6), we see that it is sufficient to prove that there are $\beta_{0} \in[0,1)$ and $C_{0}$ such that

$$
\begin{array}{r}
\left\|E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\|_{2} \leq C_{0} \beta_{0}^{n}, \\
\left\|E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-\infty}^{1}\right]\right\|_{2} \leq C_{0} \beta_{0}^{n}, \\
\left\|\sum_{k=-\lfloor n / 2\rfloor}^{0}\left\{E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{j}\right]-E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{j}\right]\right\}\right\|_{2} \leq C_{0} \beta_{0}^{n}, \tag{10}
\end{array}
$$

$$
\begin{equation*}
\left\|\sum_{k=-\lfloor n / 2\rfloor}^{0}\left\{E_{0}\left[\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{j}\right]-E_{0}\left[\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-\infty}^{j}\right]\right\}\right\|_{2} \leq C_{0} \beta_{0}^{n} \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\sum_{k=-n}^{-\lfloor n / 2\rfloor-1}\left\{E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\}\right\|_{2} \leq C_{0} \beta_{0}^{n}, \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\sum_{k=-n}^{-\lfloor n / 2\rfloor-1}\left\{E_{0}\left[\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\}\right\|_{2} \leq C_{0} \beta_{0}^{n}, \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\sum_{k=-\infty}^{-\lfloor n / 2\rfloor-1}\left\{E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{1}\right]-E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{0}\right]\right\}\right\|_{2} \leq C_{0} \beta_{0}^{n} \tag{14}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\sum_{k=-\infty}^{-\lfloor n / 2\rfloor-1}\left\{E_{0}\left[\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-\infty}^{1}\right]-E_{0}\left[\lambda_{0}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-\infty}^{0}\right]\right\}\right\|_{2} \leq C_{0} \beta_{0}^{n} \tag{15}
\end{equation*}
$$

for $j=0,1$, where $\lfloor\cdot\rfloor$ denotes the integer part.

We start with (8). By the first part of Lemma 5 we have

$$
\begin{aligned}
& \left|E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right| \\
& \quad=\left|\sum_{a=1}^{K} \tau_{0}(a)\left[P_{0}\left(X_{-n}=a \mid \mathbf{Y}_{-n}^{1}\right)-P_{0}\left(X_{-n}=a \mid \mathbf{Y}_{-n}^{0}\right)\right]\right| \\
& \quad \leq \max _{a} \tau_{0}(a) C \prod_{i=-n+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right) .
\end{aligned}
$$

Thus, by the definition of an HMM,

$$
\begin{aligned}
\| E_{0} & {\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{0}\left[\tau_{0}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right] \|_{2}^{2} } \\
& \leq C E_{0}\left[\prod_{i=-n+1}^{0} \exp \left(-4 \mu_{0}\left(Y_{i}\right)\right)\right] \\
& =C E_{0}\left[E_{0}\left[\prod_{i=-n+1}^{0} \exp \left(-4 \mu_{0}\left(Y_{i}\right)\right) \mid \mathbf{X}_{-n+1}^{0}\right]\right] \\
& =C E_{0}\left[\prod_{i=-n+1}^{0} E_{0}\left[\exp \left(-4 \mu_{0}\left(Y_{i}\right)\right) \mid X_{i}\right]\right] \\
& \leq C E_{0}\left[\prod_{i=-n+1}^{0} \max _{a} E_{0}\left[\exp \left(-4 \mu_{0}\left(Y_{i}\right)\right) \mid X_{i}=a\right]\right] \\
& =C \beta^{n}
\end{aligned}
$$

for some $\beta \in[0,1)$ and (8) follows. A similar argument shows (9).
We now turn to (10). By the third part of Lemma 5, with $m=\infty$,

$$
\begin{aligned}
& \left|E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{j}\right]-E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{j}\right]\right| \\
& \quad=\left|\sum_{a=1}^{K} \gamma_{0}\left(Y_{k} \mid a\right)\left[P_{0}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{j}\right)-P_{0}\left(X_{k}=a \mid \mathbf{Y}_{-\infty}^{j}\right)\right]\right| \\
& \quad \leq \max _{a}\left|\gamma_{0}\left(Y_{k} \mid a\right)\right| C \prod_{i=-n+1}^{k-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right)
\end{aligned}
$$

$P_{0}$-a.s. Thus,

$$
\begin{aligned}
& \| E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{j}\right]-\left.E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{j}\right]\right|_{2} ^{2} \\
& \quad \leq E_{0}\left[C \max _{a}\left|\gamma_{0}\left(Y_{k} \mid a\right)\right|^{2} \prod_{i=-n+1}^{k-1} \exp \left(-4 \mu_{0}\left(Y_{i}\right)\right)\right] \\
& \quad \leq C E_{0}\left[E_{0}\left[\max _{a}\left|\gamma_{0}\left(Y_{k} \mid a\right)\right|^{2} \prod_{i=-n+1}^{k-1} \exp \left(-4 \mu_{0}\left(Y_{i}\right)\right) \mid \mathbf{X}_{-n+1}^{k}\right]\right]
\end{aligned}
$$

$$
\begin{aligned}
& =C E_{0}\left[E_{0}\left[\max _{a}\left|\gamma_{0}\left(Y_{k} \mid a\right)\right|^{2} \mid X_{k}\right] \prod_{i=-n+1}^{k-1} E_{0}\left[\exp \left(-4 \mu_{0}\left(Y_{i}\right)\right) \mid X_{i}\right]\right] \\
& \leq C \max _{b} E_{0}\left[\max _{a}\left|\gamma_{0}\left(Y_{k} \mid a\right)\right|^{2} \mid X_{k}=b\right] \beta^{k-1+n}
\end{aligned}
$$

so that

$$
\begin{aligned}
& \left\|\sum_{k=-\lfloor n / 2\rfloor}^{0}\left\{E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{j}\right]-E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{j}\right]\right\}\right\|_{2} \\
& \quad \leq C \sum_{k=-\lfloor n / 2\rfloor}^{0} \beta^{(k-1+n) / 2} \leq C \beta^{(-\lfloor n / 2\rfloor-1+n) / 2}
\end{aligned}
$$

and (10) follows. Also (11)-(15) follow in an entirely similar fashion, using other parts of Lemma 5 . Note that (14) and (15) show that $\eta_{1} \in \mathbb{L}_{2}\left(P_{0}\right)$.

Proof of Lemma 1. Let $\xi_{k}=D \log p_{\vartheta_{0}}\left(Y_{k} \mid Y_{k-1}, \ldots, Y_{1}\right)$, so that $\dot{L}_{n}\left(\vartheta_{0}\right)$ $=\sum_{k=1}^{n} \xi_{k}$, and let

$$
\begin{aligned}
\eta_{k}=\sum_{i=-\infty}^{k-1}\{ & E_{0}\left[\gamma_{0}\left(Y_{i} \mid X_{i}\right)+\lambda_{0}\left(X_{i}, X_{i+1}\right) \mid \mathbf{Y}_{-\infty}^{k}\right] \\
& \left.-E_{0}\left[\gamma_{0}\left(Y_{i} \mid X_{i}\right)+\lambda_{0}\left(X_{i}, X_{i+1}\right) \mid \mathbf{Y}_{-\infty}^{k-1}\right]\right\} \\
& +E_{0}\left[\gamma_{0}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-\infty}^{k}\right]
\end{aligned}
$$

Using (A3)(iii), it readily follows that

$$
\begin{aligned}
E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-\infty}^{0}\right] & =E_{0}\left[E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-\infty}^{0}, X_{1}\right] \mid \mathbf{Y}_{-\infty}^{0}\right] \\
& =E_{0}\left[E_{0}\left[\gamma_{0}\left(Y_{1} \mid X_{1}\right) \mid X_{1}\right] \mid \mathbf{Y}_{-\infty}^{0}\right]=0
\end{aligned}
$$

so that $\left\{\eta_{k}\right\}$ is a stationary and ergodic (because $\left\{Y_{k}\right\}$ is ergodic) martingale increment sequence with respect to $\left\{\sigma\left(Y_{-\infty}^{k}\right)\right\}$ in $\mathbb{L}_{2}\left(P_{0}\right)$. Its covariance matrix is $\mathscr{J}_{0}$. By the central limit theorem for martingales [see, e.g., Durrett (1991), page 375], we obtain

$$
\begin{equation*}
n^{-1 / 2} \sum_{k=1}^{n} \eta_{k} \rightarrow \mathscr{N}\left(0, \mathscr{J}_{0}\right) \tag{16}
\end{equation*}
$$

Finally, Lemma 6 shows that

$$
\begin{aligned}
\left\|n^{-1 / 2} \sum_{k=1}^{n} \xi_{k}-n^{-1 / 2} \sum_{k=1}^{n} \eta_{k}\right\|_{2} & \leq n^{-1 / 2} \sum_{k=1}^{n}\left\|\xi_{k}-\eta_{k}\right\|_{2} \\
& =n^{-1 / 2} \sum_{k=1}^{n}\left\|D \log p_{\vartheta_{0}}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-k+2}\right)-\eta_{1}\right\|_{2}
\end{aligned}
$$

where the last equality follows by stationarity. By Lemma 6, the expression on the right-hand side tends to zero as $n \rightarrow \infty$, whence the result follows from (16).
5. A law of large numbers for the observed information. In this section we prove Lemma 2 via a uniform law of large numbers for the Hessian of the loglikelihood. Our approach is similar to the one used in Section 4, but the derivation is more delicate. First, again by a general identity for models with missing data [see Louis (1982), page 227], valid in our case because the $X$ 's take values in a finite set,

$$
\begin{aligned}
& D^{2} \log p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right) \\
& =D^{2} \log p_{\vartheta}\left(Y_{-n}, \ldots, Y_{1}\right)-D^{2} \log p_{\vartheta}\left(Y_{-n}, \ldots, Y_{0}\right) \\
& =E_{\vartheta}\left[D^{2} \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& +E_{\vartheta}\left[\left(D \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{1}\right)\right)^{2} \mid \mathbf{Y}_{-n}^{1}\right] \\
& -\left\{E_{\vartheta}\left[D \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right\}^{2} \\
& -E_{\vartheta}\left[D^{2} \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{0}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& -E_{\vartheta}\left[\left(D \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{0}\right)\right)^{2} \mid \mathbf{Y}_{-n}^{0}\right] \\
& +\left\{E_{\vartheta}\left[D \log p_{\vartheta}\left(X_{-n}, \ldots, X_{1}, Y_{-n}, \ldots, Y_{0}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\}^{2} \\
& =\sum_{k=-n}^{0}\left\{E_{\vartheta}\left[\dot{\gamma}_{\vartheta}\left(Y_{k} \mid X_{k}\right)+\dot{\lambda}_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right. \\
& \left.-E_{\vartheta}\left[\dot{\gamma}_{\vartheta}\left(Y_{k} \mid X_{k}\right)+\dot{\lambda}_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\} \\
& +E_{\vartheta}\left[\dot{\gamma}_{\vartheta}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right]+E_{\vartheta}\left[\dot{\tau}_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]-E_{\vartheta}\left[\dot{\tau}_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& +\sum_{k=-n}^{0} \sum_{l=-n}^{0}\left\{E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right. \\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& +E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& +E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& +E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& +2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& \left.+2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{l}, X_{l+1}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\} \\
& +E_{\vartheta}\left[\gamma_{\vartheta}^{2}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right]-\left\{E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right\}^{2}
\end{aligned}
$$

$$
\begin{aligned}
&+\sum_{k=-n}^{0}\{ 2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&-2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&+2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&\left.-2 E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right\} \\
&+E_{\vartheta}\left[\tau_{\vartheta}^{2}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]-\left\{E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right]\right\}^{2} \\
&-E_{\vartheta}\left[\tau_{\vartheta}^{2}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right]+\left\{E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\}^{2} \\
&+\sum_{k=-n}^{0}\{ 2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&-2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&-2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
&+2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
&+2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&-2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&-2 E_{\vartheta}\left[\tau_{\vartheta \vartheta}\left(X_{-n}\right) \lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
&\left.+2 E_{\vartheta}\left[\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\lambda_{\vartheta}\left(X_{k}, X_{k+1}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\} \\
&+2 E_{\vartheta}[ \left.\tau_{\vartheta}\left(X_{-n}\right) \gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
&-2 E_{\vartheta}[ \left.\tau_{\vartheta}\left(X_{-n}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{1} \mid X_{1}\right) \mid \mathbf{Y}_{-n}^{1}\right] .
\end{aligned}
$$

Again, we need some additional lemmas before we look closer at this expression.

Lemma 7. Let $-m \leq-n \leq k, l \leq 0$. Then for any $\vartheta$ such that $\left|\vartheta-\vartheta_{0}\right|<\delta$,

$$
\begin{aligned}
& \max _{a, b}\left|P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-n}^{0}\right)\right| \\
& \quad \leq \prod_{i=k \vee l+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right), \\
& \max _{a, b}\left|P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-m}^{1}\right)\right| \\
& \quad \leq \prod_{i=-n+1}^{k \wedge-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right) .
\end{aligned}
$$

The second conclusion holds true also if $\mathbf{Y}_{-n}^{1}$ and $\mathbf{Y}_{-m}^{1}$ are replaced by $\mathbf{Y}_{-n}^{0}$ and $\mathbf{Y}_{-m}^{0}$, respectively.

The proof is entirely similar to the proofs of parts two and four of Lemma 5.

Lemma 8. Let $-n \leq k, l \leq 0$. Then for any $\vartheta$ such that $\left|\vartheta-\vartheta_{0}\right|<\delta$,

$$
\begin{aligned}
& \max _{a, b}\left|P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right)\right| \\
& \quad \leq \prod_{i=k \wedge l+1}^{k \vee l-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right) .
\end{aligned}
$$

The conclusion holds true also if $\mathbf{Y}_{-n}^{1}$ is replaced by $\mathbf{Y}_{-n}^{0}$.
Proof. Assume that $k \geq l$. Then

$$
\begin{aligned}
& \left|P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right)\right| \\
& =\mid P_{\vartheta}\left(X_{k}=a \mid X_{l}=b, \mathbf{Y}_{-n}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right) \\
& -P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-n}^{1}\right) \mid \\
& \leq\left|P_{\vartheta}\left(X_{k}=a \mid X_{l}=b, \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-n}^{1}\right)\right| \\
& =\mid \sum_{c=1}^{K}\left[P_{\vartheta}\left(X_{k}=a \mid X_{l}=b, \mathbf{Y}_{-n}^{1}\right)\right. \\
& \left.-P_{\vartheta}\left(X_{k}=a \mid X_{l}=c, \mathbf{Y}_{-n}^{1}\right)\right] P_{\vartheta}\left(X_{l}=c \mid \mathbf{Y}_{-n}^{1}\right) \mid \\
& \leq \max _{a, b, c}\left|P_{\vartheta}\left(X_{k}=a \mid X_{l}=b, \mathbf{Y}_{-n}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid X_{l}=c, \mathbf{Y}_{-n}^{1}\right)\right| \\
& \leq \prod_{i=l+1}^{k-1} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right),
\end{aligned}
$$

where the last inequality follows from Lemma 3. The proof with $\mathbf{Y}_{-n}^{0}$ is analogous.

Let $G$ denote the neighborhood $\left\{\vartheta:\left|\vartheta-\vartheta_{0}\right|<\delta\right\}$ of $\vartheta_{0}$.
Lemma 9. As $m, n \rightarrow \infty$,

$$
\left\|\sup _{\vartheta \in G}\left|D^{2} \log p_{\vartheta}\left(Y_{1} \mid \mathbf{Y}_{-m}^{1}\right)-D^{2} \log p_{\vartheta}\left(Y_{1} \mid \mathbf{Y}_{-n}^{1}\right)\right|\right\|_{1} \rightarrow 0
$$

Proof. Considering (17), we see that we must prove, for example,

$$
\begin{align*}
\| \sup _{\vartheta \in G} \mid \sum_{k=-m}^{0} \sum_{l=-m}^{0}\{ & E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{1}\right] \\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{1}\right] \\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{0}\right] \\
& \left.+E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{0}\right]\right\} \tag{18}
\end{align*}
$$

$$
\begin{aligned}
-\sum_{k=-n}^{0} \sum_{l=-n}^{0}\{ & E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{1}\right] \\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{0}\right] \\
& \left.+E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{0}\right]\right\}\left.\right|_{1} \rightarrow 0
\end{aligned}
$$

as $m, n \rightarrow \infty$. Other statements, similar to (18) and which together with (18) prove the lemma, can be shown using slight variations of the technique used below. In order to prove (18), it is sufficient to show that (assuming $m \geq n$ ) for $j=0,1$,

$$
\begin{align*}
& \sum_{k=-m}^{-\lfloor n / 2\rfloor} \sum_{l=k}^{\lfloor k / 2\rfloor}| | \sup _{\vartheta \in G} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{1}\right]  \tag{19}\\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{0}\right] \mid \|_{1} \rightarrow 0, \\
& \sum_{k=-m}^{-\lfloor n / 2\rfloor} \sum_{l=k}^{\lfloor k / 2\rfloor} \| \sup _{\vartheta \in G} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{1}\right]  \tag{20}\\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{0}\right] \mid \|_{1} \rightarrow 0, \\
& \sum_{k=-n}^{-\lfloor n / 2\rfloor} \sum_{l=k}^{\lfloor k / 2\rfloor} \| \sup _{\vartheta \in G} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{1}\right]  \tag{21}\\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{0}\right] \mid \|_{1} \rightarrow 0, \\
& \sum_{k=-n}^{-\lfloor n / 2\rfloor} \sum_{l=k}^{\lfloor k / 2\rfloor}| | \sup _{\vartheta \in G} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{1}\right]  \tag{22}\\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{0}\right] \mid \|_{1} \rightarrow 0, \\
& \sum_{k=-\lfloor n / 2\rfloor}^{0} \sum_{l=-\lfloor n / 2\rfloor}^{0} \|\left|\sup _{\vartheta \in G}\right| E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{j}\right]  \tag{23}\\
& -E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{j}\right] \mid \|_{1} \rightarrow 0,
\end{align*}
$$

$$
\begin{align*}
& \sum_{k=-m l=-\lfloor k / 2\rfloor}^{-\lfloor n / 2\rfloor} \sum_{\vartheta \in G}^{0} \| \sup _{\vartheta} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{j}\right]  \tag{25}\\
& \\
& \quad-E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{j}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{j}\right] \mid \|_{1} \rightarrow 0,  \tag{26}\\
& \sum_{k=-n}^{-\lfloor n / 2\rfloor} \sum_{l=-\lfloor k / 2\rfloor}^{0} \| \sup _{\vartheta \in G} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{j}\right] \\
& \\
& \quad-E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-n}^{j}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-n}^{j}\right] \mid \|_{1} \rightarrow 0,
\end{align*}
$$

as $m, n \rightarrow \infty$; compare Figure 1. The idea of splitting up the sum (18) goes back to Baum and Petrie (1966).

Starting with (19), by the first part of Lemma 7 we have that

$$
\begin{aligned}
& \sup _{\vartheta \in G}\left|E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{1}\right]-E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{0}\right]\right| \\
& \leq \sup _{\vartheta \in G} \sum_{a, b=1}^{K}\left|\gamma_{\vartheta}\left(Y_{k} \mid a\right)\right|\left|\gamma_{\vartheta}\left(Y_{l} \mid b\right)\right| \mid P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-m}^{1}\right) \\
& \quad-P_{\vartheta}\left(X_{k}=a, X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right) \mid \\
& \leq C\left(\sup _{\vartheta \in G} \max _{a}\left|\gamma_{\vartheta}\left(Y_{k} \mid a\right)\right|\right)\left(\sup _{\vartheta \in G} \max _{a}\left|\gamma_{\vartheta}\left(Y_{l} \mid b\right)\right|\right) \prod_{i=k \vee l+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right) .
\end{aligned}
$$

By conditioning on the $X$ 's, we obtain that the $\mathbb{L}_{1}\left(P_{0}\right)$-norm of the above expression is bounded by $C \beta^{|k| \wedge| || |}$ for some $\beta \in[0,1)$, whence the left-hand


Fig. 1. Illustration of how the sum in (18) is split into subregions. In region $A, E_{\vartheta}\left[\cdot \mid \mathbf{Y}_{-m}^{1}\right]$ is compared to $E_{\vartheta}\left[\cdot \mid \mathbf{Y}_{-m}^{0}\right]$ etc. In region $B, E_{\vartheta}\left[\cdot \mid \mathbf{Y}_{-m}^{1}\right]$ is compared to $E_{\vartheta}\left[\cdot \mid \mathbf{Y}_{-n}^{1}\right]$ etc. In region $C$, $E_{\vartheta}\left[\cdot \times \cdot \mid \mathbf{Y}_{-m}^{1}\right]$ is compared to $E_{\vartheta}\left[\cdot \mid \mathbf{Y}_{-m}^{1}\right] \times E_{\vartheta}\left[\cdot \mid \mathbf{Y}_{-m}^{1}\right]$ and so on.
side of (19) is bounded by

$$
C \sum_{k=\lfloor n / 2\rfloor}^{m} \sum_{l=\lfloor k / 2\rfloor}^{m} \beta^{l} \leq C \sum_{k=\lfloor n / 2\rfloor}^{m} \beta^{\lfloor k / 2\rfloor} \leq C \beta^{\lfloor n / 4\rfloor}
$$

Here, the right-hand side tends to zero as $m, n \rightarrow \infty$, and (19) follows; (21) follows similarly.

For (20), the first part of Lemma 5 shows that for any $\vartheta \in G$,

$$
\begin{aligned}
& \max _{a, b} \mid P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{1}\right) \\
&-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{0}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right) \mid \\
& \leq \max _{a, b} \mid \\
& P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{1}\right) \\
& \quad-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right) \\
& \quad+P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right) \\
& \quad-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{0}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right) \mid \\
& \leq \max _{b}\left|P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{1}\right)-P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right)\right| \\
&+\max _{a}\left|P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right)-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{0}\right)\right| \\
& \leq 2 \prod_{i=k \vee l+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
& \sup _{\vartheta \in G} \mid E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{1}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{1}\right] \\
& - \\
& \quad E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{k} \mid X_{k}\right) \mid \mathbf{Y}_{-m}^{0}\right] E_{\vartheta}\left[\gamma_{\vartheta}\left(Y_{l} \mid X_{l}\right) \mid \mathbf{Y}_{-m}^{0}\right] \mid \\
& \leq \sup _{\vartheta \in G} \sum_{a, b=1}^{K}\left|\gamma_{\vartheta}\left(Y_{k} \mid a\right)\right|\left|\gamma_{\vartheta}\left(Y_{l} \mid b\right)\right| \\
& \quad \times \mid P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{1}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{1}\right) \\
& \quad-P_{\vartheta}\left(X_{k}=a \mid \mathbf{Y}_{-m}^{0}\right) P_{\vartheta}\left(X_{l}=b \mid \mathbf{Y}_{-m}^{0}\right) \mid \\
& \leq C\left(\sup _{\vartheta \in G} \max _{a}\left|\gamma_{\vartheta}\left(Y_{k} \mid a\right)\right|\right)\left(\sup _{\vartheta \in G} \max _{a}\left|\gamma_{\vartheta}\left(Y_{l} \mid a\right)\right|\right) \prod_{i=k \vee l+1}^{0} \exp \left(-2 \mu_{0}\left(Y_{i}\right)\right)
\end{aligned}
$$

Now (20) follows as above, and (22) follows similarly.

Further, the second part of Lemma 7 shows that the left-hand side of (23) is bounded by

$$
\begin{aligned}
C \sum_{k=-\lfloor n / 2\rfloor}^{0} \sum_{l=-\lfloor n / 2\rfloor}^{0} \beta^{n+k \wedge l-1} & =C \sum_{k=0}^{\lfloor n / 2\rfloor} \sum_{l=0}^{\lfloor n / 2\rfloor} \beta^{n-k \vee l-1} \\
& \leq 2 C \sum_{k=0}^{\lfloor n / 2\rfloor} \sum_{l=k}^{\lfloor n / 2\rfloor} \beta^{n-l-1} \\
& \leq C \sum_{k=0}^{\lfloor n / 2\rfloor} \beta^{\lfloor n / 2\rfloor} \leq C(\lfloor n / 2\rfloor+1) \beta^{\lfloor n / 2\rfloor}
\end{aligned}
$$

The right-hand side vanishes as $n \rightarrow \infty$, whence (23) follows; (24) follows using a bound similar to (27).

Finally, by Lemma 8 the left-hand side of (25) is bounded by

$$
\begin{aligned}
C \sum_{k=-m}^{-\lfloor n / 2\rfloor} \sum_{l=\lfloor k / 2\rfloor}^{0} \beta^{k \vee l-k \wedge l-1} & =C \sum_{k=\lfloor n / 2\rfloor}^{m} \sum_{l=0}^{\lfloor k / 2\rfloor} \beta^{k \vee l-k \wedge l-1} \\
& =C \sum_{k=\lfloor n / 2\rfloor}^{m} \sum_{l=0}^{\lfloor k / 2\rfloor} \beta^{k-l-1} \\
& \leq C \sum_{k=\lfloor n / 2\rfloor}^{m} \beta^{k-\lfloor k / 2\rfloor-1} \leq C \beta^{\lfloor n / 4\rfloor}
\end{aligned}
$$

whence (25) follows; (26) follows similarly, and the proof is complete.
Thus, $\left\{D^{2} \log p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right)\right\}$ is a "uniform Cauchy sequence" in $\mathbb{L}_{1}\left(P_{0}\right)$, and the following result is then immediate.

LEMMA 10. There is a continuous function $\zeta_{1}(\vartheta)$ from $G$ to $\mathbb{L}_{1}\left(P_{0}\right)$ such that

$$
\left\|\sup _{\vartheta \in G}\left|D^{2} \log p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right)-\zeta_{1}(\vartheta)\right|\right\|_{1} \rightarrow 0
$$

as $n \rightarrow \infty$.
Remark. Assuming the MLE to be consistent, that is, that (A6) holds, any subset of the sample space with $P_{\vartheta}$-measure one for some $\vartheta \neq \vartheta_{0}$ has $P_{0}$ measure zero, whence Lemma 5 does not guarantee that any of the statements with infinite $n$ or $m$ holds $P_{0}$-a.s. for any $\vartheta$ other than $\vartheta_{0}$. This is the reason for working with Cauchy sequences in this section, rather than with an explicit representation of $\zeta_{1}(\vartheta)$ similar to (6).

Proof of Lemma 2. Define $\zeta_{k}(\vartheta)$ as the $\mathbb{L}_{1}\left(P_{0}\right)$-limit of

$$
D^{2} \log p_{\vartheta}\left(Y_{k} \mid \mathbf{Y}_{-n}^{k-1}\right)
$$

and let $G^{\prime}$ be an arbitrary neighborhood of $\vartheta_{0}$ such that $G^{\prime} \subseteq G$. We then have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} & P_{0}\left(\left|n^{-1} \ddot{L}_{n}\left(\vartheta_{n}^{*}\right)-n^{-1} \sum_{k=1}^{n} \zeta_{k}\left(\vartheta_{0}\right)\right|>\varepsilon\right) \\
= & \limsup _{n \rightarrow \infty} P_{0}\left(\left|n^{-1} \sum_{k=1}^{n}\left\{D^{2} \log p_{\vartheta_{n}^{*}}\left(Y_{k} \mid Y_{k-1}, \ldots, Y_{1}\right)-\zeta_{k}\left(\vartheta_{0}\right)\right\}\right|>\varepsilon\right) \\
\leq & \limsup _{n \rightarrow \infty} P_{0}\left(n^{-1} \sum_{k=1}^{n} \sup _{\vartheta \in G^{\prime}}\left|D^{2} \log p_{\vartheta}\left(Y_{k} \mid Y_{k-1}, \ldots, Y_{1}\right)-\zeta_{k}\left(\vartheta_{0}\right)\right|>\varepsilon\right) \\
& \quad+\limsup _{n \rightarrow \infty} P_{0}\left(\vartheta_{n}^{*} \notin G^{\prime}\right) \\
\leq & \limsup _{n \rightarrow \infty} n^{-1} \varepsilon^{-1} \sum_{k=1}^{n}\left\|\sup _{\vartheta \in G^{\prime}}\left|D^{2} \log p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-k+2}\right)-\zeta_{1}\left(\vartheta_{0}\right)\right|\right\|_{1} \\
\leq & \limsup _{n \rightarrow \infty} n^{-1} \varepsilon^{-1} \sum_{k=1}^{n}\left\|\sup _{\vartheta \in G^{\prime}}\left|D^{2} \log p_{\vartheta}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-k+2}\right)-\zeta_{1}(\vartheta)\right|\right\|_{1} \\
& \quad+\limsup _{n \rightarrow \infty} n^{-1} \varepsilon^{-1} \sum_{k=1}^{n}\left\|\sup _{\vartheta \in G^{\prime}}\left|\zeta_{1}(\vartheta)-\zeta_{1}\left(\vartheta_{0}\right)\right|\right\|_{1} \\
= & \varepsilon^{-1}\left\|\sup _{\vartheta \in G^{\prime}}\left|\zeta_{1}(\vartheta)-\zeta_{1}\left(\vartheta_{0}\right)\right|\right\|_{1},
\end{aligned}
$$

where the third step follows by Markov's inequality and stationarity, and the last one by Lemma 10 . Let $G^{\prime} \downarrow\left\{\vartheta_{0}\right\}$ and use continuity of $\zeta(\cdot)$ to conclude that

$$
\begin{equation*}
n^{-1} \ddot{L}_{n}\left(\vartheta^{*}\right)-n^{-1} \sum_{k=1}^{n} \zeta_{k}\left(\vartheta_{0}\right) \rightarrow 0 \text { in } P_{0} \text {-probability } \tag{28}
\end{equation*}
$$

as $n \rightarrow \infty$.
Now, because $\left\{Y_{k}\right\}$ is ergodic, so is $\left\{\zeta_{k}\left(\vartheta_{0}\right)\right\}$, whence $n^{-1} \sum_{1}^{n} \zeta_{k}\left(\vartheta_{0}\right) \rightarrow J$ $P_{0}$-a.s. for some matrix $J=E_{0} \zeta_{1}\left(\vartheta_{0}\right)$. The proof is thus complete if we can show that $J=-\mathscr{J}_{0}$.

Using (A3)(iii) it readily follows that

$$
E_{0}\left[-D^{2} \log g_{\vartheta_{0}}\left(Y_{1} \mid X_{1}\right)\right]=E_{0}\left[\left(D \log g_{\vartheta_{0}}\left(Y_{1} \mid X_{1}\right)\right)^{2}\right]
$$

which together with the representations (4) and (17) show that

$$
E_{0}\left[D^{2} \log p_{\vartheta_{0}}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right)\right]=-E_{0}\left[\left(D \log p_{\vartheta_{0}}\left(Y_{1} \mid Y_{0}, \ldots, Y_{-n}\right)\right)^{2}\right]
$$

for each $n$. Hence, by Lemma 6 and Lemma 10, $J=-\mathscr{J}_{0}$.
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