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#### Abstract

To explore nonlinear structures hidden in high-dimensional data and to estimate the effective dimension reduction directions in multivariate nonparametric regression, Li and Duan proposed the sliced inverse regression (SIR) method which is simple to use. In this paper, the asymptotic properties of the kernel estimate of sliced inverse regression are investigated. It turns out that regardless of the kernel function, the asymptotic distribution remains the same for a wide range of smoothing parameters.


1. Introduction. In many statistical applications involving high-dimensional data two tasks will be faced:
2. exploring nonlinear structures such as clusters hidden in data;
3. overcoming the difficulty caused by the sparseness of the data.

Constrained by the three-dimensional physical world in which we live, the ability to look at more than three variables with human eyes is a real challenge. Yet, in statistical applications, there is a tendency to trust visual perception more than mathematical speculation. These issues have led to the development of dimension reduction techniques, for example, the projection pursuit (PP) method [cf. Huber (1985)] including PP regression [Friedman and Stuetzle (1981), Hall (1989) and Zhu and Fang (1992)] and PP clustering [Friedman and Tukey (1974)], the generalized additive model [Hastie and Tibshirani (1987)] and so on.

Alternatively, Li (1991) considers the regression model

$$
\begin{equation*}
Y=F\left(\boldsymbol{\beta}_{1}^{\top} \mathbf{x}, \ldots, \boldsymbol{\beta}_{k}^{\top} \mathbf{x}, \varepsilon\right), \tag{1.1}
\end{equation*}
$$

where $\mathbf{x}$ is a $d$-dimensional random vector, the $\boldsymbol{\beta}$ 's are unknown vectors, the random variable $\varepsilon$ is independent of $\mathbf{x}$ and $F$ is an arbitrary unknown function on $R^{k+1}$. This model means that the projection of the $d$-dimensional explanatory $\mathbf{x}$ onto the $k$-dimensional subspace, ( $\boldsymbol{\beta}_{1}^{\top} \mathbf{x}, \ldots, \boldsymbol{\beta}_{k}^{\top} \mathbf{x}$ ), captures all we need to know about the response variable $Y$. When $\mathbf{k}$ is small, we may reach the goal of data reduction by estimating the $\boldsymbol{\beta}$ 's efficiently.

A method, called sliced inverse regression (SIR), is used to search for the nonlinear structure in data and to estimate the projection directions $\boldsymbol{\beta}$ 's. See

[^0]Duan and Li (1991), Hsing and Carroll (1992) and Li (1991) for results on SIR.

SIR can be used as a descriptive tool for finding interesting structures without relying on the regression model (1.1). Suppose that $\mathbf{X}_{i}^{\top}=$ $\left(X_{i, 1}, \ldots, X_{i, d+1}\right), \quad i=1, \ldots, n$, are i.i.d. $(d+1)$-dimensional observations from $\mathbf{X}^{\top}=\left(X_{1}, \ldots, X_{d+1}\right)$ with density $f(\mathbf{X})$. To explore the structure in the observations, Li (1989) suggested the following method. First, we choose a component of $\mathbf{X}$, say $X_{m}$, as the dependent variable and consider the rest of $\mathbf{X}$, $\mathbf{X}^{(m)}=\left(X_{1}, \ldots, X_{m-1}, X_{m+1}, \ldots, X_{d+1}\right)^{\top}$, as the regressor. Then we look for the interesting projection of $\mathbf{X}^{(m)}, \boldsymbol{\beta}_{m}^{\top} \mathbf{X}^{(m)}$, so that when it is plotted against $X_{m}$, we might find nonlinear structures in the data. For this purpose, Li suggested a projection index which is defined as the largest possible $R$-squared value for fitting a transformation of $X_{m}$ linearly on $\beta^{\top} \mathbf{X}^{(m)}$, that is, for any $m=1, \ldots, d+1$,

$$
B_{m}^{2}(\beta)=\max _{\mathbf{A} \in \mathscr{L}^{2}(\mathbf{X})}\left[\operatorname{Corr}\left(A\left(X_{m}\right), \boldsymbol{\beta}^{\top} \mathbf{X}^{(m)}\right)\right]^{2},
$$

where the notation "Corr" means the correlation coefficient of two random variables and $\mathscr{L}^{2}(\mathbf{X})$ is a class of square integrable functions with respect to the distribution of $\mathbf{X}$. It is easy to see [also see Li (1989), Theorem 2.1] that for a given $\boldsymbol{\beta}, A\left(X_{m}\right)=\mathbb{E}\left(\boldsymbol{\beta}^{\top} \mathbf{X}^{(m)} \mid X_{m}\right)$, and hence

$$
\begin{equation*}
B_{m}^{2}(\beta)=\frac{\boldsymbol{\beta}^{\top} \operatorname{Cov}\left(\mathbb{E}\left(\mathbf{X}^{(m)} \mid X_{m}\right)\right) \boldsymbol{\beta}}{\boldsymbol{\beta}^{\top} \operatorname{Cov}\left(\mathbf{X}^{(m)}\right) \boldsymbol{\beta}}, \tag{1.2}
\end{equation*}
$$

where the notation " $\mathbb{E}$ " means the expectation.
Hence a projection direction $\beta_{m}$ can be found by maximizing $B_{m}^{2}(\beta)$ for a given $m$; that is, $\beta_{m}$ is such that

$$
\begin{equation*}
B_{m}^{2}\left(\beta_{m}\right)=\sup _{\boldsymbol{\beta} \in R^{d}} \frac{\boldsymbol{\beta}^{\top} \operatorname{Cov}\left(\mathbb{E}\left(\mathbf{X}^{(m)} \mid X_{m}\right)\right) \beta}{\boldsymbol{\beta}^{\top} \operatorname{Cov}\left(\mathbf{X}^{(m)}\right) \beta} \tag{1.3}
\end{equation*}
$$

$$
=\text { the largest eigenvalue of } \Lambda \text {, }
$$

where

$$
\begin{equation*}
\boldsymbol{\Lambda}=\left\{\operatorname{Cov}\left(\mathbf{X}^{(m)}\right)\right\}^{-1 / 2} \operatorname{Cov}\left(\mathbb{E}\left(\mathbf{X}^{(m)} \mid X_{m}\right)\right)\left\{\operatorname{Cov}\left(\mathbf{X}^{(m)}\right)\right\}^{-1 / 2}, \tag{1.4}
\end{equation*}
$$

assuming that $\operatorname{Cov}\left(\mathbf{X}^{(m)}\right)$ is a positive-definite matrix. It is well known that $\operatorname{Cov}\left(\mathbf{X}^{(m)}\right)$ can be estimated well by a sample covariance matrix. Hence how to estimate $\operatorname{Cov}\left(\mathbb{E}\left(\mathbf{X}^{(m)} \mid X_{m}\right)\right)$ is the main issue.

The matrix $\operatorname{Cov}\left(\mathbb{E}\left(\mathbf{X}^{(m)} \mid X_{m}\right)\right)$ can be estimated directly by some nonparametric method such as the $\mathbf{k}$-slice estimate proposed by Li (1991). This estimate is based on the following procedure. Divide the range of $X_{m}$ into $n / k$ (rounded to the nearest integer) slices, $S_{1}, \ldots, S_{n / k}$, where each slice contains $k$ sample points of $X_{m}$. Within each slice, compute the sample covariance matrix of concomitants $\mathbf{X}^{(m)}$ associated with $X_{m}$ 's, denoted by $\mathbf{C}_{i}$, $i=1, \ldots, n / k$. Finally, a weighted sum of $\mathbf{C}_{i}$ 's is used as an estimate of $\boldsymbol{\Lambda}$. One can refer to Section 4 of Li (1991) for more details. Hsing and Carroll
(1992) presented the asymptotic normality of Li's two-slice estimation. The issue on appropriate choice of $\mathbf{k}$ remains debatable; see the discussions in Li (1991).

In this paper we consider the kernel method for estimating $\operatorname{Cov}\left(\mathbb{E}\left(\mathbf{X}^{(m)} \mid X_{m}\right)\right)$ and its eigenvalues and eigenvectors, then $\Lambda$ and the associated eigenvalues and eigenvectors. In our results root $n$ consistency and asymptotic normality are established. It turns out that the asymptotic variance of our kernel estimate does not depend on the kernel function used. It remains the same over a wide range of bandwidth. This theoretical result supports the empirical finding that SIR is not sensitive to the number of slices used; see Li (1991).

In the next section we shall state the main results of the paper and leave the proofs to Section 4. Some lemmas which are needed in the proofs shall be given in Section 3.
2. Main results. For simplicity of notation, we write $Y$ and $\mathbf{Z}$ for $X_{m}$ and $\mathbf{X}^{(m)}$, respectively, for given $m$ and let $f(Y)$ denote the density function of $Y$. Put $\mathbf{Z}$ and its independent copies $\mathbf{Z}_{j}$ as

$$
\mathbf{Z}=\left(Z_{1}, \ldots, Z_{d}\right)^{\top}, \quad \mathbf{Z}_{j}=\left(Z_{1 j}, \ldots, Z_{d j}\right)^{\top}, \quad j=1, \ldots, n .
$$

Our objective is to estimate, based on $\left(\mathbf{Z}_{j}, Y_{j}\right)$ 's, $\operatorname{Cov}(\mathbb{E}(\mathbf{Z} \mid Y))$, its eigenvalues and the corresponding eigenvectors. Define

$$
\begin{aligned}
\mathbf{R}(Y) & =\left(R_{1}(Y), \ldots, R_{d}(Y)\right)^{\top}=\left(\mathbb{E}\left(Z_{1} \mid Y\right), \ldots, \mathbb{E}\left(Z_{d} \mid Y\right)\right)^{\top} \hat{=} \mathbb{E}(\mathbf{Z} \mid Y), \\
\mathbf{g}(Y) & =\left(g_{1}(Y), \ldots, g_{d}(Y)\right)^{\top}=\left(R_{1}(Y) f(Y), \ldots, R_{d}(Y) f(Y)\right)^{\top}
\end{aligned}
$$

and

$$
\boldsymbol{\Lambda}_{1} \hat{=} \operatorname{Cov}(\mathbf{R}(Y))=\operatorname{Cov}(\mathbb{E}(\mathbf{Z} \mid Y))
$$

We may estimate $\mathbf{R}(Y)$ by a kernel method

$$
\begin{aligned}
\hat{\mathbf{g}}_{i}(Y) & =\frac{1}{n h} \sum_{j=1}^{n} Z_{i j} K\left(\left(Y-Y_{j}\right) h^{-1}\right), \\
\hat{\mathbf{g}}(Y) & =\left(\hat{g}_{1}(Y), \ldots, \hat{g}_{d}(Y)\right)^{\top}, \\
\hat{f}(Y) & =\frac{1}{n h} \sum_{j=1}^{n} K\left(\left(Y-Y_{j}\right) h^{-1}\right)
\end{aligned}
$$

and

$$
\hat{\mathbf{R}}(Y)=\hat{\mathbf{g}}(Y) / \hat{f}(Y)
$$

where $h$ is a bandwidth and $K(\cdot)$ is a kernel function.

However, to avoid technical difficulties due to small values in the denominator, we have to use a modified version of the kernel estimate. For each fixed $b>0$, let

$$
\hat{f}_{b}(Y)=\max \{\hat{f}(Y), b\}, \quad f_{b}(Y)=\max \{f(Y), b\}
$$

and

$$
\mathbf{R}_{b}(Y)=\frac{\mathbf{R}(Y) f(Y)}{f_{b}(Y)}=\left(R_{b 1}(Y), \ldots, R_{b d}(Y)\right)^{\top}
$$

We shall use $\hat{\mathbf{R}}_{b}(Y)=\hat{\mathbf{g}}(Y) / \hat{f}_{b}(Y)$ instead of $\hat{\mathbf{R}}(Y)$. Without loss of generality, let $E \mathbf{Z}=\mathbf{0}$. Then an estimate of $\boldsymbol{\Lambda}_{1}$ can be constructed as follows:

$$
\mathbf{\Lambda}_{1 n}=\frac{1}{n} \sum_{j=1}^{n}\left(\hat{\mathbf{R}}_{b}\left(Y_{j}\right)\right)\left(\hat{\mathbf{R}}_{b}\left(Y_{j}\right)\right)^{\top}
$$

To present our main theorem, we need some notation. For a symmetric $(d \times d)$ matrix $\mathbf{c}=\left(c_{i l}\right)_{d \times d}$, let $\operatorname{Vech}(\mathbf{c})=\left(c_{11}, \ldots, c_{d 1}, c_{22}, \ldots\right.$, $\left.c_{d 2}, c_{33}, \ldots, c_{d d}\right)^{\mathrm{T}}$ be a $([d(d+1)] / 2)$-dimensional vector. Define

$$
\begin{aligned}
V(\mathbf{Z}, Y) & =\left(\frac{1}{2} Z_{i} R_{l}(Y)+\frac{1}{2} Z_{l} R_{i}(Y)\right)_{d \times d} \\
\sigma_{\lambda}^{2} & =\boldsymbol{\lambda}^{\top} \operatorname{Cov}(\operatorname{Vech}(V(\mathbf{Z}, Y))) \lambda \quad \text { for } \boldsymbol{\lambda} \in R^{d(d+1) / 2}
\end{aligned}
$$

We now present the main results and put the conditions next to them.
ThEOREM 2.1. Under conditions 1 to 6 given in Remark 2.2, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sqrt{n}\left(\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}\right) \Rightarrow \mathbf{H} \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{\lambda}^{\top} \operatorname{Vech}(\mathbf{H})$ has a normal distribution $N\left(0, \sigma_{\lambda}^{2}\right)$ for any $\boldsymbol{\lambda} \neq \mathbf{0}$ and the notation " $\Rightarrow$ " stands for the convergence in distribution.

From Theorem 2.1 we can derive the $\sqrt{n}$-consistency of eigenvalues and of corresponding eigenvectors by using perturbation theory. The result is stated in the following theorem. First introduce some notation.

Let $\lambda_{1}(\mathbf{A}) \geq \lambda_{2}(\mathbf{A}) \geq \cdots \geq \lambda_{d}(\mathbf{A}) \geq 0$ and $\mathbf{b}_{i}(\mathbf{A})=\left(b_{1 i}(\mathbf{A}), \ldots, b_{d i}(\mathbf{A})\right)^{\top}, i=$ $1, \ldots, d$, denote, respectively, the eigenvalues and the corresponding eigenvectors of a $d \times d$ matrix $A$.

Theorem 2.2. Suppose that nonzero $\lambda_{i}\left(\Lambda_{1}\right)$ 's are distinct and that conditions 1 to 6 given in Remark 2.2 hold. Then for each nonzero eigenvalue $\lambda_{i}\left(\Lambda_{1}\right)$ and the corresponding eigenvector $\mathbf{b}_{i}\left(\Lambda_{1}\right)$, we have

$$
\begin{align*}
& \sqrt{n}\left(\lambda_{i}\left(\boldsymbol{\Lambda}_{1 n}\right)-\lambda_{i}\left(\boldsymbol{\Lambda}_{1}\right)\right) \\
& \quad=\sqrt{n} \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)^{\top}\left(\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)+o_{p}\left(\sqrt{n}\left\|\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}\right\|\right)  \tag{2.2}\\
& \quad \Rightarrow \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)^{\top} \mathbf{H} \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)
\end{align*}
$$

where $\mathbf{H}$ is given in Theorem 2.1, and

$$
\sqrt{n}\left(\mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1 n}\right)-\mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)\right)
$$

$$
\begin{equation*}
=\sqrt{n} \sum_{\substack{l=1 \\ l \neq i}}^{d} \frac{\mathbf{b}_{l}\left(\boldsymbol{\Lambda}_{1}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)^{\top}\left(\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)}{\left(\lambda_{j}\left(\boldsymbol{\Lambda}_{1}\right)-\lambda_{l}\left(\boldsymbol{\Lambda}_{1}\right)\right)}+o_{p}\left(\sqrt{n}\left\|\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}\right\|\right) \tag{2.3}
\end{equation*}
$$

$$
\Rightarrow \sum_{\substack{l=1 \\ l \neq i}}^{d} \frac{\mathbf{b}_{l}\left(\boldsymbol{\Lambda}_{1}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)^{\top} \mathbf{H} \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)}{\left(\lambda_{j}\left(\boldsymbol{\Lambda}_{1 n}\right)-\lambda_{l}\left(\boldsymbol{\Lambda}_{1}\right)\right)}
$$

as $n \rightarrow \infty$, where $\left\|\boldsymbol{\Lambda}_{1 n}\right\|=\sum_{1 \leq i, j \leq d}\left|a_{i j}\right|$ is the $l_{1}$-norm of $\boldsymbol{\Lambda}_{1}$.
Remark 2.1. Based on Theorem 2.1, it is not hard to obtain the asymptotic distribution for the estimate of $\boldsymbol{\Lambda}$ given in (1.4) and the associated eigenvalues and eigenvectors of $\boldsymbol{\Lambda}$, where the estimate of $\boldsymbol{\Lambda}$ is $\overline{\operatorname{Cov}(\mathbf{Z})}{ }^{-1 / 2} \boldsymbol{\Lambda}_{1 n} \times$ $\overline{\operatorname{Cov}(\mathbf{Z})^{-1 / 2}}$ and $\overline{\operatorname{Cov}(\mathbf{Z})}$ is the sample covariance matrix of $\mathbf{Z}$. The perturbation formula as given by (3.29) or (3.36) in Kato (1983), pages 92 and 93, together with the standard delta argument should suffice; see also Tyler (1981) and Li (1991). The derivation can be simplified by noting the affine invariance property of our problem. One needs only to work out the special case that $\operatorname{Cov}(\mathbf{Z})=\mathbf{I}$. In this case $\boldsymbol{\Lambda}=\boldsymbol{\Lambda}_{1}=\operatorname{Cov}(R(Y))$. We omit the details.

Remark 2.2. The following six conditions are required for Theorems 2.1 and 2.2.

1. All $g_{i}(y)=R_{i}(y) f(y), i=1, \ldots, d$, and $f(y)$ are 3 -times differentiable and their third derivatives satisfy the following condition: there exists a neighborhood of the origin, say $U$, and a constant $c>0$ such that, for any $u \in U$,

$$
\begin{aligned}
& \left|f^{(3)}(y+u)-f^{(3)}(y)\right| \leq c|u|, \\
& \left|g_{i}^{(3)}(y+u)-g_{i}^{(3)}(y)\right| \leq c|u|, \quad i=1, \ldots, d .
\end{aligned}
$$

2. For each pair $1 \leq i, l \leq d$ and for any $u \in U$,

$$
\left|R_{i}(y+u) R_{l}(y+u)-R_{i}(y) R_{l}(y)\right| \leq c|u| .
$$

3. $\mathbb{E}\left|Z_{i}\right|^{4}<\infty, i=1, \ldots, d$.
4. The continuous kernel function $K(\cdot)$ has the following properties:
(a) the support of $K(\cdot)$ is the interval $[-1,1]$;
(b) $K(\cdot)$ is symmetric about 0 ;
(c) $\int_{-1}^{1} K(u) d u=1$, and $\int_{-1}^{1} u^{i} K(u) d u=0, i=1,2,3$.
5. As $n \rightarrow \infty, h \sim n^{-c_{1}}, b \sim n^{-c_{2}}$ with the positive numbers $c_{1}$ and $c_{2}$ satisfying that $1 / 8+c_{2} / 4<c_{1}<1 / 4-c_{2}$, and the notation " $\sim$ " means that two quantities have the same convergence order.
6. $\sqrt{n} \mathbb{E}\left[R_{i}(Y) R_{l}(Y) I(f(Y) \leq b)\right]=o(1)$ as $n \rightarrow \infty$, for $1 \leq i, l \leq d$, where $I(\cdot)$ is the indicator function and $b$ satisfies condition 5 .

Conditions 1 and 2 are concerned with the smoothness of the density function of $Y$ and regression curve $\mathbf{R}(Y)$. Condition 3 is necessary for the asymptotic normality of $\Lambda_{1 n}$.
3. Some lemmas. To prove succinctly the theorems, we put some lemmas in this section. Without any confusion, we shall denote a constant by $c$ which may take different values for each appearance (independent of $n$ ) throughout this section.

Lemma 3.1 [cf. Rao (1983), Theorem 2.1.8]. Suppose that conditions 1, 2, 4 and 5 hold. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{y}|\hat{f}(y)-f(y)|=O\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right) \quad \text { a.s. } \tag{3.1}
\end{equation*}
$$

The following lemma is a slightly modified version of Theorem 2.37 of Pollard (1984) [or see Zhu (1993), Theorem 3.1].

Lemma 3.2. Suppose that conditions 1 to 6 are fulfilled. Then, for any fixed $\varepsilon>0$,

$$
\begin{align*}
& P\left\{\sup _{y}\left|\hat{g}_{i}(y)-\mathbb{E} \hat{g}_{i}(y)\right|>8 n^{-1 / 2} h^{-1} \varepsilon\right\} \\
& \leq  \tag{3.2}\\
& \quad 2 c\left(\frac{\varepsilon}{\sqrt{n} d}\right)^{-4} \exp \left\{-\frac{1}{2} \varepsilon^{2} /\left(32 d(\log n)^{1 / 2}\right)\right\} \\
& \quad+8 c d^{-8} \exp \left(-n d^{2}\right) \\
& \quad+E\left(Z_{i}\right)^{4} I\left(\left|Z_{i}\right|>c d^{-1 / 2}(\log n)^{1 / 4}\right)
\end{align*}
$$

where

$$
d \geq \sup _{y}\left\{\operatorname{Var}\left(K\left(\frac{y-Y}{h}\right)\right)\right\}^{1 / 2}
$$

By this lemma the uniform convergence rate of $\hat{g}_{i}(y)$ can be achieved.
Lemma 3.3. Suppose that the conditions in Lemma 3.1 are satisfied. Then

$$
\begin{equation*}
\sup _{y}\left|\hat{g}_{i}(y)-g_{i}(y)\right|=O_{p}\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right) \tag{3.3}
\end{equation*}
$$

Proof. Since the kernel function $K$ is uniformly continuous on $[-1,1]$, writing $c_{1}=\sup _{-1 \leq u \leq 1}|K(u)|$, we have

$$
\sup _{y}\left(\operatorname{Var}\left(K\left(\frac{y-Y}{h}\right)\right)\right)^{1 / 2} \leq \sup _{y}\left(\int K^{2}\left(\frac{y-Y}{h}\right) f(Y) d Y\right)^{1 / 2} \leq c_{1}
$$

Choose $\varepsilon=\log n$, then as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sup _{y}\left|\hat{g}_{i}(y)-\mathbb{E} \hat{g}_{i}(y)\right|=O_{p}\left(n^{-1 / 2} h^{-1} \log n\right) . \tag{3.4}
\end{equation*}
$$

On the other hand, expanding $g_{i}(y)$ in a Taylor series with the Lagrange form of the remainder term [or see Rao (1983), page 47] and using condition 1, we can see that

$$
\begin{aligned}
& \sup _{y}\left|\mathbb{E} \hat{g}_{i}(y)-g_{i}(y)\right| \\
&=\sup _{y}\left|\int \frac{1}{h} K\left(\frac{y-Y}{h}\right)\left\{R_{i}(Y) f(Y)-R_{i}(y) f(y)\right\} d Y\right| \\
&=\sup _{y}\left|\int K(u)\left\{R_{i}(y-u h) f(y-u h)-R_{i}(y) f(y)\right\} d u\right| \\
&=\sup _{y}\left|\int K(u)\left(\tilde{g}_{i}(z-u)-\tilde{g}_{i}(y)\right)(u h)^{3} d u\right| / 6 \\
& \leq c \int\left|K(u) u^{4}\right| d u \cdot h^{4},
\end{aligned}
$$

completing the proof.
4. Proof of Theorem 2.1. Clearly, we need to deal with only the ilth element

$$
\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\hat{g}_{i}\left(Y_{j}\right) \hat{g}_{l}\left(Y_{j}\right)\right) / \hat{f}_{b}^{2}\left(Y_{j}\right) \text { of the matrix } \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\hat{\mathbf{R}}_{b}(Y)\right)\left(\hat{\mathbf{R}}_{b}(Y)\right)^{\top} .
$$

The proof will be done in several steps. Define

$$
\begin{aligned}
R_{b, i}(y) & =\frac{g_{i}(y)}{f_{b}(y)}, \\
I_{i, \ell}^{(1)}(y) & =\frac{g_{i}(y) g_{l}(y)}{f_{b}^{2}(y)}=R_{b i}(y) R_{b l}(y), \\
I_{i, l}^{(2)}(y) & =\frac{g_{i}(y) \hat{g}_{l}(y)+g_{l}(y) \hat{g}_{i}(y)}{f_{b}^{2}(y)}=\frac{R_{b i}(y) \hat{g}_{l}(y)}{f_{b}(y)}+\frac{R_{b l}(y) \hat{g}_{i}(y)}{f_{b}(y)}, \\
I_{i, l}^{(3)}(y) & =2 R_{b i}(y) R_{b l}(y) \frac{\hat{f}_{b}(y)}{f_{b}(y)} .
\end{aligned}
$$

Step 1. Show that

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\frac{\hat{g}_{i}\left(Y_{j}\right) \hat{g}_{l}\left(Y_{j}\right)}{\hat{f}_{b}^{2}\left(Y_{j}\right)}\right)  \tag{4.1}\\
& \quad=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{I_{i l}^{(1)}\left(Y_{j}\right)+I_{i l}^{(2)}\left(Y_{j}\right)-I_{i l}^{(3)}\left(Y_{j}\right)\right\}+o_{p}(1)
\end{align*}
$$

It is easy to see that

$$
\begin{align*}
\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\frac{\hat{g}_{i}\left(Y_{j}\right) \hat{g}_{l}\left(Y_{j}\right)}{\hat{f}_{b}^{2}\left(Y_{j}\right)}\right)= & \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{I_{i l}^{(1)}\left(Y_{j}\right)+I_{i l}^{(2)}\left(Y_{j}\right)-I_{i l}^{(3)}\left(Y_{j}\right)\right\}  \tag{4.2}\\
& -J_{n 1}+J_{n 2}+J_{n 3}-J_{n 4}
\end{align*}
$$

where

$$
\begin{aligned}
J_{n 1}= & \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{g_{i}\left(Y_{j}\right)\left(\hat{g}_{l}\left(Y_{j}\right)-g_{l}\left(Y_{j}\right)\right)+g_{l}\left(Y_{j}\right)\left(\hat{g}_{i}\left(Y_{j}\right)-g_{i}\left(Y_{j}\right)\right)\right\} \\
& \times \frac{\hat{f}_{b}^{2}\left(Y_{j}\right)-f_{b}^{2}\left(Y_{j}\right)}{\hat{f}_{b}^{2}\left(Y_{j}\right) f_{b}^{2}\left(Y_{j}\right)}, \\
J_{n 2}= & \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \frac{\left(\hat{g}_{i}\left(Y_{j}\right)-g_{i}\left(Y_{j}\right)\right)\left(\hat{g}_{l}\left(Y_{j}\right)-g_{l}\left(Y_{j}\right)\right)}{\hat{f}_{b}^{2}\left(Y_{j}\right)}, \\
J_{n 3}= & \frac{1}{\sqrt{n}} \sum_{j=1}^{n} R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right) \frac{\left(\hat{f}_{b}^{2}\left(Y_{j}\right)-f_{b}^{2}\left(Y_{j}\right)\right)^{2}}{f_{b}^{2}\left(Y_{j}\right) \hat{f}_{b}^{2}\left(Y_{j}\right)}
\end{aligned}
$$

and

$$
J_{n 4}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\hat{f}_{b}\left(Y_{j}\right)-f_{b}\left(Y_{j}\right)\right)^{2} \frac{R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right)}{f_{b}^{2}\left(Y_{j}\right)} .
$$

Hence it suffices to show that, for obtaining (4.1),

$$
\begin{equation*}
\left|J_{n i}\right|=o_{p}(1), \quad i=1, \ldots, 4 . \tag{4.3}
\end{equation*}
$$

Since

$$
\begin{gather*}
\left(\hat{f}_{b}^{2}(Y)-f_{b}^{2}(Y)\right)=\left(\hat{f_{b}}(Y)-f_{b}(Y)\right)^{2}+2 f_{b}(Y)\left(\hat{f_{b}}(Y)-f_{b}(Y)\right)  \tag{4.4}\\
\quad\left|\hat{f}_{b}(y)-f_{b}(y)\right| \leq|\hat{f}(y)-f(y)| \quad \text { and } \quad\left|R_{b i}(y)\right| \leq\left|R_{i}(y)\right|
\end{gather*}
$$

then, by Lemmas 3.1 and 3.3 and condition 5, we have

$$
\begin{align*}
\left|J_{n 1}\right|= & O_{p}\left(\left\{\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)^{3} b^{-3} n^{1 / 2}\right.\right. \\
& \left.+\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)^{2} b^{-2} n^{1 / 2}\right\}  \tag{4.5}\\
& \left.\quad \times\left\{\frac{1}{n} \sum_{j=1}^{n}\left(\left|R_{i}\left(Y_{j}\right)\right|+\left|R_{l}\left(Y_{j}\right)\right|\right)\right\}\right)
\end{align*}
$$

where the second equation is due to the law of large numbers for $n^{-1} \sum_{j=1}^{n}\left|R_{i}\left(Y_{j}\right)\right|$.

Similarly, we can prove (4.3) for $J_{n i}, i=2,3,4$.

Step 2. Show that

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{I_{i l}^{(1)}\left(Y_{j}\right)-\mathbb{E}\left[I_{i l}^{(1)}(Y)\right]\right\} \\
& \quad=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{R_{i}\left(Y_{j}\right) R_{l}\left(Y_{j}\right)-\mathbb{E}\left[R_{i}(Y) R_{l}(Y)\right]\right\}+o_{p}(1) \tag{4.6}
\end{align*}
$$

All we need to do is to show that

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{\left(R_{i}\left(Y_{j}\right) R_{l}\left(Y_{j}\right)-R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right)\right)\right.  \tag{4.7}\\
& -
\end{align*}
$$

By the independence of $Y_{j}^{\prime}$ s and $b \rightarrow 0$, we have

$$
\begin{aligned}
& \mathbb{E}\left\{\frac { 1 } { \sqrt { n } } \sum _ { j = 1 } ^ { n } \left\{\left(R_{j}\left(Y_{j}\right) R_{l}\left(Y_{j}\right)-R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right)\right)\right.\right. \\
& \left.\left.\quad-\mathbb{E}\left(R_{i}(Y) R_{l}(Y)-R_{b i}(Y) R_{b l}(Y)\right)\right\}\right\}^{2} \\
& = \\
& \leq \operatorname{Var}\left(R_{i}(Y) R_{l}(Y)-R_{b i}(Y) R_{b l}(Y)\right) \\
& \leq \\
& =\mathbb{E}_{\{(f(Y)<b\}}\left(R_{i}(Y) R_{l}(Y)-R_{b i}(Y) R_{b l}(Y)\right)^{2} \\
& \leq \\
& \quad 2 \int_{\{f(Y)<b\}} R_{i}^{2}(Y) R_{l}^{2}(Y) f(Y) d Y \rightarrow 0 \quad \text { as } b \rightarrow 0,
\end{aligned}
$$

which implies (4.7), and (4.6) is proved.
Step 3. Show that

$$
\left.\begin{array}{rl}
\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{I_{i l}^{(2)}\left(Y_{j}\right)-\mathbb{E}\left[I_{i l}^{(2)}(Y)\right]\right\} \\
= & \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right)\right.
\end{array}+\frac{1}{2} Z_{l j} R_{b i}\left(Y_{j}\right) \frac{f\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}\right) ~ \begin{aligned}
&4.8) \\
&\left.+\frac{1}{2} Z_{i j} R_{b l}\left(Y_{j}\right) \frac{f\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}\right\}  \tag{4.8}\\
& \quad-\mathbb{E}\left\{R_{b i}(Y) R_{b l}(Y)+\frac{1}{2} Z_{l} R_{b i}(Y) \frac{f(Y)}{f_{b}(Y)}+\frac{1}{2} Z_{i} R_{b l}(Y) \frac{f(Y)}{f_{b}(Y)}\right\} \\
&+o_{p}(1) .
\end{aligned}
$$

To analyze $n^{-1 / 2} \sum_{j=1}^{n} I_{i l}^{(2)}\left(Y_{j}\right)$, we need only to work on

$$
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} R_{b i}(Y) \frac{\hat{g}_{l}\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}
$$

Approximate this sum by a $U$-statistic with a varying kernel. Applying the similar argument used by Stone (1984), Nolan and Pollard (1987), Härdle and Stoker (1989), and Powell, Stock and Stoker (1989), we have

$$
\begin{align*}
& \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{R_{b i}\left(Y_{j}\right) \frac{\hat{g}_{l}\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}-\mathbb{E}\left[R_{b i}\left(Y_{j}\right) \frac{\hat{g}_{l}\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}\right]\right\}  \tag{4.9}\\
& \quad=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} u_{h b i}\left(w_{l j}\right)-\mathbb{E}\left[u_{h b i}\left(w_{l}\right)\right]+o_{p}(1)
\end{align*}
$$

where
$u_{h b i}\left(w_{l j}\right)=\frac{1}{2 h} \int K\left(\left(Y_{j}-y\right) h^{-1}\right)\left\{\frac{y_{l} R_{b i}\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}+\frac{Z_{l j} R_{b i}(y)}{f_{b}(y)}\right\} f_{1}\left(z_{l}, y\right) d z_{l} d y$
and $f_{1}\left(z_{l}, y\right)$ is the density function of $w_{l}=\left(Z_{l}, Y\right)$. Let $f(y) / f_{b}(y) \hat{=} \varepsilon_{b}(y)$; we have

$$
\begin{align*}
u_{h b i}\left(w_{l j}\right)= & \frac{1}{2 h} \int K\left(\left(Y_{j}-y\right) h^{-1}\right)\left\{\frac{y_{l} R_{b i}\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}+\frac{Z_{l j} R_{b i}(y)}{f_{b}(y)}\right\} f_{1}\left(z_{l}, y\right) d z_{l} d y \\
= & \frac{R_{b i}\left(Y_{j}\right)}{2 f_{b}\left(Y_{j}\right)} \int \frac{1}{h} K\left(\left(Y_{j}-y\right) h^{-1}\right) R_{l}(y) f(y) d y \\
& +\frac{1}{2} Z_{l j} \int \frac{1}{h} K\left(\left(Y_{j}-y\right) h^{-1}\right) \frac{R_{b i}(y) f(y)}{f_{b}(y)} d y \\
(4.10)= & \frac{R_{b i}\left(Y_{j}\right) R_{l}\left(Y_{j}\right) f\left(Y_{j}\right)}{2 f_{b}\left(Y_{j}\right)}+\frac{Z_{l j} R_{b i}\left(Y_{j}\right) f\left(Y_{j}\right)}{2 f_{b}\left(Y_{j}\right)}  \tag{4.10}\\
& +\frac{R_{b i}\left(Y_{j}\right)}{2 f_{b}\left(Y_{j}\right)} \int \frac{1}{h} K\left(\left(Y_{j}-y\right) h^{-1}\right)\left\{R_{l}(y) f(y)-R_{l}\left(Y_{j}\right) f\left(Y_{j}\right)\right\} d y \\
& +\frac{1}{2} Z_{l j} \int \frac{1}{h} K\left(\left(Y_{j}-y\right) h^{-1}\right)\left\{\frac{R_{b i}(y) f(y)}{f_{b}(y)}-\frac{R_{b i}\left(Y_{j}\right) f\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}\right\} d y \\
\hat{=} & \frac{1}{2} R_{i}\left(Y_{j}\right) R_{l}\left(Y_{j}\right) \varepsilon_{b}^{2}\left(Y_{j}\right)+\frac{1}{2} Z_{l j} R_{i}\left(Y_{j}\right) \varepsilon_{b}^{2}\left(Y_{j}\right) \\
& +J_{n i l}^{(5)}\left(Y_{j}\right)+J_{n i l}^{(6)}\left(Y_{j}\right) .
\end{align*}
$$

In order to show (4.8), it is sufficient to show that

$$
\operatorname{Var}\left(\frac{1}{\sqrt{n}} \sum_{j=1}^{n} J_{n i l}^{(5)}\left(Y_{j}\right)\right)=\operatorname{Var}\left(J_{n i l}^{(5)}(Y)\right)=o(1)
$$

and

$$
\operatorname{Var}\left(\frac{1}{\sqrt{n}} \sum_{j=1}^{n} J_{n i l}^{(6)}\left(Y_{j}\right)\right)=\operatorname{Var}\left(J_{n i l}^{(6)}(Y)\right)=o(1)
$$

By conditions 1 and 5, there exists a constant $c>0$ such that

$$
\begin{align*}
\operatorname{Var}\left(J_{n i l}^{(5)}(Y)\right) & \leq \mathbb{E}\left(J_{n i l}^{(5)}(Y)\right)^{2} \\
& \leq c \int\left(\frac{R_{b i}(y)}{f_{b}(y)}\right)^{2}\left(\int|K(u) u| d u\right)^{2} f(y) d y \cdot h^{4}  \tag{4.11}\\
& \leq c h^{4} b^{-2} \mathbb{E} R_{i}^{2}(Y)=O\left(n^{-4 c_{1}+2 c_{2}}\right)=o(1)
\end{align*}
$$

Moreover,

$$
\frac{R_{b i}\left(Y_{1}-u h\right) f\left(Y_{1}-u h\right)}{f_{b}\left(Y_{1}-u h\right)}-\frac{R_{b i}\left(Y_{1}\right) f\left(Y_{1}\right)}{f_{b}\left(Y_{1}\right)} \rightarrow 0
$$

as $h \rightarrow 0$ and $b \rightarrow 0$. Applying the dominated convergence theorem, we have

$$
\operatorname{Var}\left(\frac{1}{\sqrt{n}} \sum_{j=1}^{n} J_{n i l}^{(6)}\left(Y_{j}\right)\right)=\operatorname{Var}\left(J_{n i l}^{(6)}\left(Y_{1}\right)\right) \leq \mathbb{E}\left(J_{n i l}^{(6)}\left(Y_{1}\right)\right)^{2}
$$

$$
\begin{align*}
& =\frac{1}{4} \mathbb{E}\left\{( Z _ { l } ^ { 2 } | Y _ { 1 } ) \left\{\int K ( u ) \left(\frac{R_{b i}\left(Y_{1}-u h\right) f\left(Y_{1}-u h\right)}{f_{b}\left(Y_{1}-u h\right)}\right.\right.\right.  \tag{4.12}\\
& \left.\left.\left.=\quad-\frac{R_{b i}\left(Y_{1}\right) f\left(Y_{1}\right)}{f_{b}\left(Y_{1}\right)}\right) d u\right\}^{2}\right\} \\
& =o(1)
\end{align*}
$$

and completing the proof of Step 3 from (4.9) to (4.12).
Step 4. Prove the following three equations:

$$
\begin{align*}
\frac{1}{\sqrt{n}} & \sum_{j=1}^{n}\left\{I_{i l}^{(3)}\left(Y_{j}\right)-\mathbb{E}\left[I_{i l}^{(3)}\left(Y_{j}\right)\right]\right\} \\
= & \frac{2}{\sqrt{n}} \sum_{j=1}^{n}\left\{\frac{R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right) f\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}\right.  \tag{4.13}\\
& \left.-\mathbb{E}\left[\frac{R_{b i}(Y) R_{b l}(Y) f(Y)}{f_{b}(Y)}\right]\right\}+o_{p}(1)
\end{align*}
$$

$$
\begin{gather*}
\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right)+\frac{Z_{l j} R_{b i}\left(Y_{j}\right) f\left(Y_{j}\right)}{2 f_{b}\left(Y_{j}\right)}+\frac{Z_{i j} R_{b l}\left(Y_{j}\right) f\left(Y_{j}\right)}{2 f_{b}\left(Y_{j}\right)}\right. \\
-\mathbb{E}\left[R_{b i}(Y) R_{b l}(Y)+\frac{R_{l}(Y) R_{b i}(Y) f(Y)}{2 f_{b}(Y)}\right. \\
\left.\left.+\frac{R_{i}(Y) R_{b l}(Y) f(Y)}{2 f_{b}(Y)}\right]\right\}  \tag{4.14}\\
=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{R_{i}\left(Y_{j}\right) R_{l}\left(Y_{j}\right)+\frac{1}{2} Z_{l j} R_{i}\left(Y_{j}\right)+\frac{1}{2} Z_{i j} R_{l}\left(Y_{j}\right)\right. \\
\left.-2 E\left[R_{i}(Y) R_{l}(Y)\right]\right\}+o_{p}(1)
\end{gather*}
$$

and

$$
\begin{align*}
\frac{1}{\sqrt{n}} & \sum_{j=1}^{n}\left\{\frac{R_{b i}\left(Y_{j}\right) R_{b l}\left(Y_{j}\right) f\left(Y_{j}\right)}{f_{b}\left(Y_{j}\right)}-\mathbb{E}\left[\frac{R_{b i}(Y) R_{b l}(Y) f(Y)}{f_{b}(Y)}\right]\right\}  \tag{4.15}\\
& =\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{R_{i}\left(Y_{j}\right) R_{l}\left(Y_{j}\right)-\mathbb{E}\left[R_{i}(Y) R_{l}(Y)\right]\right\}+o_{p}(1) .
\end{align*}
$$

Since the arguments for proving (4.13) to (4.15) are essentially the same as those used in the proofs of Steps 2 and 3, we omit the details here.

Up to now, we have showed that, combining Steps 1 to 4,

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\hat{g}_{i}\left(Y_{j}\right) \hat{g}_{l}\left(Y_{j}\right) / \hat{f}_{b}^{2}\left(Y_{j}\right)-\mathbb{E}\left[\hat{v}_{b i l}(Y)\right]\right) \\
& \quad=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left\{\frac{1}{2}\left(Z_{l} R_{i}(Y)+Z_{i} R_{l}(Y)\right)-\mathbb{E}\left(R_{i}(Y) R_{l}(Y)^{\top}\right)\right\}+o_{p}(1)
\end{aligned}
$$

where

$$
\begin{aligned}
\hat{v}_{b i l}(Y)= & R_{b i}(Y) R_{b l}(Y)+\frac{R_{b i}(Y) \hat{g}_{l}(Y)}{f_{b}(Y)}+\frac{R_{b l}(Y) \hat{g}_{i}(Y)}{f_{b}(Y)} \\
& -2 \frac{R_{b i}(Y) R_{b l}(Y) \hat{f}_{b}(Y)}{f_{b}(Y)}, \quad 1 \leq i, l \leq d .
\end{aligned}
$$

Consequently, the last step is to prove that

$$
\begin{equation*}
\sqrt{n} \mathbb{E}\left[\hat{v}_{b i l}(Y)\right]=\sqrt{n} \mathbb{E}\left[R_{i}(Y) R_{l}(Y)\right]+o(1) \tag{4.16}
\end{equation*}
$$

It is easy to see that

$$
0 \leq 1-\varepsilon_{b}^{2}(Y)=\left(1-\frac{f^{2}(Y)}{b^{2}}\right) I(f(Y)<b) \leq I(f(Y)<b) .
$$

Furthermore, by condition 6, we have

$$
\begin{align*}
\sqrt{n} \mid \mathbb{E} & {\left[R_{b i}(Y) R_{b l}(Y)\right]-\mathbb{E}\left[R_{i}(Y) R_{l}(Y)\right] \mid } \\
& =\sqrt{n}\left|\mathbb{E}\left[R_{i}(Y) R_{l}(Y)\left(1-\frac{f^{2}(Y)}{f_{b}(Y)}\right)\right]\right|  \tag{4.17}\\
& \leq \sqrt{n} \mathbb{E}\left|R_{i}(Y) R_{l}(Y) I(f(Y)<b)\right|=o(1) .
\end{align*}
$$

Invoking condition 6 again, we obtain

$$
\begin{aligned}
\sqrt{n} \mathbb{E}[ & \left.\frac{R_{b i}(Y) \hat{g}_{l}(Y)}{f_{b}(Y)}\right] \\
= & \sqrt{n} \int \frac{1}{h} K\left(\left(Y-Y_{1}\right) h^{-1}\right) \frac{Z_{l} R_{b i}(Y) f_{1}\left(Y_{1}, Z_{l}\right) f(Y)}{f_{b}(Y)} d Z_{l} d Y_{1} d Y \\
= & \sqrt{n} \int \frac{1}{h} K\left(\left(Y-Y_{1}\right) h^{-1}\right) \frac{R_{l}\left(Y_{1}\right) R_{b i}(Y) f\left(Y_{1}\right) f(Y)}{f_{b}(Y)} d Y_{1} d Y \\
= & \sqrt{n} \int K(u) \frac{R_{l}(Y-u h) f(Y-u h) R_{b i}(Y) f(Y)}{f_{b}(Y)} d u d Y \\
= & \sqrt{n} \mathbb{E}\left[R_{l}(Y) R_{b i}(Y)\right]+\sqrt{n} \int K(u) \\
& \times\left\{R_{l}(Y-u h) f(Y-u h)-R_{l}(Y) f(Y)\right\} \frac{R_{b i}(Y) f(Y)}{f_{b}(Y)} d u d Y \\
& -\sqrt{n} \int K(u)\left\{f_{b}(Y)-f(Y)\right\} \frac{R_{l}(Y) R_{b i}(Y) f(Y)}{f_{b}(Y)} d u d Y \\
\hat{=} & \sqrt{n} \mathbb{E}\left[R_{l}(Y) R_{i}(Y)\right]+J_{n i l}^{(7)}+o(1) .
\end{aligned}
$$

Moreover, by conditions 1, 4 and 5, we have

$$
\begin{align*}
\left|J_{n i l}^{(7)}\right| & \leq c \sqrt{n} h^{4} b^{-1} \int|K(u)| u^{4} R_{i}(Y) f(Y) d u d Y  \tag{4.19}\\
& =O\left(n^{-4 c_{1}+c_{2}+1 / 2}\right)=o(1)
\end{align*}
$$

Together with (4.18), (4.19) and the expression of (4.15), we need only to show that
(4.20) $\quad \sqrt{n} \mathbb{E}\left[\frac{R_{b i}(Y) R_{b l}(Y) \hat{f_{b}}(Y)}{f_{b}(Y)}\right]=\sqrt{n} \mathbb{E}\left[R_{i}(Y) R_{l}(Y)\right]+o(1)$.

For this purpose we express $\hat{f_{b}}$ as a sum of five terms, where $c$ is a positive constant to be specified later:

$$
\begin{aligned}
\hat{f}_{b}(Y)= & \hat{f}(Y) I(\hat{f}(Y) \geq b)+b I(\hat{f}(Y)<b) \\
= & \hat{f}(Y) I\left(f(Y)>b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right) \\
& +f(Y)\left\{I(\hat{f}(Y) \geq b)-I\left(f(Y) \geq b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right)\right\} \\
& +(\hat{f}(Y)-f(Y))\{I(\hat{f}(Y) \geq b) \\
& \left.\quad-I\left(f(Y) \geq b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right)\right\} \\
& +b I\left(f(Y)<b-2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right) \\
& +b\left\{I(\hat{f}(Y)<b)-I(f(Y)<b)-2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right\} \\
\hat{=} & J_{n 8}(Y)+J_{n 9}(Y)+J_{n 10}(Y)+J_{n 11}(Y)+J_{n 12}(Y) .
\end{aligned}
$$

It is now clear that (4.20) is equivalent to

$$
\begin{equation*}
\sqrt{n} \mathbb{E}\left[\frac{J_{n 8}(Y) R_{b i}(Y) R_{b l}(Y)}{f_{b}(Y)}\right]=\sqrt{n} \mathbb{E}\left[R_{i}(Y) R_{l}(Y)\right]+o(1) \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{n} \mathbb{E}\left[\frac{J_{n k}(Y) R_{b i}(Y) R_{b l}(Y)}{f_{b}(Y)}\right]=o(1), \quad k=9, \ldots, 12 . \tag{4.23}
\end{equation*}
$$

One can show (4.22) using the argument for proving (4.18) and (4.19). For (4.23) we break it into four separate cases to proceed. By Lemma 3.1 there exists a positive constant $c$ such that

$$
\sup _{y}|\hat{f}(Y)-f(Y)| \leq 2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right) \quad \text { a.s. }
$$

Since the set $\left\{f(Y)>b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right\}$ is contained in the set $\{\hat{f}(Y)>b\}$ with probability 1 , we can see, by condition 6 , that

$$
\begin{aligned}
& \sqrt{n}\left|\mathbb{E}\left[\frac{J_{n 9}(Y) R_{b i}(Y) R_{b l}(Y)}{f_{b}(Y)}\right]\right| \\
& \quad \leq \sqrt{n} \mathbb{E}\left\{\left|R_{i}(Y) R_{l}(Y)\right|\right. \\
& \left.\quad \times\left|I(\hat{f}(Y) \geq b)-I\left(f(Y) \geq b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right)\right|\right\}
\end{aligned}
$$

$$
\begin{align*}
= & \sqrt{n} \mathbb{E}\left\{\left|R_{i}(Y) R_{l}(Y)\right|\right.  \tag{4.24}\\
& \left.\quad \times I\left(f(Y) \leq b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right), \hat{f}(Y) \geq b\right)\right\} \\
\leq & \sqrt{n} \mathbb{E}\left|R_{i}(Y) R_{l}(Y)\right| I\left(f(Y) \leq b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right) \\
= & o(1) .
\end{align*}
$$

Using a similar argument for (4.24), we obtain

$$
\begin{aligned}
& \sqrt{n}\left|\mathbb{E}\left[\frac{J_{n 10}(Y) R_{b i}(Y) R_{b l}(Y)}{f_{b}(Y)}\right]\right|=o(1), \\
& \sqrt{n}\left|\mathbb{E}\left[\frac{J_{n 11}(Y) R_{b i}(Y) R_{b l}(Y)}{f_{b}(Y)}\right]\right| \\
& \quad \leq \sqrt{n}\left|\mathbb{E}\left[R_{b i}(Y) R_{b l}(Y) I\left(f(Y)<b-2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right)\right]\right| \\
& \quad=o(1)
\end{aligned}
$$

and

$$
\begin{aligned}
\sqrt{n} \mid \mathbb{E} & { \left.\left[\frac{J_{n 12}(Y) R_{b i}(Y) R_{b l}(Y)}{f_{b}(Y)}\right] \right\rvert\, } \\
& \leq \sqrt{n}\left|\mathbb{E}\left[R_{b i}(Y) R_{b l}(Y) I\left(f(Y)<b+2 c\left(h^{4}+n^{-1 / 2} h^{-1} \log n\right)\right)\right]\right| \\
& =o(1) .
\end{aligned}
$$

So we have shown (4.20), and hence (4.16), completing the proof of Theorem 2.1.
5. Proof of Theorem 2.2. The standard perturbation theory gives the following chain-rule formulas [see also Sun (1988)]

$$
\begin{aligned}
\frac{\partial \lambda_{i}}{\partial a_{k l}} & =\mathbf{b}_{i} \frac{\partial \boldsymbol{\Lambda}_{1}}{\partial a_{k l}} \mathbf{b}_{i}, \\
\frac{\partial \mathbf{b}_{i}}{\partial a_{k l}} & =\sum_{\substack{m=1 \\
m \neq i}}^{d} \frac{\mathbf{b}_{m} \mathbf{b}_{m}^{\top}\left(\partial \boldsymbol{\Lambda}_{1} / \partial a_{k l}\right) \mathbf{b}_{i}}{\left(\lambda_{i}-\lambda_{m}\right)} .
\end{aligned}
$$

By Theorem 2.1, the perturbation $\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}$ is small when $n$ is large enough. Then, by a Taylor expansion, we have

$$
\begin{align*}
& \sqrt{n}\left(\lambda_{i}\left(\boldsymbol{\Lambda}_{1 n}\right)-\lambda_{i}\left(\boldsymbol{\Lambda}_{1}\right)\right) \\
& \quad=\sqrt{n} \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)^{\top}\left(\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}_{1}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)+\mathbf{R}_{i}\left(\boldsymbol{\Lambda}_{1}^{*}\right), \tag{5.1}
\end{align*}
$$

where $\mathbf{R}_{i}\left(\boldsymbol{\Lambda}_{1}^{*}\right)=\sqrt{n} \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}^{*}\right)^{\top}\left(\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}^{*}\right)-\sqrt{n} \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)^{\top}\left(\boldsymbol{\Lambda}_{1 n}-\boldsymbol{\Lambda}\right) \mathbf{b}_{i}\left(\boldsymbol{\Lambda}_{1}\right)$ and $\left(\boldsymbol{\Lambda}_{1}^{*}-\boldsymbol{\Lambda}_{1}\right) \rightarrow \mathbf{0}$ in probability. The proof of (2.2) can be completed by proving $\mathbf{R}_{i}\left(\boldsymbol{\Lambda}_{1}^{*}\right) \rightarrow \mathbf{0}$ in probability. In view of the expansion in (5.1), this is easily done, so we omit the details. The assertion (2.3) can be proved similarly. The proof is complete.
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