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At-Speed Distributed Functional Testing
to Detect Logic and Delay Faults in NoCs

Mohammad Reza Kakoee, Member, IEEE, Valeria Bertacco, Senior Member, IEEE, and
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Abstract—In this work, we propose a distributed functional test mechanism for NoCs which scales to large-scale networks with
general topologies and routing algorithms. Each router and its links are tested using neighbors in different phases. The router
under test is in test mode while all other parts of the NoC are operational. We use triple module redundancy (TMR) for the
robustness of all testing components that are added into the switch. Experimental results show that our functional test approach
can detect stuck-at, short and delay faults in the routers and links. Our approach achieves 100 percent stuck-at fault coverage for
the data path and 85 percent for the control paths including routing logic, FIFO’s control path, and the arbiter of a 5 x 5 router. We
also show that our approach is able to detect delay faults in critical control and data paths. Synthesis results show that the area
overhead of our test components with TMR support is 20 percent for covering stuck-at, delay, and short-wire faults and 7 percent
for covering only stuck-at and delay faults in the 5 x 5 router. Simulation results show that our online testing approach has an
average latency overhead of 3 percent in PARSEC traffic benchmarks on an 8 x 8 NoC.

Index Terms—NoC testing, online testing, delay fault, functional test

1 INTRODUCTION

MAIN microprocessor manufacturers are migrating to
chip multiprocessors (CMPs) for their latest products.
In CMPs, many cores are put together in the same chip and,
as Moore’s law continues to apply in the CMP era, we can
expect to see a geometrically increasing number of
processors and memories [1]. Intel developed a research
chip called single-chip cloud computer (SCC) with 48 cores,
under the tera-scale computing research program [2] and a
chip prototype that included 80 cores (known as TeraFlops
research chip) [3]. More recently, Intel has announced the
many integrated core (MIC) architecture [4] as the latest
breakthrough in multicore processors. The MIC project is
the fruit of three research streams: The 80-core Tera-scale
research chip program, the single-chip cloud computer
initiative, and the Larrabee many-core visual computing
project [5].

Embedded systems have also been shifting to multicore
solutions (multiprocessor system-on-chips; MPSoCs). A
clear example of high-end MPSoCs are the products offered
by Tilera [6], where multicore chips provide support to a
wide range of computing applications, including high-end
digital multimedia, advanced networking, wireless infra-
structure, and cloud computing.

Current trends indicate that multicore architectures will
be used in most application domains with high energy-
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efficiency requirements. However, aggressive CMOS scal-
ing accelerates transistor and interconnect wear out,
resulting in shorter and less predictable lifespans for CMPs
and MPSoCs [7]. It has been predicted that future designs
will consist of hundreds of billions of transistors, with
upwards of 10 percent of them being defective due to wear
out and process variation [8]. Consequently, to support the
current technology trends we must develop solutions to
design reliable systems from unreliable components, mana-
ging both design complexity and process uncertainty [9],
[10], with minimal nominal performance degradation.

Network on chip (NoC), a high performance and scalable
communication mechanism, is being increasingly investi-
gated by researchers and designers to address the issues of
interconnect complexity in both CMPs and MPSoCs [11].
The reliability of NoC designs is threatened by transistor
wear out in aggressively scaled technology nodes. Aging
and wear-out mechanisms, such as oxide breakdown and
electromigration, become more prominent in these nodes as
oxides and wires are thinned to their physical limits. These
breakdown mechanisms occur over time, so traditional post
burn-in testing will not capture them. NoCs provide
inherent structural redundancy and interesting opportu-
nities for fault diagnosis and reconfiguration to address
transistor or interconnect wear out.

A network on chip consists of routers, links, network
interfaces (NIs), and cores. Failures can occur in any of these
components. In this work, we focus on failures in routers
and links, and propose an online functional testing solution
for the NoC infrastructure. A number of works has evolved
NoC reconfiguration to counteract faults in both routers
and links [12], [13], [14], [15], [16], [17], [18]. For instance,
routing algorithms for fault-tolerant networks have been
extensively explored for network-level reconfiguration.
These algorithms direct traffic around failed network
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components to avoid network deadlock. However, to take
countermeasures against NoC faults, we must first detect
and diagnose them. Most of the works proposed for fault-
tolerant NoCs do not address the testing mechanism and
how they find faulty components. Some of them rely on
offline testing mechanisms, such as BIST and scan chains,
which require external test sources, are not scalable and
cannot be applied while the system is in operation. Others
rely on traditional error detection and correction mechan-
isms, such as CRC and parity checkers, to detect data path
faults in both links and routers [19], [20], [21]. However,
their fault coverage is very limited and, more importantly,
they cannot be used for fault detection in control paths of
the router.

Recently, Lubaszewski et al. [22], [23] proposed a new
post burn-in testing for NoCs, which is based on the at-
speed functional testing of several 2 x 2 meshes in an N X
N NoC. They test each 2 x 2 mesh using a set of test
sequences and patterns. However, as they showed in [23],
the 2 x 2 mesh can give good fault coverage for the links but
not for the routers, especially for the routing logics, FIFO’s
control paths, and arbiters. To obtain higher fault coverage
for the routers, they added more than 12 other mesh
configurations including 3 x 1, 1x3, 2x2, and so on.
However, having those additional configurations is not
efficient for online testing and keeps several switches busy
in testing procedure, impacting the NoC’s performance and
packet latency. Moreover, their approach is suitable for
manufacturing testing using automatic test equipment
(ATE), and implementing it in hardware leads to overhead
especially with its enhanced version.

Motivation and contribution. The motivation behind this
work is having a distributed and scalable online testing
mechanism for NoC that can detect both logic and delay
faults in data path and control path of the routers as well as
the links with a reasonable fault coverage and with
minimum hardware overhead. In this paper, we propose
a scheme for online detection and diagnosis of faults in
NoC’s routers and links. First, we propose a functional test
architecture, which can be implemented in routers and Nls
with small hardware overhead. Similar to the work in [23],
we use test pattern generator (TPG) and test response
analyzer (TRA). However, to have minimum performance
overhead on the NoC in online mode we take advantage of
TPG and TRA in both router and NI. We also propose a
hardware-efficient fault diagnosis module (FDM) in each
router, which can diagnose the location of the fault. Second,
we propose a new test sequence to test each router.
Moreover, we use TMR for the reliability of testing
components added to the router. Unlike the work proposed
in [23], we do not use 2 x 2 meshes to test the entire NoC,
but we test each router separately and using its neighbors in
online and at-speed functional mode. We use logic and
delay fault models and the corresponding system-level
failure modes to better tune the test pattern sequences. Note
that, in this work, we are seeking the integration of the test
of interconnects and routers, at the lowest possible cost, but
considering gate-level fault models. We try to cover most of
the logic and delay faults in the entire router and in all data
and control wires that build the NoC infrastructure.
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Experimental results show that our functional test
approach can detect all the stuck-at, delay, and short-wire
faults in both interrouter and intrarouter wires. The results
also show that our approach has a 100 percent stuck-at fault
coverage for the data path and 85 percent for the control
paths including routing logic, FIFO’s control path, and the
arbiter of a 5 x 5 switch. Synthesis results show that the
hardware overhead of our test components with TMR
support is 20 percent for covering stuck-at, delay, and short-
wire faults and only 7 percent for covering stuck-at and
delay faults. Simulation results show that our online testing
approach has an average latency overhead of 3 percent in
the real traffic benchmarks on an 8 x 8 NoC.

2 RELATED WORK

NoC infrastructure is composed of three main parts:
Routers, links, and NIs. Since the functionalities of these
components are decoupled from each other, it is possible to
test each of them separately. Testing each component
separately in NoC means, we are testing NoC structurally.
An alternative way is to functionally test the whole NoC. In
this case testing, different elements of NoC are not
decoupled from each other and they will be tested all
together. The latter method is cheaper, but does not identify
where is the defected element unless we have a fault
diagnosis mechanism. Since the focus of this work is on
routers and links, we give an overview of previous works
performed on testing these parts.

2.1 Link Testing

As density in chip increases, the distance between wires
decreases and accompanied with higher functional fre-
quency, links are more susceptible to crosstalk noises. Other
faults that can happen in links are shorts between wires of
links (so-called bridging), opens, shorts to VDD (stuck-at-1),
shorts to Ground (stuck-at-0), and delay fault, which is
caused by noises or process, voltage, and temperature
(PVT) variations.

Grecu et al. [19] propose a built-in self-test methodology
for testing the channels of the communication platform. The
proposed methodology targets crosstalk faults assuming
the MAF fault model [24]. The authors also suggest that
shorts between wires within a single channel are detected as
well. The test strategy is based on two BIST blocks: Test data
generator (TDG) and the test error detector (TED). TDG
generates the test vectors capable of detecting all possible
crosstalk faults in a channel connecting two adjacent
routers. The test vectors are launched on the channel under
test from the transmitter side of the link and then are
sampled and compared for logical consistency at the
receiver side of the link by the TED circuit. Their technique
is suitable only for testing interswitch links in offline mode;
moreover, they do not provide any data on the gate-level
fault coverage of their technique.

In another approach, Pande et al. [25] propose to
incorporate crosstalk avoidance coding and forward error
correction schemes in the NoC data stream to enhance the
system reliability.

The authors of [26] propose a functional test method for
detecting delay faults in asynchronous NoC links connecting
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between two switches, which are in two different clock
domains. In this method, they are sampling data which is
passed in interconnect before and after the handshake
signals. If there is a timing error in the line, the data will
not be the same before and after the handshake signals.
Therefore, by comparing the two sampled data they can
detect the delay fault. However, their method is offline
and is suitable only for links.

Raik et al. [27] proposed a technique for diagnosing
faulty links by applying test patterns at the border 1/Os of
the network. While very high fault coverage was achieved,
their method is offline and the time complexity of the test
configurations is square with respect to the rank of the
NoC matrix. Moreover, to apply test patterns from
network boundaries at-speed, a large number of test pins
are necessary.

Lubaszewski et al. [22] proposed a post burn-in testing
for NoC interconnects, which is based on the at-speed
functional testing of several 2 x 2 meshes in an N x N NoC.
Their method is also capable of detecting faults between
distinct interswitch channels. However, their method is a
postburn testing that cannot be applied in online mode and
is suitable only for mesh-like networks.

2.2 Router Testing

One of the first works performed for router testing is
proposed by Aktouf et al. [28]. They use IEEE 1149
boundary scan standard (JTAG standard) to transfer test
data in router ports and as wrapper for a group of routers-
under-test. All routers are full scan. In this way, the full scan
provides test access to inside of the routers. The authors of
[29] propose to use partial scan for each router and a single
modified IEEE 1500 standard as wrapper for the whole
NoC. In this method, they have used a single wrapper that
covers the whole NoC. Liu et al. [30] and Cota et al. [31]
propose to reuse NoC as TAM for transferring test data to
its own routers. For this reason, they assume that the links
between routers and network interfaces are tested before
and they are fault free. Amory et al. [32] propose a scalable
methodology for testing NoC routers by using scan chains
and a specific router configuration during test so that the
same set of vectors can be broadcast to all routers while
responses can be compared within the chip. Grecu et al. [33]
propose two schemes for testing the combinational blocks of
the NoC routers based on unicast and multicast transmis-
sion of test data packets through the switching fabric.

The above structural testing approaches are not at-
speed and cannot be applied in online mode and are not
suitable for detecting delay faults. Stewart and Tragoudas
[34] proposed a functional fault model and a functional
test strategy for routers and NlIs of regular NoCs with a
grid topology. However, their fault model is not at the
gate level and they do not provide any data on low-level
fault coverage. More recently, Zheng et al. [35] proposed
an accelerating technique for a functional test scheme. The
test strategy is based on the technique proposed by Raik
et al. [36] and assumes an external tester and the
definition of several test path configurations to exercise
all possible communications in the network. Lubaszewski
et al. [23] proposed a post burn-in testing for both links
and routers, which is based on the functional testing of
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Fig. 1. Xpipes switch used in this work (RC: Routing Computation).

several 2 x 2 meshes in an N x N NoC. However, both
these techniques are offline and suitable for manufacturing
testing using automatic test equipment, and to get a
reasonable fault coverage and implementing them in
hardware leads to overhead.

Lin et al. [37] propose a built-in self-test and self-
diagnosis architecture to detect and locate faults in the
FIFOs and in the MUXes of the switches. Unfortunately,
they do not cover the control path of the router.

Strano et al. [38] propose a built-in self-test/self-
diagnosis procedure at startup of the NoC by exploiting
the inherent structural redundancy of the NoC architecture
in a cooperative way. They detect faults in test pattern
generators and achieve a high coverage. However, their
approach is not online, and moreover, they do not discuss
about the format of test patterns to obtain a good fault
coverage. In addition, they do not consider the reliability of
testing components.

3 NoC CAsE StuDY

Without lack of generality, in this work, we base our
analysis on a packet-switching network model, called
Xpipes, introduced in [39]. Each router in the Xpipes
network is composed of N input and M output ports, and
for our work we consider a typical router with N and
M equal to 5 as shown in Fig. 1. Note that, in this figure, we
show only one input port (West) and one output port (East);
other input and output ports have the same architectures.

The switch contains control path and data path as shown
in the figure. Data path includes interswitch links (except
flow-control signals), output multiplexers (crossbar), input/
output buffers, and switch’s data path wires. Control path
consists of routing computation (RCs), arbiters, control logic
of the buffers, control signals inside the switch, and
interswitch flow-control signals.

One pair of input/output ports is dedicated to the
connection between the router and the core, while the
remaining four pairs connect the router with the four
adjacent routers. Switching is based on the wormhole
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Fig. 2. Delay fault due to the cross-talk coupling.

approach, where a packet is partitioned into multiple flits
(flow control units): a header flit, a set of payload flits
followed by a tail flit. Flit is the smallest unit over which the
flow control is performed and its size equals the channel
width. For the case-study NoC topology, the communication
channels between routers are defined to be 32-bit wide.
Without loss of generality, we consider a 2D mesh as our
topology with XY routing, where a packet is first routed on
the X direction and then on the Y direction before reaching
its destination. However, our testing methodology can work
with any topology and routing algorithm as described in
Section 5.6.

4 NoC FaAuLT Space MODEL

In this section, we describe the fault models we used for this
work. We classify faults into two groups: logic faults and
delay faults. Both of these faults may lead to a system
failure, which shows itself in the NoC’s operation.

41 Logic Fault Model

We define logic fault as a hardware failure in different
locations of the NoC. This hardware failure may result in a
completely wrong behavior in the NoC functionality. To
demonstrate the effectiveness of our testing mechanism, we
consider realistic gate-level fault models. We consider two
types of gate level faults: stuck-at faults, and bridging faults.

Stuck-at Fault. Stuck-at faults are the most common logic
faults at the gate level. They are actually shorts to VDD
(stuck-at-1) and shorts to Ground (stuck-at-0). Both routers
and links are subject to these types of faults. Any wire in the
links is susceptible to stuck-at faults. Stuck-at faults can
occur in any component in the router including FIFOs,
routing logics, MUXes, arbiters, and wires. In this work, we
cover stuck-at faults in both routers and links.

Bridging fault. Bridging faults can occur mostly on the
interrouter links as well as the internal wires of the router.
They are shorts between wires of a link. These types of
faults are different from stuck-at faults and need different
test patterns to be detected. In this work, we also cover
bridging faults in links.

4.2 Delay Fault Model

Delay fault is not a logic failure, but a timing failure where a
combinational path between two stages of flip-flops has
higher delay than expected. The delay fault shows itself
only at speed while design is working with the target clock
frequency. Delay faults are mostly due to aggressive place
and route [40], circuit aging, PVT variations, and transistor
wear out [41], [42]. Fig. 2 shows a delay fault on an
interswitch wire (victim) caused by the cross-talk coupling
effect of an aggressor signal (e.g., clock).
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TABLE 1
Number of Faults Inside Different Switches
# of faults

Switch size | Stuck-at | Transition delay | Path delay
5x5 17080 14880 8.6 % 10°
8x8 35546 32223 1.5 % 10°
10x10 60608 55344 > 2% 10°
12x12 100257 92452 > 2% 10°
15x15 165335 155379 >> 2% 10°

Scaling down of process technologies has increased
process variations and transistor wear out. Because of this,
delay variations increase and impact the performance of the
design. Delay faults in deep submicron are one of the
primary reasons of system failure and need to be detected
[43]. At-speed functional testing is one of the well-known
methods to detect delay faults [44] and we are going to use
this technique in our NoC testing approach.

There are two classical fault models that have been
developed in recent past to represent delay defects:
transition delay fault and path delay fault [45]. Transition
delay fault assumes a large delay defect concentrated at one
logical node such that any signal transition passing through
that node will be delayed past the clock period. The
transition delay fault model may miss the distributed and
small delay defects in a combinational path which is more
common in deep submicron than having a large delay on a
single node. The fault list and coverage metrics of the
transition delay faults are similar to those of stuck-at faults.
Therefore, the stuck-at fault tools can support transition
delay faults with minor modifications [46].

On the other hand, path delay assumes a distributed
delay along the combinational path. A path is a sequence of
connected gates between two stages of clocked elements or
between IOs and flip-flops. A path delay fault is said to
have occurred if the delay of a path (including the delay of
wires and gates) is more than the specified clock period of
the circuit. The number of paths in a circuit grows
exponentially with circuit size, and hence, typical circuits
contain millions and millions of paths making it impossible
to test all the paths in the circuit. Table 1 shows the number
of faults in various fault models inside different NoC
switches (M x N switch has M input ports and N output
ports). As can be seen, the number of path delay faults is
much more than stuck-at and transition faults.

Due to large number of timing paths, a practical
approach to detect path delay faults is identifying a set of
critical paths using a timing analyzer tool and applying
functional test vectors to the design and measuring the
output using operational clock frequency [46]. We use a
similar technique in this work .

4.3 Fault Location

Considering a NoC as a network of routers and NIs, a logic
or delay fault can occur in different places including:
routers, links, and NIs. In this work, we focus on the routers
and links. We assume that NlIs are already tested or can be
tested together with cores. Faults in the links can be
detected using a small number of test patterns. However, to
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fully test the routers several test patterns are needed. Faults
in router can occur in two main parts: data path and control
path. Data path contains flip-flops in FIFOs, router wires,
and output MUXes; control path includes routing logics,
FIFO’s control part, and arbiters. In this work, we cover
faults in both control and paths.

4.4 System-Level Failure Modes

As our approach is at-speed functional testing, we need to
define some system level failure modes to better tune the
test patterns that can give us higher gate-level fault
coverage. Note that these system level failure modes help
us only to generate better test patterns, but the quality of
testing approach is measured considering gate-level fault
coverage.

Gate level faults may have different effects on the
functional behavior of the system. They can put the system
into a failure mode. In case of routers and links, as proposed
in [47], we categorize the system level failures into four
modes: dropped data, corrupted data, misrouting, and
multiple copies. We will describe each failure mode in more
details in the following.

Dropped data. In this failure mode, the switch receives the
data, but never sends it to the intended output port.
Dropped data failure can cause by any fault in the control
path of FIFOs, arbiters, or multiplexers of the switch. For
instance, consider a case where the head counter of the
FIFO is faulty and its current value is increased by 2 or more
each time a buffered flit is being removed from the head of
FIFO to be sent to its appropriate destination. In this
situation, some of the flits in the FIFO will be lost and never
exit the switch. Faults in arbiters may cause the select
signals of the output multiplexers to not be activated and,
therefore, the flit will be dropped. If the output multiplexer
is faulty, for example, one or more bits of its select signal are
stuck at one or zero, one of its unintended inputs is selected
and consequently the original flit will be dropped. Also, a
delay fault on the output multiplexers or on the interswitch
links will lead to a dropped data failure. Detecting faults
related to this failure mode is not easy and requires several
test patterns probing all possible combinational paths.

Corrupted data. In this failure mode, the switch receives
the data, but it corrupts the data and sends it to the
intended output port. This failure mode can also happen
on the links. Any logic fault in the data path of FIFOs
(flip-flops), multiplexers, links, and internal wires may
lead to this failure. As this failure mode can only be
created by logic faults in the data path of the switch and
links, faults related to this failure are easier to detect
compare to those related to the dropped data.

Misrouting. Misrouting is the result of the faulty behavior
of the switch router. Assume that the router has a faulty
behavior and makes wrong decisions while routing its
incoming data. As these faults happen in the control path of
the switch, several test patterns are needed to cover all
possible routing paths. Logic faults in the header bits of the
FIFOs that are related to the destination address can also
create this failure as they may change the intended output
port. However, these faults are already covered using the
patterns related to the corrupted data failure.
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Fig. 3. Overall architecture of our online NoC testing on mesh. Each
router which gets a token can start testing itself with the help of its
neighbors. Only one router and its links are in the test mode and others
are in the operational mode.

Multiple copies. Multiple copies in time failure are
originated from faults in FIFOs control path. Consider a
FIFO with a faulty “empty” signal. The false empty signal
may cause the FIFO send its old data out of the switches
port. These old data are usually an earlier packet’s flits, and
sending the same sequence of flits out of the switch’s ports
leads to repetition of a packet, i.e., multiple copies in time.
The faults related to this mode can be detected easily using
test response analyzer that checks the order of received flits
in a test packet.

5 THE PROPOSED NoC ONLINE TESTING

We propose an at-speed functional testing technique which
is capable of detecting logic and delay faults in routers and
links of any network with minimum overhead on NoC
performance. Fig. 3 shows the overall architecture of our
online NoC testing on a mesh.

As can be seen, in our approach only the router under
test (RUT) and its links will put in the test mode, while
other parts of the network are in the operational mode. All
the packets that want to traverse through RUT will be held
in the RUT’s neighbors until the test is finished. This
may have a little latency degradation for some packets.
However, we use a token-based technique to make sure
that only one router is under test at any given time. In other
words, two or more routers cannot be put in test mode
simultaneously. Token is simply 1 bit traversing in the
network. When a router receives the token, it decides
whether it wants to test itself or not; this can be done using
a counter in the switch or a request from the core
connecting to it. After finishing the testing, the current
switch passes the token to the next switch. As token is only
1 bit, we can use TMR for its reliability to make sure all the
routers receive the token correctly.
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TABLE 2
Acronyms
[ Acronym [ Meaning ‘

TPG Test Pattern Generator
TRA Test Response Analyzer
FDM Fault Diagnosis Module
RUT Router Under Test
TR Test Response

When a router is in test mode, it should be tested by its
neighbors. Each router contains three main test blocks: test
pattern generator, test response analyzer, and fault diagnosis
module. TPG is responsible for generating test patterns and
sending them to the neighbor router which is under test
(RUT). TPG of the local port which is inside the router
under test’s NI sends test packets to the neighbors. Test
response analyzer receives test patterns from the neighbor
that is under test and analyzes them to detect any fault in
the corresponding router and links. TRA of the local port,
which is inside router under test’s NI, receives test packets
sent by neighbors and verifies them. Fault diagnosis
module gets the status signals from the neighbors” TRAs
as well as the local TRA and diagnoses the faulty channel.
There is only one fault diagnosis module in each router.
Since only one router can be tested at any given time, TPG
and TRA can be shared between all the ports (except the
local port). Therefore, for our testing mechanism, we need
one pair of TPG and TRA inside each router and each NL
Also, we need one FDM for each router.

Table 2 shows the list of acronyms used during the rest
of the paper.

5.1 Test Architecture for Fault Detection

As mentioned before, in our testing approach each router is
tested with the help of its neighbors. Thus, this mechanism
is scalable to any size of the network with any topology. The
architecture of testing one router with four neighbors and
one NI is shown in Fig. 4.

When a router is under test, all its neighbors send the test
packet generated by their TPG to it. Also, RUT sends test

R2

Fig. 4. Each router and its links are tested using neighbors (TPG:
Test pattern generator, TRA: Test response analyzer, FDM: Fault
diagnosis module).
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TABLE 3
Two-Bit TR Signal Generated by Test Response Analyzer
[ TR (bits) | Meaning ‘
00 No Error - Data is received correctly
01 Error - Data is received but is corrupted
10 Error - Data is not received (Dropped)
11 No Info - (reserved for unconnected ports)

packet to the neighbors using the TPG inside its NI. This
enables us to test the local channels connected to the NI as
well. At all output ports (except the local) of the routers, we
add a 2 x 1 multiplexer, which selects data from either
crossbar or TPG. This additional multiplexer is quite small
and we use TMR for its reliability.

TPG generates a sequence of predefined packets based
on the test phases. We will describe test phases in details in
Section 5.3. The packets generated in different phases are
the same in terms of data flits. The header flit of the packet
depends on the test phase. Therefore, the same data are sent
to different destinations in different phases. The rationale
behind this is that the data flits in each packet are
responsible to cover the faults in data paths and different
phases of testing cover control paths’ faults. We will
describe the format of test packet in more details in the
next section.

TRA verifies whether the incoming data corresponds to
the predefined sequence generated by TPG or not. TRA
sends a 2-bit signal (TR) to the RUT, which shows the result
of pattern checking. RUT receives TR signal from all
neighbors and its NI, and diagnoses the faulty channel
using fault diagnosis module which is described in
Section 5.5. In addition to the corrupted data checking,
TRA is able to check the dropped packet failure. In each
phase of the test, TRA waits for a specific pattern to arrive.
If it receives the packet within a limited number of cycles, it
checks the data and sends the results to the RUT. If TRA
does not receive any packet, it generates a time-out error.
For time-out checking, we use a 5-bit counter inside TRA. If
the counter reaches the limit, TRA generates a time-out
signal (1 bit of TR) and sends it to the RUT. Table 3 shows
the meaning of different bits of TR signal generated by TRA.
Note that, since TR is only 2 bits, parity checks can be used
for its reliability with a small area overhead.

5.2 Test Packet Format

As mentioned earlier, TPG generates the same packet
targeting different destinations at different phases during
test of the router. The format of the data flit in the packet is
chosen so that it covers all stuck-at and bridging faults in
the data path which includes links, FIFO'’s flip-flops, switch
internal wires, and output MUXes. This format is indepen-
dent from the topology of the network and from the RUT’s
number of ports.

Two data flits of All-One and All-Zero are enough to
cover all stuck-at faults in the data path. However, to detect
all bridging faults, we need a set of Walking-One data flits."
Therefore, the number of data flits required for bridging

1. Walking-One refers to a set of data patterns where, in each data word,
a single bit is set to one and the rest to zero.
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Header-flit . . 32 Data-flits o
(different for Data-flit | Data-fiit Walking-One Tail-flit
All-Zero | All-One )
each phase) (Optional)

Fig. 5. Format of test packet generated by TPG and verified by TRA at
each phase of testing. This format is fixed and independent from
network topology.

faults is equal to the flit-width, i.e.,, 32 in our switch. As a
result, to cover all stuck-at and bridging faults in the data
path, we need at least 34 data flits. If we target only stuck-at
faults, the number of data flits will decrease to 2. This can
help to reduce the overhead of both TPG and TRA and to
decrease the latency overhead as well. We will show this
tradeoff, in more details, in experimental results section.
Fig. 5 shows the packet format which is generated at each
phase of testing in TPG. Note that in TRA the same packet
format is verified at each phase of the testing.

Since all packets are sent with headers and tails, faults
may affect those flits, thus modifying the packet routing.
When this occurs, the packet can be routed to any other
node of the NoC or a tail flit may not be received. In both
cases, TRA at the target node will not receive the packet or
the tail within a predefined time interval, thus reporting a
time-out error.

Since the network is in the normal mode of operation
during the test, one might consider the possibility of other
errors caused by the logic fault, such as a deadlock, in
addition to packet losses and payload errors. We note that
a fault cannot cause a deadlock within our test configura-
tion because of the packet format and paths established
during testing.

5.3 Test Phases

As described earlier with the specified packet format, we
are able to detect all stuck-at, delay, and bridging faults in
the data path traversed by the packet. However, to provide
coverage for faults in the control path we need different test
rounds or phases. Each phase is responsible to cover some
of the combinational paths inside the router, while the data
path is being tested multiple times. These phases depend on
the network topology and the RUT’s number of connected
ports. In the following, we describe the suitable phases for a
router with four neighbors and one NI. In Section 5.6, we
discuss how we can modify them for other topologies.

For a router with four neighbors and one NI, we consider
nine different phases to cover all the control paths including
different routing, arbitration, and FIFO’s control. Fig. 6
shows these phases. Arrows in the figure show the source
and destination of the test packet. At each phase, one test
packet is sent from source to the destination through RUT
(RO in this figure) and its links. Those test packets that come
from the neighbors are generated at the output port of the
neighbors using their TPGs; while, packets whose sources is
RUT are generated in the TPG of the RUT’s NI. Therefore,
packets originated from RUT also cover the local input
channel. Similarly, those packets targeting the neighbors are
verified immediately at the input port of the neighbor and
before the FIFO. While packets whose destinations are RUT
are verified in the RUT’s NI. Thus, packets targeting RUT
cover the local output channel as well.

Phase 7

Phase 8 Phase 9

Fig. 6. Nine test phases for a router with four neighbors and one NI.
Phases 1 to 4 cover data path and all routings without any arbitration.
Phases 5 to 9 cover arbiters as well as FIFO’s control logic.

As can be seen in Fig. 6, test phases are chosen in such a
way that they cover all functional failures of the router
related to the misrouted data, dropped data, and multiple
copies failure modes, which are the results of logic faults in
the RC, FIFO'’s control path, or the arbiter.

Since for each input port there could be four different
destinations, we need at-least four test phases to fully
cover all the routing logics. Test phases 1 to 4 cover all
different routing possibilities inside the switch without any
arbitration policy. These test phases (1 to 4) are chosen so
that we can test all RC blocks inside the router with a
minimum number of tests. However, in phases 1 to 4 the
packet’s destination (stored in header flit) is chosen so that
for each output port of the RUT there is only one request.
Thus, although some parts of the arbiter are being tested
during these phases, these phases (1 to 4) are not sufficient
to test the functionality of the arbiters. Also, they cannot
fully test the control logic of the FIFO. The FIFO'’s control
logic decides based on the arbiter grants. During these test
phases, the arbiter grant is always given to the requester
immediately and, therefore, the output’s busy signal which
goes to the FIFO’s control logic is always zero. Thus, in
these phases FIFO'’s control logic always pop the data out
of the buffer without waiting. We need more test vectors to
put the FIFO in the waiting state.

Both arbiter and FIFO control block can be covered by a
set of test packets targeting the same destination. As we
have five output and input ports, we need at least five test
phases to cover all arbiters and FIFOs. Test phases 5 to 9 are
created to perform this task. At each of these phases, there
are four requests to the related arbiter. We should note that,
there can be some other phases to completely test arbiters
where there are two or three requests to each arbiter.
However, we ignore since sending four (maximum) re-
quests to each arbiter can test most of its functionality. In
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Fig. 7. Detecting delay faults which occurred in links and the router’s
data path.

Section 5.6, we show a general formula of the number of
phases based on the number of ports.

As can be seen in Fig. 6, at each phase of this set (phases
5 to 9) one arbiter together with four FIFOs are tested. At the
end of these phase, each arbiter is tested once and each
FIFO (both control and data paths) is tested four times.
These test phases (5 to 9) are mainly responsible to cover the
dropped data, misrouting, and multiple copies failure
modes. In the TRA, at each phase we check whether all
the packets are arrived or not. In these phases of the test,
TRA should receive four consecutive packets from four
different sources provided that there were no time-outs in
the first four phases. If it does not receive the related
packets, it means that the arbiter has not given the grant to
one of the requests and TRA generates time-out error. We
note that if there are time-outs in the first four phases, TRA
does not check it again in phases 5 to 9 and only validates
those packets that are supposed to arrive.

5.4 Delay Faults

Since our testing technique is at-speed, it can detect the
delay faults in the functional paths. Delay faults can happen
in both control and data paths. In the following, we describe
how our technique handles delay faults in different
functional paths:

5.4.1 Control paths

Based on our timing analysis there are two critical control
paths in our switch: 1) request to the arbiter for an output
port and 2) grant from the arbiter.

Request paths to the arbiter. If there is a new packet, a
request signal is sent to the related arbiter from routing
computation block or from the FIFO controller (depending
on the implementation). If a delay fault occurs on the path
related to request signal, it does not affect the functionality
of the router because the arbiter will get the request one
clock cycle later. This is because the request signal remains
high until the grant is given by the arbiter.

Arbiter’s grant paths. If a grant is given by the arbiter, the
related FIFO controller pops out the flit from the buffer and
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the arbiter will drive the appropriate signaling of the
crossbar to send the flit out of the switch. Here, if a delay
fault occurs on the path from arbiter to the crossbar, the
related flit is not sent out of the switch and since it is
already popped out of the buffer, we miss that flit. This
delay fault will eventually lead to a dropped packet failure,
which can easily be detected in TRA.

Other control paths inside the switch are not critical
enough to be considered for the path delay fault testing.
However, if a huge delay fault occurs in these paths and
leads to a functional failure, the packet may be either
dropped or misrouted and the fault will be detected in TRA.

5.4.2 Data Path and Links

If a delay fault occurs on the router’s data path or on the
links, depending on the path where the delay fault occurred
the receiver may or may not capture the right data. Fig. 7
shows the timing diagram related to delay fault in data
path and links. As can be seen, if the same delay fault
occurs on both control signal (valid) and flit bus the receiver
is able to capture the right data one or more cycle after the
expected cycle. In this case, since TRA waits for the
expected packet to arrive, it can get the data eventually
(before the timeout) and does not generate any error.
However, if the delay occurs only on valid signal or only on
flit bus, as shown in the figure, it leads to a dropped packet
failure that can be detected in TRA. (Note that, we say a
delay fault occurs on the flit bus if there is at least one delay
fault on the bus’s bits.)

This timing behavior is valid for both input and output
links of RUT. For input links, the receiver is the RUT buffer
and fault may occur on input wires; for output links, the
receiver is the TRA of the related neighbor and fault may
occur either on the data path or on output wires of the RUT.

5.5 Fault Diagnosis

Using TPG, we generate test packets in different test phases
and in TRA, we verify the incoming packet and detect if
there is any error in it (either corrupted data or misrouted).
TRA sends the results of checking to RUT using 2-bit TR
signal. However, we still need a mechanism to diagnose the
location of the fault. We perform this using fault diagnosis
module inside RUT.

For data path faults that are related to the corrupted data
failure, FDM is able to diagnose fault location in the input
or output channels of RUT. We define input channel as the
data path covering the input link and the FIFO, and the
output channel as the path covering internal link, output
MUX, and the output link. Fig. 8 shows input and output
channels for West and East ports. Using 2-bit TR signals,
FDM is able to find out which channel (either input or
output) is not faulty.

For a 5 x 5 router, we have a 10-bit register that shows
the status of each channel; we name this register channel
status register (CSR). Each bit of CSR corresponds to one
channel as shown in Fig. 9. FDM receives TR signals and in
each phase of the test updates CSR. FDM is based on
finding nonfaulty channels.

As seen in Fig. 6, each test packet covers two channels
considering local channels. Thus, if a TR signal shows a
corrupt error (01), FDM cannot diagnose which of the two
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Fig. 8. Channels in which the fault diagnosis module is able to diagnosis
data path faults.

channels is faulty. However, if a TR signal shows no error
(00), FDM can diagnose that both channels are nonfaulty. At
the beginning of the test, FDM sets all the bits in CSR to “0”
meaning all channels are faulty. During the test, when FDM
receives a TR signal (from either any neighbor or its NI) that
shows no-error (00), it sets the corresponding bits of the
CSR to “1,” which are related to the channels in which the
packet has traversed meaning they are nonfaulty. If the bit
is already set to “1,” it does not change it. At the end of the
testing, those bits of CSR which are “1” show the nonfaulty
channels. FDM is a simple combinational block which is
decided based on the TRs and the testing phase.

FDM is also able to diagnose which RC or arbiter is
faulty. We have two 5-bit registers showing the status of
RCs and arbiters in a 5 x 5 router; we call these registers
routing status register (RSR) and arbiter status register
(ASR), respectively. At the beginning of the test FDM sets,
all bits of both registers to “1” meaning all the RCs and
arbiters are nonfaulty. During the first four phases, if the
FDM receives a TR signal of dropped error (10), it sets the
corresponding bit in RSR to “0,” which is decided based on
the test phase. During phases 5 to 9, if FDM receives a TR of
dropped error, it sets the corresponding bit in ASR to “0.”
As mentioned earlier, if TRA detects a time-out error in the
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CSR: Channel Status Register
ASR: Arbiter status Register

RSR: RC Status Register

Fig. 9. FDM gets TR signals and updates CSR, RSR, and ASR.
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Fig. 10. Packet for bypassing delay faults in data path and links.

first four phases, it does not check it again; therefore, if there
is a fault in one RC, it does not have any effect in the results
of phases 5 to 9. Thus, if TR shows a dropped error (10) in
phases 5 to 9 it is related to the arbiter but not to the RC.

5.5.1 Distinguishing Delay Faults

During the first four phases of the test, if FDM detects a
time-out error, the failure is caused by either a delay fault
in router/links or a logic fault in RC. We cannot
differentiate these faults from each other using the current
test pattern and phases. This is because both these faults
(delay fault in router/links and logic fault in RC) lead to a
dropped packet failure mode. Therefore, with the current
test pattern we are only able to detect delay faults, but not
to diagnose their locations.

To distinguish delay faults from logic fault in RC, we can
use a dedicated test packet and repeat all nine phases with
this new packet. To decrease the testing time, we can repeat
only those phases that did not pass the test. This requires a
modification in TPG, TRA, and FDM to store the pass/fail
information. The new packet is formatted so that it can
bypass the delay faults, but is still vulnerable to the logic
faults. Fig. 10 shows the format of the new packet that can
bypass the delay faults in data path or links.

As can be seen in the figure, in the new packet each flit is
repeated one time. Note that TPG and TRA should be a little
modified to accept two similar consecutive flits during the
second round of test phases. Fig. 11 shows how this new
packet can bypass the delay faults on the valid signal and on
the flit bus.

By repeating all nine phases (or just the failed phases)
but with the new packet, we are able to distinguish delay
faults in data path/links from logic faults. For example, if in
phase 2 FDM receives a dropped packet signal but does not
get it in the second round (phase 2 with the new packet), it
means the dropped packet failure was due to a delay fault
in the data path/links and not to the RC’s logic fault. To
store the information related to delay faults in each channel,
we also need another 10-bit register that stores the delay
faultiness status of the channels.

NN
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Flit_out[31:0 Header j Data | Data | Tail

Delay fault on valid:

Flit_Walid_Receiver_in

Flit_Receiver_in31:0 | Header T Data| [ Datal | Tal
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(1) Valid signal and flit of the new packet are sent to the receiver
(2) Delay fault on valid: Although the receiver gets an unknown data at the end, it already received the whole packet
(3) Delay fault on data: Although the receiver gets an unknown data at the beginning, it receives the whole packet later

Fig. 11. Delay faults on data path and links are bypassed with the
new packet.
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The main reason for distinguishing logic faults from
delay faults, especially the delay faults on the interswitch
links, is the possibility to recover from them by postsilicon
tuning techniques or by adjusting the clock frequency. An
interested reader can refer to [48], [49] for more information
about tuning techniques.

5.6 Testing of Custom Topologies

Our testing methodology is based on testing each router
using its neighbors and the NI connected to it. Each router
receives TRs from the neighbors as well as its own NI and
updates the related status registers. Considering the
switches at the boundary of the mesh, there are one or
two ports which are not connected to any neighbor. We
connect TRs of those ports to “11” meaning no information
is available on those specific ports. FDM module does not
update anything based on the TR of those unconnected
ports. On the other hand, neighbors that are connected to
the boundary switches expect test packet from those ports
of the RUT which are not connected to any other router.
Therefore, they generate time-out error for those specific
ports and RUT sets the related bits of RSR to “0” meaning
those ports that are not connected to anywhere are faulty.
This does not have any effect on the functionality of the
router as those ports are not used. Based on this mechan-
ism, our testing technique can be used for any topology and
any routing.

TPG and TRA modules should be modified based on the
routing algorithm. TPG should send test packet to all
output ports of the RUT in different phases. If the routing
algorithm and the maximum number of ports in the switch
are known, TPG and TRA are the same for all routers and
independent from the topology. However, they can be
optimized based on the NoC topology to reduce their
hardware overhead. For example, TPG does not need to
send the test packet to those ports of the RUT which are not
connected to any other router. Note that, sending test
packet to those ports does not have any effect on the related
bits of status registers because the TRs of those port are
already connected to “11.” Also, TRA does not need to
check the time-out error for those input ports of the RUT
which are not connected to any other routers. Moreover,
CSR, RSR, and ASR can be optimized based on the number
of connected ports.

As mentioned earlier, test phases are chosen so that they
can cover all the functional paths of the router. They
depend on the number of ports in each router. Phases
shown in Fig. 6 are suitable for maximum five input and
five output ports. However, if a router inside the NoC has
more ports, we need to define more test phases to cover
those additional ports. Note that for switches with less than
five ports, the phases shown in Fig. 6 are more than enough
and may be reduced to a smaller number for optimizing test
time and hardware cost. For instance, Fig. 12 shows the
optimized test phases for a 3 x 3 switch.

To give a general formula on the number of test phases
based on the number of ports of the switch, we divide
phases into two groups: 1) phases for RC testing and
2) phases for arbiter and FIFO control testing.

Let say N is the number of input/output ports inside the
switch. Since each port can send data to all other ports, we
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Fig. 12. Test phases for a router with two neighbors and one NI.
Phases 1 and 2 cover data path and all routings without any arbitration.
Phases 3 to 5 cover arbiters as well as FIFO’s control logic.

need N — 1 phases to test each RC component. RCs can be
tested in parallel and, therefore, N — 1 phases are enough
for testing all RCs inside the switch.

For the arbiters, the situation is different. Each arbiter can
get the request from all other ports; since we have N ports,
each arbiter may receive a number of requests in the range
of [1,...,N — 1]. For one request, it is already tested in the
previous phases. However, we need to test other situations.
For each number of requests K € [2,...,N — 1], K of the
input ports send requests to the arbiter. Therefore, we have
a binomial coefficient (2) for K requests to each arbiter. Thus,
the number of test phases for each arbiter is C, where C' is
the sum of all binomial coefficients as follows:

czz(flj>

K=2

Arbiters cannot be tested in parallel unless we have a
complex control logic, and we consider testing them
sequentially. Therefore, the number of test phases for all
arbiters is IV x C' and the total number of phases for the
router is M = (N — 1+ N * C). Note that, during all these
phases links, the data path, and control logics of FIFOs are
tested multiple times.

6 EXPERIMENTAL RESULTS

To evaluate our online testing methodology, we used
Xpipes [39] which is a packet-switching synthesizable
NoC IP. The switch is configured to have five input and
five output ports with the flit width of 32 bits and the buffer
depth of 2. We used Synopsys design compiler for
hardware synthesis and Synopsys Tetramax for logic fault
simulation. All designs are mapped on CMOS 45-nm
technology from ST-Microelectronics.

6.1 Hardware Overhead

First, we implemented both TPG and TRA in Verilog to see
their hardware overhead on a 5 x 5 router. As mentioned
earlier, we can have one TPG and one TRA for the whole
switch. We also need one pair of TPG and TRA for each NI
However, TPG and TRA of the NI are simpler than those of
the switch because the sequence of test generated/verified
by TPG/TRA inside the switch depends on the port while
the sequence of those inside NI is fixed. As we mentioned
earlier, TPG and TRA are the critical components and we
need to use robust techniques to make them reliable. Since
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TABLE 4
Synthesis Results of TPG and TRA with Walking-One
Sequence (Area of 5 x 5 Switch + NI = 8,766 um?)

Module Area Area Area (with TMR)
(;LmQ) with TMR Overhead on

(um?) 5x5 Switch + NI
Switch TPG 413 1280 14%
NI TPG 363 1119 12%
Switch TRA 472 1463 16%
NI TRA 410 1270 14%
All TPG + TRA 1658 5132 58%

these module are quite small with respect to the switch and
NI, we can use TMR for this purpose.

We implemented two kinds of TPG and TRA. One pair
with all-one, all-zero, and walking-one sequence and
another pair without walking-one sequence to cover only
stuck-at and delay faults. The synthesis results are shown in
Tables 4 and 5.

As can be seen, if we want to cover stuck-at, delay, and
bridging faults in the 5 x 5 router the area overhead of all
TPGs and TRAs with TMR is about 58 percent, which is
pretty high. This is due to the long walking-one sequence
that needs a shift register. However, if we target only stuck-
atand delay faults the area overhead with TMR is 16 percent,
which is acceptable considering TMR support for reliability.

We also implemented the fault diagnosis module
together with status registers in Verilog and synthesized
them. Based on our synthesis results, the area overhead of
the FDM module with TMR is 10 percent on the Xpipes
switch. Considering NI and switch together, the area
overhead of FDM with TMR is only 7 percent. Therefore,
the area overhead of all modules including TPGs, TRAs,
and FDM with TMR support is 65 percent to cover stuck-at,
delay, and bridging faults and 23 percent to cover only
stuck-at and delay faults.

Note that the switch model we used is very small
without any output buffer and with an input buffer depth
of only two flits and its area is much less than that of the IP
cores. For instance, compare to Plasma [50], a small
synthesizable 32-bit RISC microprocessor, the switch area
is 1/5 of the processor area. Therefore, the overhead on the
whole NoC including IPs is very small. Considering switch,
NI, and a small sized IP core the area overhead of all
modules with TMR is 21 percent to cover stuck-at, delay,

TABLE 5
Synthesis Results of TPG and TRA without Walking-One
Sequence (Area of 5 x 5 Switch + NI = 8,766 um?)

Module Area Area Area (with TMR)
(wm?) | with TMR Overhead
(wm?) on 5x5 Switch + NI

Switch TPG 121 375 4%
NI TPG 73 240 25%
Switch TRA 140 462 5%
NI TRA 117 366 4%
AIl TPG + TRA | 451 1443 16%

—

T
?

MUX 3

(*) MUX and voter increase the critical path if it is through the output ports

Fig. 13. TMR for TPG and output port.

and bridging faults and 8 percent to cover only stuck-at and
delay faults.

Test units with their TMR support may have effects on
the maximum operational frequency of baseline router. The
Xpipes switch is a soft IPs and the timing impact of our
testability extensions depends on how it is instantiated. If we
do not use any output buffer, the critical path of the router is
from the input buffers through output ports and links. As
already mentioned and shown in Fig. 4, TPG and TRA
operate in parallel with the router and their critical paths are
very small, hence they do not decrease the speed of the
router. However, as shown in Fig. 13, in case of no output
buffers MUXes that are added to the output ports with their
related TMR are on the critical path of the router. To have a
reliable and high-speed TMR, we used the architecture
shown in Fig. 13 for the voter of all TMRs, which is proposed
in [51]. We synthesized our testable router and extracted the
data related to the delay of the MUX 2 x 1 and the voter. The
nominal delay of the path starting from MUX and ending at
the output of the voter is 390 ps. If we consider a baseline
Xpipes switch working at 500 mHz (critical path = 2 ns)
with no output buffer, we see that the working frequency of
the testable switch will be 418 mHz (critical path = 2.39 ns),
which is a 15 percent speed overhead.

The no-output-buffer configuration of Xpipes is only
for low-speed operation. For high-performance NoCs,
output buffers are needed to avoid having critical paths
through the output links. In this case, adding testability
support has minimal overhead. The critical path is from
input buffers to the output buffers and the testing
components shown in Fig. 13 are placed after the output
buffers. Here, the testing components may reduce the
clock frequency only if Py, — D; < D; < Py, where D is
the delay of the output link, P, is the period of the clock
without testing components, and D, is the delay of the
MUX 2 x 1 and the voter which is 390 ps. We should not
that the TMR support which is added to the output ports
is not only for the testing purposes but is also useful
during the normal operation of the router and makes the
output ports fault tolerant.

Focusing on power consumption, it is clear that all test-
mode components (except MUXes and the voter shown in
Fig. 13) are not used during the normal mode of the NoC.
TPG and TRA should be turned on only if one of the
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TABLE 6
Power Results of Testable Router in Test Mode
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TABLE 8
Number of Stuck-At Faults of Different Components Inside
the 5 x 5 Switch Extracted from Tetramax

Power Baseline Testable router | Difference

router in test mode test mode [ Component | % of the Area_ | # of Faults | % of faults |
Dynamic (mW) 1.57 2.08 0.51 RCs 9% 1980 11.5%
Leakage (uW) 2.15 2.28 0.13 Arbiters 20.5% 4342 25.4%
Buffers 51.5% 5820 34%
Output MUXes 19.5% 4722 27.6%
neighbors is in the test mode, and FDM should be turned other gates 0.5% 80 0.1%
on only if the router itself is being tested. Therefore, we use Entire Switch 100% 17080 100%

clock-gating to disable switching activities inside these
modules during off-state. This helps us to decrease the
power consumption of the router during the normal
operation. Table 6 shows the power consumption of our
testable router when all testing components are active, and
Table 7 shows the results when all of them are turned off.
As can be seen, during the test mode the difference
between dynamic power consumption of the baseline
router and that of our testable router (with all testing
components and TMR) is only 510 pW; this difference for
the leakage power consumption is 0.13 pW. As shown in
Table 7, during the normal mode our testable router has a
very small overhead of 90 uW on dynamic power and
0.14 uW on the leakage power.

We should again note that our baseline switch is very
small and if we consider a medium sized switch with NI
and a small sized IP core, the power overhead of all testing
components is negligible even during the test mode.

6.2 Fault Coverage

We used Synopsys Tetramax to evaluate the fault coverage
of our testing approach. We synthesized the Xpipes switch
and simulated our nine testing phases on it. Then, we
collected the corresponding VCD file to perform fault
simulation. Table 8 shows the number of stuck-at faults
related to each component in the Xpipes switch. As it was
expected, the number of faults inside each component is
proportional to the area of that component.

We applied the VCD vectors obtained from the simula-
tion of nine phases on the synthesized design in Tetramax to
see the fault coverage of the vectors. Fig. 14 shows the
related results. These results are for stuck-at faults. Note
that, for bridging faults, the test vectors give us 100 percent
coverage on the links in the first four phases. As can be seen,
the stuck-at fault coverage of the entire switch for the first
four phases of the test is 68 percent, which is not quite good.
After applying the next five phases (total nine phases), we
could improve it to 85 percent, which is an acceptable
coverage for a functional test without any traditional test
technique like scan.

TABLE 7
Power Results of Testable Router in Normal Mode
(Clock Gating Enabled)

Power Baseline | Testable router Difference
router normal mode normal mode
Dynamic (mW) 1.57 1.66 0.09
Leakage (uW) 2.15 2.29 0.14

Using the same VCD vectors, we achieved 67 percent
coverage for the transitional delay faults. This is because not
all the transitional delay faults lead to a functional failure,
and the coverage for transition delay faults is always less
than that of stuck-at faults.

For the path delay faults, we first imported the
synthesized netlist of the switch into PrimeTime, the static
timing analysis tool from Synopsys, and extracted those
paths whose delays were more than 80 percent of the clock
period. Then, we analyzed the extracted paths and found
two groups of paths. The first group was related to sending
the flit from the input buffer to the output port when the
grant is given by the arbiter. As we already discussed in
Section 5.4, delay faults on these paths lead to the dropped
data failure mode and we detect them in TRAs. The second
group was similar to the first one and was related to shifting
the FIFO content when the grant is given by the arbiter and
the flit located at the head of the FIFO is sent out from the
switch. Delay faults on these paths lead to either a flit
duplication or a dropped flit. Both of these failure modes
can be detected in TRAs.

Note that the achieved fault coverage can still be
increased by adding to the test phases other network
functional configurations (arbitration possibilities that were
not applied, for example). However, insisting in a com-
pletely functional test approach will require an increasing
number of test configurations and phases, for a decreasing
number of detected faults. The tradeoff seems to be not in
favor of pushing further the functional testing approach.
From the point of view of a functional test, about 10 percent
of the remaining logic faults are undetectable because they
are related to unreachable control states [22].

6.3 Online Testing Evaluation in Simulation

To see the effect of our online testing mechanism on the
latency of the packets, we performed system simulation. We

Our Testing Fault Coverage
93.46% 96.25%
85.29%
73.02%

RC MUX

other gates Entire Switch
Fig. 14. Stuck-at fault coverage of our online functional test approach.
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Fig. 15. Simulation results for our online testing approach on different synthetic traffics with various test counter thresholds.

used Noxim [52], a cycle accurate NoC simulator imple-
mented in SystemC. The switch model in this simulator has
a two-stage pipeline and, therefore, has two cycles mini-
mum latency. We extended it for performing our online
testing approach.

We periodically place a switch under test and hold all
the packets traversing it. This is performed by arbiters in
the neighbors. They do not give grant to the packets
traversing the switch under test, until the test is finished.
We compared the average latency of the packets in
different synthetic and real traffics with and without online
testing. We implemented a token-based mechanism in the
simulator to avoid having multiple routers under test at the
same time. We have a counter inside each router that
counts the number of flits forwarded by the switch. When
the counter reaches the threshold value if the router has the
token it can start testing. We swept the threshold value
from 1,000 to 20,000. The simulation has been performed
on an 8 x 8 Mesh with XY routing algorithm.

Fig. 15 shows the average packet latency of different
synthetic traffics in the NoC while using our online testing
mechanism. We performed simulation with and without
walking-one sequence, which is for covering bridging
faults. As can be seen, when the threshold value of the test
counter is low (less than 10,000 flits) the latency overhead is

28

4 blackscholes
=~ bodytrack

V- dedup

- ferret
+-fregmine

< streamcluster
¢+ swaptions
X-vips

- X264

No Walking-One Sequence
26

24
22

20

Average Latency (cycles)

0 2000

4000

6000 8000 10000 12000 14000

Test Counter Threshold (flits)

16000 18000 20000 22000

Fig.

quite high, especially when the test packet includes
walking-one sequence. This is due to the fact that with
lower threshold values the switches go to the test mode
more frequently. However, for threshold values greater
than 10,000 flits, the latency overhead of our online testing
is almost negligible.

In addition to the synthetic traces, we also performed
simulation to see the effect of online testing on real traffic
traces from the PARSEC benchmarks, a suite of next-
generation shared-memory programs for CMPs [53]. The
traces used are for a 64-node shared memory CMP arranged
as a 8 x 8 mesh. Each processor node has a private L1 cache
of 32 KB and 1 MB L2 cache (64-MB shared distributed L2
for the entire system). There are four memory controllers at
the corners. To obtain the traces, we used Virtutech Simics
[54] with the GEMS toolset [55], augmented with GARNET
[56], simulating a 64-core NoC.

Like for the previous experiments, we swept the test
counter threshold from 1,000 to 20,000 flits. We performed
the simulation for two types of test packets: with walking-
one sequence and without that. The results are shown in
Fig. 16. As can be seen, for all benchmarks with a threshold
value of 10,000 the latency overhead is almost zero even
with walking-one sequence. Based on our experiments,
10,000 flits is an appropriate value for the test counter’s
threshold for both synthetic and real traffic.
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CONCLUSIONS

A technique for online detection and diagnosis of faults in
NoC’s routers and links has been proposed. This method
can be applied on any topology and routing algorithm. Each
router in the NoC is tested using test pattern generators and
test response analyzers in the neighbors and its own NIL
During the testing, only the router under test is in test
mode, while other parts of the network are operational. The
proposed testing mechanism covers all the short wire, and
stuck-at faults on the links. It also covers 100 percent of the
data path faults and 85 percent of the control-path faults
inside the router.
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