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Preface

The Large Hadron Collider opens a new frontier in particle physics due to its higher collision
energy and luminosity compared to the existing accelerators. The guiding principle in optimis-
ing the ATLAS experiment has been maximising the discovery potential for new physics such
as Higgs bosons and supersymmetric particles, while keeping the capability of high-accuracy
measurements of known objects such as heavy quarks and gauge bosons.

The ATLAS subdetectors have been described in separate Technical Design Reports (TDRs), and
the construction of the detector has begun. The purpose of this Detector and Physics Perform-
ance TDR is to document the expected overall physics performance of ATLAS. This TDR will
serve both as a reference for the collaboration members and as an introduction to the ATLAS ex-
periment and its rich physics potential for other physicists.

Volume I is dedicated to describing the detector performance. After a general overview in
Chapter 1, and description of the simulation and reconstruction software in Chapter 2, each
subsystem is described in a separate chapter with an emphasis on recent results: Inner Detector
(Chapter 3), Electromagnetic Calorimeter (Chapter 4), Hadron Calorimeter (Chapter 5) and the
Muon system (Chapter 6). Since physics analyses deal with objects reconstructed across many
subdetectors, combined reconstruction is described in the following chapters: Electron/photon
measurements (Chapter 7), Muon measurements (Chapter 8), Jet/hadron/ET

miss measure-
ments (Chapter 9), and b tagging (Chapter 10). Finally, common issues vital for physics meas-
urements are addressed: the ATLAS triggers are summarised in Chapter 11, the mass scale
measurements in Chapter 12, and luminosity measurements in Chapter 13.

Volume II describes the physics potential of ATLAS. The theoretical and experimental frame-
work is set in the Introduction in Chapter 14, after which the physics studies themselves are
presented: QCD (Chapter 15), gauge bosons (Chapter 16), B final states (Chapter 17), top and
other heavy quarks and leptons (Chapter 18), Higgs bosons (Chapter 19), Supersymmetry
(Chapter 20), and other extensions of the Standard Model (Chapter 21).
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1 Experiment overview

1.1 Introduction

The Large Hadron Collider (LHC) is a proton-proton collider with 14 TeV centre of mass energy
and design luminosity of 1034 cm−2s−1. Beam crossings are 25 ns apart and at design luminosity
there are 23 interactions per crossing [1-1].

The ATLAS experiment has now entered the construction phase for many of its detector compo-
nents, with a strict schedule to meet the first collisions at LHC in summer 2005. The detector
concept and its physics potential have been presented in the Technical Proposal [1-2] about four
years ago. Over the last two years detailed descriptions of the detector systems and their per-
formance have been presented in the various Technical Design Reports (TDR) [1-3 to 1-13]; the
complex task of their integration into the overall ATLAS detector has been recently described in
the Technical Coordination TDR [1-15]. The purpose of this Detector and Physics Performance
TDR is to document the expected overall performance of ATLAS as well as its rich physics po-
tential at the LHC. The main features of the detector are briefly recalled in this chapter, however
the real thrust of the present document is on performance and physics.

1.1.1 Nomenclature

The beam direction defines the z-axis, and the x-y plane is the plane transverse to the beam di-
rection. The positive x-axis is defined as pointing from the interaction point to the centre of the
LHC ring, and the positive y-axis is pointing upwards. The azimuthal angle φ is measured
around the beam axis, and the polar angle θ is the angle from the beam axis. The pseudorapidity
is defined as . The transverse momentum pT and the transverse energy ET, as
well as the missing transverse energy ET

miss and other transverse variables, are defined in the x-
y plane unless stated otherwise. The distance ∆R in the pseudorapidity-azimuthal angle space is
defined as .

Trajectories of charged particles can be described by five helix parameters in an ideal uniform
magnetic field. The following helix parametrisation is used in ATLAS, with all quantities meas-
ured at the point of closest approach to the nominal beam axis x = 0, y = 0. Parameters in x-y
plane are:

1/pT Reciprocal of the transverse momentum with respect to the beam-axis.

φ Azimuthal angle, where tan φ ≡py/px.

d0 Transverse impact parameter, defined as the transverse distance to the
beam axis at the point of closest approach; signed according to the recon-
structed angular momentum of the track about the axis.

Parameters in the R-z plane are:

cot θ Cotangent of the polar angle, where cot θ ≡ pz/pT;

z0 Longitudinal impact parameter, defined as the z position of the track at the
point of closest approach.

η θ 2÷( )tanln–=

∆R ∆2η + ∆2φ=
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The side A of the detector is defined as the side with positive z, and the side C is the side with
z < 0. Side B is the plane with z = 0.

1.2 Overall detector concept

A broad spectrum of detailed physics studies led to the overall detector concept presented in
the ATLAS Technical Proposal [1-2]. The basic design criteria of the detector include the follow-
ing.

• Very good electromagnetic calorimetry for electron and photon identification and meas-
urements, complemented by full-coverage hadronic calorimetry for accurate jet and miss-
ing transverse energy (ET

miss) measurements;

• High-precision muon momentum measurements, with the capability to guarantee accu-
rate measurements at the highest luminosity using the external muon spectrometer alone;

• Efficient tracking at high luminosity for high-pT lepton-momentum measurements, elec-
tron and photon identification, τ-lepton and heavy-flavour identification, and full event
reconstruction capability at lower luminosity;

• Large acceptance in pseudorapidity (η) with almost full azimuthal angle (φ) coverage eve-
rywhere. The azimuthal angle is measured around the beam axis, whereas pseudorapidi-
ty relates to the polar angle (θ) where θ is the angle from the z direction.

• Triggering and measurements of particles at low-pT thresholds, providing high efficien-
cies for most physics processes of interest at LHC.

The overall detector layout is shown in Figure 1-i. The magnet configuration is based on an in-
ner thin superconducting solenoid surrounding the inner detector cavity, and large supercon-
ducting air-core toroids consisting of independent coils arranged with an eight-fold symmetry
outside the calorimeters.

The Inner Detector (ID) is contained within a cylinder of length 7 m and a radius of 1.15 m, in a
solenoidal magnetic field of 2 T. Pattern recognition, momentum and vertex measurements, and
electron identification are achieved with a combination of discrete high-resolution semiconduc-
tor pixel and strip detectors in the inner part of the tracking volume, and continuous straw-tube
tracking detectors with transition radiation capability in its outer part.

Highly granular liquid-argon (LAr) electromagnetic (EM) sampling calorimetry, with excellent
performance in terms of energy and position resolution, covers the pseudorapidity range
|η|< 3.2. In the end-caps, the LAr technology is also used for the hadronic calorimeters, which
share the cryostats with the EM end-caps. The same cryostats also house the special LAr for-
ward calorimeters which extend the pseudorapidity coverage to |η|= 4.9. The bulk of the
hadronic calorimetry is provided by a novel scintillator-tile calorimeter, which is separated into
a large barrel and two smaller extended barrel cylinders, one on each side of the barrel. The
overall calorimeter system provides the very good jet and ET

miss performance of the detector.

The LAr calorimetry is contained in a cylinder with an outer radius of 2.25 m and extends longi-
tudinally to ±6.65 m along the beam axis. The outer radius of the scintillator-tile calorimeter is
4.25 m and its half length is 6.10 m. The total weight of the calorimeter system, including the so-
lenoid flux-return iron yoke which is integrated into the tile calorimeter support structure, is
about 4 000 Tons.
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The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates a large magnetic field volume with
strong bending power within a light and open structure. Multiple-scattering effects are thereby
minimised, and excellent muon momentum resolution is achieved with three stations of high-
precision tracking chambers. The muon instrumentation also includes as a key component trig-
ger chambers with very fast time response.

The muon spectrometer defines the overall dimensions of the ATLAS detector. The outer cham-
bers of the barrel are at a radius of about 11 m. The half-length of the barrel toroid coils is
12.5 m, and the third layer of the forward muon chambers, mounted on the cavern wall, is locat-
ed about 23 m from the interaction point. The overall weight of the ATLAS detector is about
7 000 Tons.

The primary goal of the experiment is to operate at high luminosity (1034 cm−2s−1) with a detec-
tor that provides as many signatures as possible. The variety of signatures is considered to be
important in the harsh environment of the LHC in order to achieve robust and redundant phys-
ics measurements with the ability of internal cross-check. The measurement of the luminosity it-
self will be a challenge. Precision measurements employing the total and elastic cross-sections
require specialised detectors. A measurement with a precision of 5% to 10% may be obtained
from the machine parameters. Alternative methods involving the production of electron and
muon pairs are being considered in Chapter 13.

1.3 Magnet system

The ATLAS superconducting magnet system [1-3] can be seen in Figure 1-i, and the main pa-
rameters of its components are listed in Table 1-1. It is an arrangement of a central solenoid (CS)
[1-4] providing the Inner Detector with magnetic field, surrounded by a system of three large
air-core toroids generating the magnetic field for the muon spectrometer. The overall dimen-
sions of the magnet system are 26 m in length and 20 m in diameter. The two end-cap toroids
(ECT) [1-5] are inserted in the barrel toroid (BT) [1-6] at each end and line up with the CS. They
have a length of 5 m, an outer diameter of 10.7 m and an inner bore of 1.65 m. The CS extends
over a length of 5.3 m and has a bore of 2.4 m. The unusual configuration and large size make
the magnet system a considerable challenge requiring careful engineering.

The CS provides a central field of 2 T with a peak magnetic field of 2.6 T at the superconductor
itself. The peak magnetic fields on the superconductors in the BT and ECT are 3.9 and 4.1 T re-
spectively. The performance in terms of bending power is characterised by the field integral
∫Bdl, where B is the azimuthal field component and the integral is taken on a straight line trajec-
tory between the inner and outer radius of the toroids. The BT provides 2 to 6 Tm and the ECT
contributes with 4 to 8 Tm in the 0.0-1.3 and 1.6-2.7 pseudorapidity ranges respectively. The
bending power is lower in the transition regions where the two magnets overlap
(1.3 <|η|< 1.6).

The position of the CS in front of the EM calorimeter demands a careful minimisation of the ma-
terial in order to achieve the desired calorimeter performance. As a consequence, the CS and the
LAr calorimeter share one common vacuum vessel, thereby eliminating two vacuum walls.
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The CS coil is designed to be as thin as possible without sacrifying the operational safety and re-
liability. Minimum coil material and an adequate safety margin for operation are obtained by
distributing the stress uniformly between the coil components, while keeping the maximum
strain due to the magnetic forces below 0.1% in the principal stress components.

Each of the three toroids consists of eight coils assembled radially and symmetrically around
the beam axis. The ECT coil system is rotated by 22.5° with respect to the BT coil system in order
to provide radial overlap and to optimise the bending power in the interface regions of both coil
systems. The BT coils are of a flat racetrack type with two double-pancake windings made of

Table 1-1 Main parameters of the toroidal and solenoid magnets in the ATLAS magnet system

Property Unit Barrel

Toroid

End-Cap

Toroid (one)

Central

Solenoid

Overall dimensions:

Inner diameter
Outer diameter
Axial length
Number of coils

m
m
m
-

9.4
20.1
25.3

8

1.65
10.7

5
8

2.44
2.63
5.3
1

Weight:

Conductor
Cold mass
Total assembly

Tons
Tons
Tons

118
370
830

20.5
160
239

3.8
5.4
5.7

Coils:

Number of turns per
coil
Operating current
Stored energy
Peak field

-
kA
MJ
T

120
20.5
1080
3.9

116
20
206
4.1

1173
7.6
38
2.6

Conductor
(NbTi/Cu/Alumin-
ium):

Overall size (width x
height) mm2 57 x 12 41 x 12 30 x 4.25

Ratio Al : Cu : NbTi - 28 : 1.3 : 1 19 : 1.3 : 1 15.6 : 0.9 : 1

Number of strands in
Rutherford cable

- 33 40 12

Strand diameter mm 1.3 1.3 1.22

Critical current at 5T,
4.2 K

kA 58 60 20.4

Total length km 56 12.8 9.1

Cooling require-
ments:

at 4.5 K W 1130 260 100

at 60-80 K kW 7.0 2.4 0.50
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20.5 kA aluminium-stabilised NbTi superconductor. The windings are housed in an aluminium
alloy casing. The magnetic forces are transferred to the warm structure. The coils are housed in
individual cryostats taking up the forces between the coils. The toroidal structure consists of
eight cryostats and the linking elements between them, called voussoirs and struts, that provide
mechanical stability. Services are brought to the coils through a cryogenic ring linking the eight
cryostats to a separate service cryostat, which provides connections to the power supply, the he-
lium refrigerator, the vacuum systems and the control system.

Each ECT also consists of eight racetrack, double-pancake coils in an aluminium alloy housing.
They are cold-linked and assembled as a single cold mass, housed in one large cryostat. There-
fore the internal forces in the toroids are taken by the cold supporting structure between the
coils, a different design solution than in the BT. Due to the magnetic forces, the ECT magnets are
pulled into the BT and the corresponding axial forces are transferred to the BT cryostats via axi-
al transfer points linking both magnet systems. The ECT cryostats have a classical turret for
services. The cryostats rest on a rail system facilitating the movement and parking of the ECT
magnets for access to the detector centre.

The magnets are indirectly cooled by forced flow of helium at 4.5 K through tubes welded on
the casing of the windings. The CS is cooled via a dewar coupled to the refrigerator, whereas the
BT and ECT in addition have cold helium pumps to guarantee appropriate cooling by a forced
helium flow. The cooling power is supplied by a central refrigeration plant located in the side
cavern and the services are distributed among the four magnets.

Electrically the eight coils of the BT are connected in series, as are the 16 coils in the two ECTs.
The toroid coil systems have a 21 kA power supply and are equipped with control systems for
fast and slow energy dumps. The CS is energised by an 8 kA power supply. An adequate and
proven quench protection system has been designed to safely dissipate the stored energies
without overheating the coil windings.

The conductor used in all the coils is a composite that consists of a flat superconducting cable
located in the centre of an aluminium stabiliser with rectangular cross section. For the BT and
ECT, the stabiliser is made of high-purity aluminium, while in the case of the CS doped alumin-
ium is used to provide increased mechanical strength.

1.4 Inner Detector

The layout of the Inner Detector (ID) [1-7] is shown in Figure 1-ii. It combines high-resolution
detectors at the inner radii with continuous tracking elements at the outer radii, all contained in
the CS which provides a nominal magnetic field of 2 T.

The momentum and vertex resolution requirements from physics call for high-precision meas-
urements to be made with fine-granularity detectors, given the very large track density expect-
ed at the LHC. Semiconductor tracking detectors, using silicon microstrip (SCT) [1-8] and pixel
[1-9] technologies offer these features. The highest granularity is achieved around the vertex re-
gion using semi-conductor pixel detectors. The total number of precision layers must be limited
because of the material they introduce, and because of their high cost. Typically, three pixel lay-
ers and eight strip layers (four space points) are crossed by each track. A large number of track-
ing points (typically 36 per track) is provided by the straw tube tracker (TRT) [1-8], which
provides continuous track-following with much less material per point and a lower cost. The
combination of the two techniques gives very robust pattern recognition and high precision in
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both φ and z coordinates. The straw hits at the outer radius contribute significantly to the mo-
mentum measurement, since the lower precision per point compared to the silicon is compen-
sated by the large number of measurements and the higher average radius. The relative
precision of the different measurements is well matched, so that no single measurement domi-
nates the momentum resolution. This implies that the overall performance is robust. The high
density of measurements in the outer part of the tracker is also valuable for the detection of
photon conversions and of V0 decays. The latter are an important element in the signature of CP
violation in the B system. In addition, the electron identification capabilities of the whole exper-
iment are enhanced by the detection of transition-radiation photons in the xenon-based gas
mixture of the straw tubes.

The outer radius of the ID cavity is 115 cm, fixed by the inner dimension of the cryostat contain-
ing the LAr EM calorimeter, and the total length is 7 m, limited by the position of the end-cap
calorimeters. Mechanically, the ID consists of three units: a barrel part extending over ± 80 cm,
and two identical end-caps covering the rest of the cylindrical cavity. The precision tracking ele-
ments are contained within a radius of 56 cm, followed by the continuous tracking, and finally
the general support and service region at the outermost radius. In order to give uniform η-cov-
erage over the full acceptance, the final TRT wheels at high z extend inwards to a lower radius
than the other TRT end-cap wheels.

In the barrel region, the high-precision detector layers are arranged on concentric cylinders
around the beam axis, while the end-cap detectors are mounted on disks perpendicular to the
beam axis. The pixel layers are segmented in Rφ and z, while the SCT detector uses small angle
(40 mrad) stereo strips to measure both coordinates, with one set of strips in each layer measur-
ing φ. The barrel TRT straws are parallel to the beam direction. All the end-cap tracking ele-
ments are located in planes perpendicular to the beam axis. The strip detectors have one set of
strips running radially and a set of stereo strips at an angle of 40 mrad. The continuous tracking
consists of radial straws arranged into wheels.

Table 1-2 Parameters of the Inner Detector. The resolutions quoted are typical values (the actual resolution in

each detector depends on the impact angle).

System Position

Area

(m2)

Resolution

σ (µm)

Channels

(106)

η coverage

Pixels 1 removable barrel layer
(B-layer)

0.2  Rφ= 12, z = 66  16 ± 2.5

 2 barrel layers 1.4 Rφ= 12, z = 66  81 ± 1.7

 5 end-cap disks
on each side

0.7 Rφ= 12, R = 77  43 1.7-2.5

Silicon strips  4 barrel layers  34.4 Rφ= 16, z = 580  3.2 ± 1.4

 9 end-cap wheels
on each side

 26.7 Rφ= 16, R = 580  3.0  1.4–2.5

TRT  Axial barrel straws  170 (per straw)  0.1 ± 0.7

 Radial end-cap straws  170 (per straw)  0.32  0.7–2.5

 36 straws per track
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The basic layout parameters and the expected measurement resolutions are summarised in
Table 1-2. The layout provides full tracking coverage over |η|≤ 2.5, including impact parame-
ter measurements and vertexing for heavy-flavour and τ tagging. The secondary vertex meas-
urement performance is enhanced by the innermost layer of pixels, at a radius of about 4 cm, as
close as is practical to the beam pipe. The lifetime of such a detector will be limited by radiation
damage, and may need replacement after a few years, the exact time depending on the luminos-
ity profile. A large amount of interesting physics can be done with this detector during the ini-
tial lower-luminosity running, especially in the B sector, but physics studies have demonstrated
the value of good b-tagging performance during all phases of the LHC operation, for example in
the case of Higgs and supersymmetry searches. It is therefore considered very important that
this innermost pixel layer (or B-layer) can be replaced to maintain the highest possible perform-
ance throughout the experiment’s lifetime. The mechanical design of the pixel system allows
the possibility of replacing the B-layer.

1.4.1 Pixel detector

The pixel detector [1-9] is designed to provide a very high-granularity, high-precision set of
measurements as close to the interaction point as possible. The system provides three precision
measurements over the full acceptance, and mostly determines the impact parameter resolution
and the ability of the Inner Detector to find short-lived particles such as B hadrons and τ lep-
tons. The two-dimensional segmentation of the sensors gives space points without any of the
ambiguities associated with crossed strip geometries, but requires the use of advanced electron-
ic techniques and interconnections for the readout. The readout chips are of large area, with in-
dividual circuits for each pixel element, including buffering to store the data while awaiting the
level-1 trigger decision. Each chip must be bump-bonded to the detector substrate in order to
achieve the required density of connections. In addition, the chips must be radiation hardened
to withstand over 300 kGy of ionising radiation and over 5×1014 neutrons per cm2 over ten
years of operation. The system contains a total of 140 million detector elements, each 50 µm in
the Rφ direction and 300 µm in z, which are invaluable for the task of pattern recognition in the
crowded environment of the LHC.

The system consists of three barrels at average radii of ~4 cm, 10 cm, and 13 cm, and five disks
on each side, between radii of 11 and 20 cm, which complete the angular coverage. The system
is designed to be highly modular, containing approximately 1 500 barrel modules and 700 disk
modules, and uses only one type of support structure in the barrel and two types in the disks.

The pixel modules are designed to be identical in the barrel and the disks. Each module is
62.4 mm long and 21.4 mm wide, with 61 440 pixel elements read out by 16 chips, each serving
an array of 24 by 160 pixels. The output signals are routed on the sensor surface to a hybrid on
top of the chips, and from there to a separate clock-and-control integrated circuit. The modules
are overlapped on the support structure in order to give hermetic coverage. The thickness of
each layer is expected to be about 1.7% of a radiation length at normal incidence.

1.4.2 Semiconductor tracker

The SCT system [1-8] is designed to provide eight precision measurements per track in the in-
termediate radial range, contributing to the measurement of momentum, impact parameter and
vertex position, as well as providing good pattern recognition by the use of high granularity.
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The system is an order of magnitude larger in surface area than previous generations of silicon
microstrip detectors, and in addition must face radiation levels which will alter the fundamen-
tal characteristics of the silicon wafers themselves.

The barrel SCT uses eight layers of silicon microstrip detectors to provide precision points in the
Rφ and z coordinates, using small angle stereo to obtain the z measurement. Each silicon detec-
tor is 6.36×6.40 cm2 with 768 readout strips of 80 µm pitch. Each module consists of four single-
sided p-on-n silicon detectors. On each side of the module, two detectors are wire-bonded to-
gether to form 12.8 cm long strips. Two such detector pairs are then glued together back-to-back
at a 40 mrad angle, separated by a heat transport plate, and the electronics is mounted above the
detectors on a hybrid. The readout chain consists of a front-end amplifier and discriminator, fol-
lowed by a binary pipeline which stores the hits above threshold until the level-1 trigger deci-
sion. The end-cap modules are very similar in construction but use tapered strips, with one set
aligned radially. To obtain optimal η-coverage across all end-cap wheels, end-cap modules con-
sist of strips of either ~12 cm length (at the outer radii) or 6-7 cm length (at the innermost radi-
us).

The detector contains 61 m2 of silicon detectors, with 6.2 million readout channels. The spatial
resolution is 16 µm in Rφ and 580 µm in z, per module containing one Rφ and one stereo meas-
urement. Tracks can be distinguished if separated by more than ~200 µm.

The barrel modules are mounted on carbon-fibre cylinders which carry the cooling system; the
four complete barrels at radii of 30.0, 37.3, 44.7 and 52.0 cm are then linked together. The end-
cap modules are mounted in up to three rings onto nine wheels, which are interconnected by a
space-frame. The radial range of each disk is adapted to limit the coverage to |η|≤ 2.5 by
equipping each one with the minimum number of rings and by using the appropriate set of
modules.

Solutions have been found to the critical issues in the system, and prototype modules have been
successfully tested with beams in a magnetic field, demonstrating the required performance in
resolution, signal-to-noise and speed. Modules containing both detectors and front-end elec-
tronics, irradiated to the level expected for ten years of LHC operation, have also been shown to
function within specifications.

Both the pixel and the SCT systems require a very high dimensional stability, cold operation of
the detectors, and the removal of the heat generated by the electronics and the detector leakage
current. The structures are therefore designed with materials with as low a coefficient of ther-
mal expansion as possible.

1.4.3 Transition radiation tracker

The TRT [1-8] is based on the use of straw detectors, which can operate at the very high rates ex-
pected at the LHC by virtue of their small diameter and the isolation of the sense wires within
individual gas volumes. Electron identification capability is added by employing xenon gas to
detect transition-radiation photons created in a radiator between the straws. This technique is
intrinsically radiation hard, and allows a large number of measurements, typically 36, to be
made on every track at modest cost. However, the detector must cope with a large occupancy
and high counting rates at the LHC design luminosity.
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Each straw is 4 mm in diameter and equipped with a 30 µm diameter gold-plated W-Re wire,
giving a fast response and good mechanical and electrical properties for a maximum straw
length of 144 cm in the barrel. The barrel contains about 50 000 straws, each divided in two at
the centre, in order to reduce the occupancy, and read out at each end. The end-caps contain
320 000 radial straws, with the readout at the outer radius. The total number of electronic chan-
nels is 420 000. Each channel provides a drift-time measurement, giving a spatial resolution of
170 µm per straw, and two independent thresholds. These allow the detector to discriminate be-
tween tracking hits, which pass the lower threshold, and transition-radiation (TR) hits, which
pass the higher one. The TRT is operated with a non-flammable gas mixture of 70% Xe,
20% CO2 and 10% CF4, with a total volume of 3 m3.

The barrel section is built of individual modules with between 329 and 793 axial straws each,
covering the radial range from 56 to 107 cm. The first six radial layers are inactive over the cen-
tral 80 cm of their length, in order to reduce their occupancy, while providing extra coverage of
the crack between the barrel and end-cap sections.

The two end-caps each consist of 18 wheels. The 14 wheels nearest the interaction point cover
the radial range from 64 to 103 cm, while the last four wheels extend to an inner radius of 48 cm
in order to maintain a constant number of crossed straws over the full acceptance. To avoid an
unnecessary increase in the number of crossed straws and material at medium rapidity, wheels
7 to 14 have half as many straws per cm in z as the other wheels.

A primary concern in the design of this sub-system has been to obtain good performance at
high occupancy and counting rate. In the barrel, the rate of hits above the lower threshold varies
with radius from 6 to 18 MHz, while in the end-caps the rate varies with z from 7 to 19 MHz.
The maximum rate of hits above the higher TR-threshold is 1 MHz. Within a single drift-time
bin, the occupancy is about one third of that in the entire active time window. Position accura-
cies of about 170 µm have been achieved in tests at average straw counting rates of about
12 MHz. At these rates, only about 70% of the straws give correct drift-time measurements be-
cause of shadowing effects, but the large number of straws per track guarantees a combined
measurement accuracy of better than 50 µm at the LHC design luminosity, averaged over all
straws and including a systematic error of ~30 µm from alignment.

A good pattern recognition performance is also assured by the continuous tracking. Within the
radial space available, the straw spacing has been optimised for tracking at the expense of elec-
tron identification, which would be improved by a greater path length through the radiator ma-
terial and fewer straw detectors. The distribution of the straws over the maximum possible path
length enhances the pattern recognition performance, by reducing the effect of loopers and in-
teractions which can saturate small regions of the detector. The TRT provides additional dis-
crimination between electrons and hadrons, with e.g. a pion rejection factor at pT = 20 GeV
varying with η between 20 and 100 at 90 % electron efficiency.

1.5 Calorimeters

A view of the ATLAS calorimeters [1-10] is presented in Figure 1-iii. The calorimetry consists of
an electromagnetic (EM) calorimeter covering the pseudorapidity region |η|< 3.2, a hadronic
barrel calorimeter covering |η|< 1.7, hadronic end-cap calorimeters covering 1.5 <|η|< 3.2,
and forward calorimeters covering 3.1 <|η|< 4.9.
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The EM calorimeter is a lead/liquid-argon (LAr) detector with accordion geometry [1-11]. Over
the pseudorapidity range |η|< 1.8, it is preceded by a presampler detector, installed immedi-
ately behind the cryostat cold wall, and used to correct for the energy lost in the material (ID,
cryostats, coil) upstream of the calorimeter.

The hadronic barrel calorimeter is a cylinder divided into three sections: the central barrel and
two identical extended barrels. It is based on a sampling technique with plastic scintillator
plates (tiles) embedded in an iron absorber [1-12]. At larger pseudorapidities, where higher ra-
diation resistance is needed, the intrinsically radiation-hard LAr technology is used for all the
calorimeters [1-11]: the hadronic end-cap calorimeter, a copper LAr detector with parallel-plate
geometry, and the forward calorimeter, a dense LAr calorimeter with rod-shaped electrodes in a
tungsten matrix.

The barrel EM calorimeter is contained in a barrel cryostat, which surrounds the Inner Detector
cavity. The solenoid which supplies the 2 T magnetic field to the Inner Detector is integrated
into the vacuum of the barrel cryostat and is placed in front of the EM calorimeter. Two end-cap
cryostats house the end-cap EM and hadronic calorimeters, as well as the integrated forward
calorimeter. The barrel and extended barrel tile calorimeters support the LAr cryostats and also
act as the main solenoid flux return.

The pseudorapidity coverage, granularity and longitudinal segmentation of the ATLAS calo-
rimeters are summarised in Table 1-3.

The approximately 200 000 signals from the LAr calorimeters leave the cryostats through cold-
to-warm feedthroughs located between the barrel and the extended barrel tile calorimeters, and
at the back of each end-cap. The electronics up to the digitisation stage will be contained in radi-
al boxes attached to each feedthrough and located in the vertical gaps between the barrel and
extended barrel tile calorimeters.

1.5.1 Electromagnetic calorimeter

The EM calorimeter [1-11] is divided into a barrel part (|η|< 1.475) and two end-caps
(1.375 <|η|< 3.2). The barrel calorimeter consists of two identical half-barrels, separated by a
small gap (6 mm) at z = 0. Each end-cap calorimeter is mechanically divided into two coaxial
wheels: an outer wheel covering the region 1.375 <|η|< 2.5, and an inner wheel covering the
region 2.5 <|η|< 3.2.

The EM calorimeter is a lead LAr detector with accordion-shaped Kapton electrodes and lead
absorber plates over its full coverage. The accordion geometry provides complete φ symmetry
without azimuthal cracks. The lead thickness in the absorber plates has been optimised as a
function of η in terms of EM calorimeter performance in energy resolution. The LAr gap has a
constant thickness of 2.1 mm in the barrel. In the end-cap, the shape of the Kapton electrodes
and lead converter plates is more complicated, because the amplitude of the accordion waves
increases with radius. The absorbers have constant thickness, and therefore the LAr gap also in-
creases with radius. The total thickness of the EM calorimeter is > 24 radiation lengths (X0) in
the barrel and > 26 X0 in the end-caps.

Over the region devoted to precision physics (|η|< 2.5), the EM calorimeter is segmented into
three longitudinal sections. The strip section, which has a constant thickness of ~6 X0 (upstream
material included) as a function of η, is equipped with narrow strips with a pitch of ~4 mm in
the η direction. This section acts as a ‘preshower’ detector, enhancing particle identification
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(γ/π0, e/π separation, etc.) and providing a precise position measurement in η. The middle sec-
tion is transversally segmented into square towers of size ∆η×∆φ = 0.025×0.025 (~4×4 cm2 at
η = 0). The total calorimeter thickness up to the end of the second section is ∼ 24 X0, tapered with
increasing rapidity (this includes also the upstream material). The back section has a granularity
of 0.05 in η and a thickness varying between 2 X0 and 12 X0. For |η|> 2.5, i.e. for the end-cap
inner wheel, the calorimeter is segmented in two longitudinal sections and has a coarser lateral

Table 1-3 Pseudorapidity coverage, granularity and longitudinal segmentation of the ATLAS calorimeters.

EM CALORIMETER Barrel End-cap

Coverage |η| < 1.475 1.375 < |η| < 3.2

Longitudinal segmentation 3 samplings 3 samplings
2 samplings

1.5  < |η| < 2.5
1.375 < |η| < 1.5
2.5  < |η| < 3.2

Granularity (∆η×∆φ)
Sampling 1

Sampling 2

Sampling 3

0.003 × 0.1

0.025 × 0.025

0.05 × 0.025

0.025 × 0.1
0.003 × 0.1
0.004 × 0.1
0.006 × 0.1
0.1 × 0.1
0.025 × 0.025
0.1 × 0.1
0.05 × 0.025

1.375 < |η| < 1.5
1.5  < |η| < 1.8
1.8  < |η| < 2.0
2.0  < |η| < 2.5
2.5  < |η| < 3.2
1.375 < |η| < 2.5
2.5  < |η| < 3.2
1.5  < |η| < 2.5

PRESAMPLER Barrel End-cap

Coverage |η| < 1.52 1.5 < |η| < 1.8

Longitudinal segmentation 1 sampling 1 sampling

Granularity (∆η×∆φ) 0.025 × 0.1 0.025 × 0.1

HADRONIC TILE Barrel Extended barrel

Coverage |η| < 1.0 0.8 < |η| < 1.7

Longitudinal segmentation 3 samplings 3 samplings

Granularity (∆η×∆φ)
Samplings 1 and 2
Sampling 3

0.1 × 0.1
0.2 × 0.1

0.1 × 0.1
0.2 × 0.1

HADRONIC LAr End-cap

Coverage 1.5 < |η| < 3.2

Longitudinal segmentation 4 samplings

Granularity (∆η×∆φ) 0.1 × 0.1
0.2 × 0.2

1.5 < |η| < 2.5
2.5 < |η| < 3.2

FORWARD CALORIMETER Forward

Coverage 3.1 < |η| <4.9

Longitudinal segmentation 3 samplings

Granularity (∆η×∆φ) ∼ 0.2 × 0.2
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granularity than for the rest of the acceptance. This is sufficient to satisfy the physics require-
ments (reconstruction of jets and measurement of ET

miss). The calorimeter cells point towards
the interaction region over the complete η-coverage. The total number of channels is ~190 000.

The total material seen by an incident particle before the calorimeter front face is about 2.3 X0 at
η = 0, and increases with pseudorapidity in the barrel because of the particle angle. In the re-
gion where the amount of material exceeds ∼ 2 X0 (as is the case for |η|< 1.8), a presampler is
used to correct for the energy lost by electrons and photons upstream of the calorimeter. The
presampler consists of an active LAr layer of thickness 1.1 cm (0.5 cm) in the barrel (end-cap) re-
gion. At the transition between the barrel and the end-cap calorimeters, i.e. at the boundary be-
tween the two cryostats, the amount of material in front of the calorimeter reaches a localised
maximum of about 7 X0. In this region, the presampler is complemented by a scintillator slab in-
serted in the crack between the barrel and end-cap cryostats and covering the region
1.0 <|η|< 1.6. The region 1.37 <|η|< 1.52 is not used for precision physics measurements in-
volving photons because of the large amount of material situated in front of the EM calorimeter.

The signals from the EM calorimeters are extracted at the detector inner and outer faces and
sent to preamplifiers located outside the cryostats close to the feedthroughs. Cables of 25 Ω are
used for cells belonging to the second and third samplings, while 50 Ω cables are used for the
strips in the first sampling and for the presampler pads, which have lower capacitance, in order
to optimise the electronic noise performance.

The preamplifier output is formed by bipolar shapers, sampled every 25 ns, and stored in ana-
logue memories using Switching Capacitor Arrays (SCA) during the level-1 trigger latency. If
the level-1 trigger is validated, the corresponding samples (typically five) are extracted from the
SCA, digitised and read out to the data acquisition system.

1.5.2 Hadronic calorimeters

The ATLAS hadronic calorimeters cover the range |η|< 4.9 using different techniques best suit-
ed for the widely varying requirements and radiation environment over the large η-range. Over
the range |η|< 1.7, the iron scintillating-tile technique is used for the barrel and extended bar-
rel tile calorimeters and for partially instrumenting the gap between them with the intermediate
tile calorimeter (ITC). This gap provides space for cables and services from the innermost detec-
tors. Over the range ∼ 1.5 <|η|< 4.9, LAr calorimeters were chosen: the hadronic end-cap calo-
rimeter (HEC) extends to |η|< 3.2, while the range 3.1 <|η|< 4.9 is covered by the high-
density forward calorimeter (FCAL). Both the HEC and the FCAL are integrated in the same
cryostat as that housing the EM end-caps. Table 1-3 shows the granularity of the hadronic calor-
imetry over the full η-range.

An important parameter in the design of the hadronic calorimeter is its thickness: it has to pro-
vide good containment for hadronic showers and reduce punch-through into the muon system
to a minimum. The total thickness is 11 interaction lengths (λ) at η = 0, including about 1.5 λ
from the outer support, which has been shown both by measurements and simulation to be suf-
ficient to reduce the punch-through well below the irreducible level of prompt or decay muons.
Close to 10 λ of active calorimeter are adequate to provide good resolution for high energy jets.
Together with the large η-coverage, this will also guarantee a good ET

miss measurement, which
is important for many physics signatures and in particular for SUSY particle searches.
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1.5.2.1 Tile calorimeter

The large hadronic barrel calorimeter [1-12] is a sampling calorimeter using iron as the absorber
and scintillating tiles as the active material. The tiles are placed radially and staggered in depth.
The structure is periodic along z. The tiles are 3 mm thick and the total thickness of the iron
plates in one period is 14 mm. Two sides of the scintillating tiles are read out by wavelength
shifting (WLS) fibres into two separate photomultipliers (PMTs).

The tile calorimeter is composed of one barrel and two extended barrels. Radially the tile calo-
rimeter extends from an inner radius of 2.28 m to an outer radius of 4.25 m. It is longitudinally
segmented in three layers, approximately 1.4, 4.0 and 1.8 interaction lengths thick at η = 0. Azi-
muthally, the barrel and extended barrels are divided into 64 modules. In η, the readout cells,
built by grouping fibres into PMTs, are ‘pseudo-projective’ towards the interaction region. The
resulting granularity is ∆η×∆φ = 0.1×0.1 (0.2×0.1 in the last layer), as shown in Table 1-3. The to-
tal number of channels is about 10 000. The calorimeter is placed behind the EM calorimeter
(≈1.2 λ) and the solenoid coil. The total thickness at the outer edge of the tile-instrumented re-
gion is 9.2 λ at η=0.

The barrel cylinder covers the region |η|< 1.0. A vertical gap of 68 cm width provides space for
cables from the ID, feedthroughs, and service pipes for the EM calorimeter and the CS; it also
houses front-end electronics for the EM calorimeter. The extended barrel covers the region
0.8 <|η|< 1.7. The azimuthal segmentation is as for the barrel, but the radial segmentation dif-
fers for the second and third layers. The thickness of the calorimeter in the gap is improved by
the ITC, which has the same segmentation as the rest of the tile calorimeter. It is composed of
two radial sections attached on the face of the extended barrel. The outer section, 31 cm thick,
starts at the outer radius and covers 45 cm in radius. It is followed by the inner section which is
9 cm thick and extends over 45 cm to lower radii. The ITC is extended further inwards by a scin-
tillator sheet, covering the inner part of the extended barrel and extending to the region be-
tween the LAr barrel and end-cap cryostats over 1.0 <|η|< 1.6. This scintillator samples the
energy lost in the cryostat walls and dead material. It is segmented in three sections of ∆η ∼ 0.2 .

The signals produced by the scintillating tiles and collected by the WLS fibres are fast. The
PMTs have low dark current and are also fast (rise time and transit time of a few ns). The shaper
transforms the current pulse from the PMT into a unipolar pulse of FWHM of 50 ns.

1.5.2.2 Liquid-argon hadronic end-cap calorimeters

Each HEC [1-11] consists of two independent wheels, of outer radius 2.03 m. The upstream
wheel is built out of 25 mm copper plates, while the cheaper other one, farther from the interac-
tion point, uses 50 mm plates. In both wheels, the 8.5 mm gap between consecutive copper
plates is equipped with three parallel electrodes, splitting the gap into four drift spaces of about
1.8 mm. The readout electrode is the central one, which is a three layer printed circuit, as in the
EM calorimeter. The two layer printed circuits on either side serve only as high-voltage carriers.
This electrode structure forms an ‘electrostatic transformer’ (EST) with an EST ratio of two.
Such a scheme has the same behaviour as a double gap of 4 mm, but without the drawbacks as-
sociated with very high voltage (typically 4 kV instead of 2 kV), and ion build up in larger gaps.
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Each wheel is built out of 32 identical modules, assembled with fixtures at the periphery, and a
central ring. The central (buried) layer of the readout boards features a pad structure which de-
fines the transverse readout granularity. The other layers are made out of a high resistivity coat-
ing, with a typical surface resistance of 1 MΩ per square. Each wheel is divided into two
longitudinal segments. The weight of the first (second) wheel is 67 (90) Tons.

Primarily in order to limit the capacitance seen by a single preamplifier, and thus to allow for a
fast response, only two gaps are ganged together at the pad level. Miniature coaxial cables run-
ning between the sectors carry signals to the preamplifier boards located at the wheel periphery.
Output signals from (typically) four preamplifiers are summed together on the same board. A
buffer stage drives the output signal up to the cold-to-warm feedthroughs.

Cells defined in this way are fully projective in azimuth, but only ‘pseudo-projective’ in η.
However, the detector envelope is cylindrical, for the sake of mechanical simplicity. To mini-
mise the dip in the material density at the transition between the end-cap and the forward calo-
rimeter (around |η|= 3.1), the end-cap EM calorimeter reaches |η|= 3.2, thereby overlapping
the forward calorimeter.

1.5.2.3 Liquid-argon forward calorimeter

The FCAL [1-11] is a particularly challenging detector owing to the high level of radiation it has
to cope with. In ATLAS, the forward calorimeter is integrated into the end-cap cryostat, with a
front face at about 4.7 m from the interaction point. Compared to layouts with a forward calo-
rimeter situated at much larger distances from the interaction point, the survival of such a calo-
rimeter in terms of radiation resistance is clearly more difficult. On the other hand, the
integrated FCAL provides clear benefits in terms of uniformity of the calorimetric coverage as
well as reduced radiation background levels in the muon spectrometer.

A global view of the FCAL is presented in Figure 1-iii. In order to minimise the amount of neu-
tron albedo in the ID cavity (as an indication, at 47 cm radius and z less than 1 m, the albedo
from the forward calorimeter contributes less than 5% of the total neutron fluence), the front
face of the FCAL is recessed by about 1.2 m with respect to the EM calorimeter front face. This
severely limits longitudinal space for installing about 9.5 active interaction lengths, and there-
fore calls for a high-density design, which also avoids energy leakage from the FCAL to its
neighbours.

The FCAL consists of three sections: the first one is made of copper, while the other two are
made out of tungsten. In each section the calorimeter consists of a metal matrix with regularly
spaced longitudinal channels filled with concentric rods and tubes. The rods are at positive high
voltage while the tubes and matrix are grounded. The LAr in the gap between is the sensitive
medium. This geometry allows for an excellent control of the gaps which are as small as 250 µm
in the first section.

While the construction of the copper section does not present special difficulties, the construc-
tion of a tungsten calorimeter is a rather new and challenging task. After successful assembly of
several prototypes, a technique has been chosen based on the assembly of small sintered tung-
sten alloy pieces. The overall density (including the liquid argon) of a section built in this way,
with 375 µm gaps, is 14.5 g/cm3.
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Particular care is needed to support the FCAL in the end-cap cryostat such that the sensitive
area is extended down to an angle as small as possible. An external structural tube carries the
weight of the forward calorimeter, and withstands the pressure on the cryostat end-walls, while
the central cryostat tube near the beam pipe has no structural role.

In terms of electronics and readout, four rods are ganged on the detector, and the signal is car-
ried out by polyimide insulated coaxial cables. The number of channels is 3 584 for the total of
both sides.

1.6 Muon spectrometer

The conceptual layout of the muon spectrometer [1-13] is visible in Figure 1-i. It is based on the
magnetic deflection of muon tracks in the large superconducting air-core toroid magnets, in-
strumented with separate trigger and high-precision tracking chambers. Over the range
|η|≤ 1.0, magnetic bending is provided by the large barrel toroid. For 1.4 ≤|η|≤ 2.7, muon
tracks are bent by two smaller end-cap magnets inserted into both ends of the barrel toroid.
Over 1.0 ≤|η|≤ 1.4, usually referred to as the transition region, magnetic deflection is provided
by a combination of barrel and end-cap fields. This magnet configuration provides a field that is
mostly orthogonal to the muon trajectories, while minimising the degradation of resolution due
to multiple scattering.

The anticipated high level of particle fluxes has had a major impact on the choice and design of
the spectrometer instrumentation, affecting required performance parameters such as rate capa-
bility, granularity, ageing properties and radiation hardness. Trigger and reconstruction algo-
rithms have been optimised to cope with the difficult background conditions resulting from
penetrating primary collision products and from radiation backgrounds, mostly neutrons and
photons in the 1 MeV range, produced from secondary interactions in the calorimeters, shield-
ing material, beam pipe and LHC machine elements.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers (‘sta-
tions’) around the beam axis; in the transition and end-cap regions, the chambers are installed
vertically, also in three stations. Over most of the η-range, a precision measurement of the track
coordinates in the principal bending direction of the magnetic field is provided by Monitored
Drift Tubes (MDTs). At large pseudorapidities and close to the interaction point, Cathode Strip
Chambers (CSCs) with higher granularity are used in the innermost plane over 2 <|η|< 2.7, to
withstand the demanding rate and background conditions. Optical alignment systems have
been designed to meet the stringent requirements on the mechanical accuracy and the survey of
the precision chambers.

The precision measurement of the muon tracks is made in the R–z projection, in a direction par-
allel to the bending direction of the magnetic field; the axial coordinate (z) is measured in the
barrel and the radial coordinate (R) in the transition and end-cap regions. The MDTs provide a
single-wire resolution of ~80 µm when operated at high gas pressure (3 bar) together with ro-
bust and reliable operation thanks to the mechanical isolation of each sense wire from its neigh-
bours. The construction of prototypes has demonstrated that the MDTs can be built to the
required mechanical accuracy of ~30 µm.

The trigger system covers the pseudorapidity range |η|≤ 2.4. Resistive Plate Chambers (RPCs)
are used in the barrel and Thin Gap Chambers (TGCs) in the end-cap regions. The trigger cham-
bers for the ATLAS muon spectrometer serve a threefold purpose:
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• bunch crossing identification, requiring a time resolution better than the LHC bunch
spacing of 25 ns;

• a trigger with well-defined pT cut-offs in moderate magnetic fields, requiring a granulari-
ty of the order of 1 cm;

• measurement of the second coordinate in a direction orthogonal to that measured by the
precision chambers, with a typical resolution of 5–10 mm.

1.6.1 Muon chamber layout

The overall layout of the muon chambers in the ATLAS detector is shown in Figure 1-1, which
indicates the different regions in which the four chamber technologies described above are em-
ployed. The chambers are arranged such that particles from the interaction point traverse three
stations of chambers. The positions of these stations are optimised for essentially full coverage
and momentum resolution. In the barrel, particles are measured near the inner and outer field
boundaries, and inside the field volume, in order to determine the momentum from the sagitta
of the trajectory. In the end-cap regions, for |η|> 1.4, the magnet cryostats do not allow the po-
sitioning of chambers inside the field volume. Instead, the chambers are arranged to determine
the momentum with the best possible resolution from a point-angle measurement (this is also
the case in the barrel region in the vicinity of the coils).

The barrel chambers form three cylinders concentric with the beam axis, at radii of about 5, 7.5,
and 10 m. They cover the pseudorapidity range |η|< 1. The end-cap chambers cover the range
1 <|η|< 2.7 and are arranged in four disks at distances of 7, 10, 14, and 21–23 m from the inter-

Figure 1-1 Three-dimensional view of the muon spectrometer instrumentation indicating the areas covered by

the four different chamber technologies

chambers
chambers

chambers

chambers

Cathode strip
Resistive plate

Thin gap

Monitored drift tube



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

1   Experiment overview 19

action point, concentric with the beam axis. All chambers combined provide almost complete
coverage of the pseudorapidity range 1.0 <|η|< 2.7. There is an opening in the central R–φ
plane (η = 0) for the passage of cables and services of the ID, the CS, and the calorimeters.

In the barrel, the chambers are arranged in projective towers. Particles are measured in 2×4 sen-
sitive layers in the inner station and in 2×3 layers each in the middle and outer stations. Within
a projective tower, the chambers are optically connected by alignment rays which monitor the
relative chamber positions. A different alignment strategy is used in the end-caps, where the
positions of complete chamber planes are monitored. No active repositioning of the chambers is
foreseen.

Both in the barrel and the end-caps, a 16-fold segmentation in azimuth has been chosen that fol-
lows the eightfold azimuthal symmetry of the magnet structure. The chambers are arranged in
large and small sectors. The large sectors cover the regions between the BT coils and the small
sectors the azimuthal range around the BT coils. In two lower barrel sectors, the rails carrying
the calorimeter and their feet require specially shaped chambers to maximise the detector ac-
ceptance.

The trigger function in the barrel is provided by three stations of RPCs. They are located on both
sides of the middle MDT station, and directly inside the outer MDT station. In the end-caps, the
trigger is provided by three stations of TGCs located near the middle MDT station.

Maximum standardisation and the smallest possible number of different chamber sizes have
also been important goals of the detector layout. The barrel chambers are of rectangular shape
with areas of 2–10 m2. The end-cap chambers are of trapezoidal shape (‘staircase’ approxima-
tion) with tapering angles of 8.5° and 14° for the small and large chambers, respectively. Their
areas range from 1–10 m2 for individual chamber modules and up to 30 m2 when several of
them are preassembled for installation. Table 1-4 summarises the number of chambers, the area
covered, and the number of readout channels for the four chamber technologies.

All the barrel chambers and a part of the end-cap chambers are supported by the barrel toroid
structure. Wherever possible, chambers are installed on rails parallel to the beam axis and con-
nected to the magnet. They will be installed by sliding them in from the two detector ends. The
majority of the end-cap chambers are mounted on the service structures at the two extreme ends
of the experimental hall, and on special muon chamber support frames.

Table 1-4 Overview of the muon chamber instrumentation. ‘Area covered’ refers to chamber modules which

normally contain several detector layers.

Precision chambers Trigger chambers

CSC MDT RPC TGC

Number of chambers 32 1194 596 192

Number of readout channels 67 000 370 000 355 000 440 000

Area covered (m2) 27 5500 3650 2900
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1.6.2 Monitored drift-tube chambers

The basic detection elements of the MDT chambers [1-13] are aluminium tubes of 30 mm diam-
eter and 400 µm wall thickness, with a 50 µm diameter central W–Re wire. The tubes are operat-
ed with a non-flammable mixture of 93% Ar and 7% CO2 at 3 bar absolute pressure and have a
total volume of 800 m3. The chosen working point provides for a non-linear space–time relation
with a maximum drift time of ~700 ns, a small Lorentz angle, and excellent ageing properties.
The single-wire resolution is ~80 µm.

The tubes are produced by extrusion from a hard aluminium alloy, and are available commer-
cially. They are closed by endplugs which provide for accurate positioning of the anode wires,
wire tension, gas tightness, and electrical and gas connections. The drift tubes can be manufac-
tured to tight mechanical tolerances which are well matched to their intrinsic resolution proper-
ties, mostly using automated assembly procedures. The tube lengths vary from 70 cm to 630 cm.

To improve the resolution of a chamber beyond the single-wire limit and to achieve adequate
redundancy for pattern recognition, the MDT chambers are constructed from 2×4 monolayers of
drift tubes for the inner station and 2×3 monolayers for the middle and outer stations. The tubes
are arranged in multilayer pairs of three or four monolayers, respectively, on opposite sides of a
rigid support structure. The support structures (‘spacer frames’) provide for accurate position-
ing of the drift tubes with respect to each other, and for mechanical integrity under effects of
temperature and gravity; for the barrel chambers which are not mounted in a vertical plane,
they are designed to bend the drift tubes slightly in order to match them to the gravitational sag
of the wires. The spacer frames also support most of the components of the alignment system.

The structural components of the spacer frames are three ‘cross-plates’, to which the drift-tube
multilayers are attached, and two ‘long beams’ connecting the cross-plates. The frames need to
be constructed to a moderate mechanical accuracy of 0.5 mm only; accurate positioning of the
drift tubes is provided by the assembly procedure. They will be attached to the rail structures of
the spectrometer by three-point kinematic supports. Once a chamber is installed in its final loca-
tion in the spectrometer, mechanical deformations are monitored by an in-plane optical system;
hence the name ‘monitored drift-tube chambers’.

Each drift tube is read out at one end by a low-impedance current sensitive preamplifier, with a
threshold five times above the noise level. The preamplifier is followed by a differential amplifi-
er, a shaping amplifier and a discriminator. The output of the shaping amplifier is also connect-
ed to a simple ADC, to correct the drift-time measurement for time-slewing using the charge-
integrated signal.

1.6.3 Cathode strip chambers

The CSCs [1-13] are multiwire proportional chambers with cathode strip readout and with a
symmetric cell in which the anode-cathode spacing is equal to the anode wire pitch. The preci-
sion coordinate is obtained by measuring the charge induced on the segmented cathode by the
avalanche formed on the anode wire. Good spatial resolution is achieved by segmentation of
the readout cathode and by charge interpolation between neighbouring strips. The cathode
strips for the precision measurement are orthogonal to the anode wires. The anode wire pitch is
2.54 mm and the cathode readout pitch is 5.08 mm; position resolutions of better than 60 µm
have been measured in several prototypes. Other important characteristics are small electron
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drift times ( 30ns), good time resolution (7 ns), good two-track resolution, and low neutron sen-
sitivity. A measurement of the transverse coordinate is obtained from orthogonal strips, i.e. ori-
ented parallel to the anode wires, which form the second cathode of the chamber.

The spatial resolution of the CSCs is sensitive to the inclination of tracks and the Lorentz angle.
To minimise degradations of the resolution due to these effects, they will be installed in a tilted
position such that stiff tracks originating from the interaction point are normal to the chamber
surface. The CSCs are arranged in 2×4 layers.

The baseline CSC gas is a non-flammable mixture of 30% Ar, 50% CO2 and 20% CF4, with a total
volume of 1.1 m3. The fact that this gas contains no hydrogen, combined with the small gap
width, explains the low sensitivity to neutron backgrounds.

The front-end section of the strip readout electronics consists of a charge-sensitive preamplifier
that drives a pulse-shaping amplifier. This is followed by analogue storage of the peak cathode
pulse height during the level-1 trigger latency. After a level-1 trigger, the analogue data are mul-
tiplexed into a 10-bit ADC. Since the precision coordinate is obtained from charge interpolation,
the position resolution depends critically on the relative gain of neighbouring cathode strips
and readout channels, which is measured with the help of accurately calibrated test pulses.

1.6.4 Resistive plate chambers

The RPC [1-13] is a gaseous detector providing a typical space–time resolution of 1 cm × 1 ns
with digital readout. The basic RPC unit is a narrow gas gap formed by two parallel resistive
bakelite plates, separated by insulating spacers. The primary ionisation electrons are multiplied
into avalanches by a high, uniform electric field of typically 4.5 kV/mm. Amplification in ava-
lanche mode produces pulses of typically 0.5 pC. The gas mixture is based on tetrafluoroethane
(C2H2F4) with some small admixture of SF6, a non-flammable and environmentally safe gas that
allows for a relatively low operating voltage. The signal is read out via capacitive coupling by
metal strips on both sides of the detector. A trigger chamber is made from two rectangular de-
tector layers, each one read out by two orthogonal series of pick-up strips: the ‘η strips’ are par-
allel to the MDT wires and provide the bending view of the trigger detector; the ‘φ strips’,
orthogonal to the MDT wires, provide the second-coordinate measurement which is also re-
quired for the offline pattern recognition.

The RPCs use no wires and therefore have a simple mechanical structure and are straightfor-
ward to manufacture. The 2 mm thick bakelite plates are separated by polycarbonate spacers of
2 mm thickness which define the size of the gas gap. The spacers are glued on both plates at
10 cm intervals. A 7 mm wide frame of the same material and thickness as the spacers is used to
seal the gas gap at all four edges. The outside surfaces of the resistive plates are coated with thin
layers of graphite paint which are connected to the high voltage supply. These graphite elec-
trodes are separated from the pick-up strips by 200 µm thick insulating films which are glued
on both graphite layers. The readout strips are arranged with a pitch varying from 30.0 to
39.5 mm.

Each chamber is made from two detector layers and four readout strip panels. These elements
are rigidly held together by two support panels which provide the required mechanical stiffness
of the chambers. The panels are made of polystyrene sandwiched between two aluminium
sheets. One panel is flat, 50 mm thick, with 0.5 mm thick aluminium sheets; the other panel is
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10 mm thick with 0.3 mm sheets and is preloaded with a 1 cm sagitta. The two panels are rigid-
ly connected by 2 mm thick aluminium profiles, such that the preloaded support panel provides
uniform pressure over the whole surface of an RPC module.

To preserve the excellent intrinsic time resolution of the RPCs, the readout strips are optimised
for good transmission properties and are terminated at both ends to avoid signal reflections.
The front-end electronics are based on a three-stage voltage amplifier followed by a variable-
threshold comparator. They are mounted on printed circuit boards attached to the edges of the
readout panels.

1.6.5 Thin gap chambers

The TGCs [1-13] are similar in design to multiwire proportional chambers, with the difference
that the anode wire pitch is larger than the cathode–anode distance. Signals from the anode
wires, arranged parallel to the MDT wires, provide the trigger information together with read-
out strips arranged orthogonal to the wires. These readout strips are also used to measure the
second coordinate.

Operated with a highly quenching gas mixture of 55% CO2 and 45% n-pentane (n-C5H12), this
type of cell geometry permits operation in saturated mode, with a number of advantages:

• small sensitivity to mechanical deformations, which is important to minimise the cost of
large-area chambers;

• small dependence of the pulse height on the incident angle, up to angles of 40°;

• nearly Gaussian pulse height distribution with small Landau tails, and no streamer for-
mation.

The total gas volume is 16 m3. The gas mixture is highly flammable and requires adequate safe-
ty precautions.

The main dimensional characteristics of the chambers are a cathode-cathode distance (gas gap)
of 2.8 mm, a wire pitch of 1.8 mm, and a wire diameter of 50 µm. The operating high voltage
foreseen is 3.1 kV. The electric field configuration and the small wire distance provide for a short
drift time and thus a good time resolution. Ageing properties of the chambers have been inves-
tigated in detail and were found to be fully adequate for the expected operating conditions at
the LHC, including the large safety margin used throughout the muon spectrometer chambers
to account for uncertainties in the predicted occupancies from the neutron background.

The TGCs are constructed in doublets and in triplets of chambers. The inner station consists of
one doublet and is only used to measure the second coordinate. The seven chamber layers in the
middle station are arranged in one triplet and two doublets which provide the trigger and the
second coordinate measurements. The anode plane is sandwiched between two cathode planes
made of 1.6 mm G-10 plates on which the graphite cathode is deposited. On the backside of the
cathode plates facing the centre plane of the chamber, etched copper strips provide the readout
of the azimuthal coordinate; no readout strips are foreseen for the central layer of a triplet. The
TGC layers are separated by 20 mm thick paper honeycomb panels which provide a rigid me-
chanical structure for the chambers. On the outside, the gas pressure is sustained by 5 mm thick
paper honeycomb panels. These are covered in turn by 0.5 mm G-10 plates.
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To form a trigger signal, several anode wires are grouped together and fed to a common readout
channel. The number of wires per group varies between 4 and 20, depending on the desired
granularity as a function of pseudorapidity. The ganged signals are fed into a low-impedance
two-stage amplifier.

1.6.6 Alignment

The requirements on the momentum resolution of the spectrometer call for an accuracy of the
relative positioning of chambers traversed by a muon track that matches the intrinsic resolution
and the mechanical tolerances of the precision chambers. Over the large global dimensions of
the spectrometer, however, it is not possible to stabilise the dimensions and positions of the
chambers at the 30 µm level. Therefore, chamber deformations and positions are constantly
monitored by means of optical alignment systems and displacements up to ~1 cm can readily be
corrected for in the offline analysis.

All alignment systems are based on optically monitoring deviations from straight lines. Owing
to geometrical constraints, different schemes are used to monitor chamber positions in the bar-
rel, in the end-caps, and the deformations of large chambers (‘in-plane alignment’). For reasons
of cost, optical monitoring in the barrel is foreseen only for the large sectors of chambers. Cham-
bers in the small sectors are aligned with particle tracks, exploiting the overlap with chambers
in the large sectors. Alignment with tracks will also serve to cross-calibrate the optical survey of
the large sectors.

The very high accuracy of 30 µm is required only for the positioning of chambers within a pro-
jective tower. The accuracy required for the relative positioning of different towers to obtain ad-
equate mass resolutions for multimuon final states is in the millimetre range. This accuracy is
easily achieved by the initial positioning and survey of chambers at installation time. The rela-
tive alignment of muon spectrometer, calorimeters and Inner Detector will rely on high-mo-
mentum muon trajectories.

1.7 Trigger and data-acquisition system

The ATLAS trigger and data-acquisition (DAQ) system is based on three levels of online event
selection [1-14],[1-16],[1-17]. Each trigger level refines the decisions made at the previous level
and, where necessary, applies additional selection criteria. Starting from an initial bunch-cross-
ing rate of 40 MHz (interaction rate of ~109 Hz at a luminosity of 1034 cm−2s−1), the rate of se-
lected events must be reduced to ~100 Hz for permanent storage. While this requires an overall
rejection factor of 107 against ‘minimum-bias’ events, excellent efficiency must be retained for
the rare new physics processes, such as Higgs boson decays, which will be searched for in AT-
LAS. Figure 1-2 shows a simplified functional view of the Trigger/DAQ system. In the follow-
ing, a brief description is given of some of the key aspects of the event-selection process.

The level-1 (LVL1) trigger [1-14] makes an initial selection based on reduced-granularity infor-
mation from a subset of detectors. High transverse-momentum (high-pT) muons are identified
using only the trigger chambers, RPCs in the barrel, and TGCs in the end-caps. The calorimeter
selections are based on reduced-granularity information from all the calorimeters (EM and
hadronic; barrel, end-cap and forward). Objects searched for by the calorimeter trigger are high-
pT electrons and photons, jets, and τ-leptons decaying into hadrons, as well as large missing and
total transverse energies. In the case of the electron/photon and hadron/τ triggers, energy iso-
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lation cuts can be applied. Trigger information is provided for a number of sets of pT thresholds
(generally 6–8 sets of thresholds per object type). The missing and total scalar transverse ener-
gies used in the LVL1 trigger are calculated by summing over trigger towers. In addition, a trig-
ger on the scalar sum of jet transverse energies is also available.

The LVL1 trigger decision is based on combinations of objects required in coincidence or veto.
Most of the physics requirements of ATLAS can be met by using, at the LVL1 trigger level, fairly
simple selection criteria of a rather inclusive nature. However, the trigger implementation is
flexible and it can be programmed to select events using more complicated signatures.

The maximum rate at which the ATLAS front-end systems can accept LVL1 triggers is limited to
75 kHz (upgradable to 100 kHz). The rates estimated in trigger performance studies, using trig-
ger menus that meet the needs of the ATLAS physics programme, are about a factor of two be-
low this limit. Given that there are large intrinsic uncertainties in the calculations, this safety
factor is not over-generous. However, if necessary, rates could be significantly reduced without
major consequences for the physics programme, for example by increasing the thresholds on
some of the inclusive (single-object) triggers when operating at the highest luminosities, and by
relying more heavily on multi-object triggers.

An essential requirement on the LVL1 trigger is that it should uniquely identify the bunch-
crossing of interest. Given the short (25 ns) bunch-crossing interval, this is a non-trivial consid-
eration. In the case of the muon trigger, the physical size of the muon spectrometer implies
times-of-flight comparable to the bunch-crossing period. For the calorimeter trigger, a serious
challenge is that the pulse shape of the calorimeter signals extends over many bunch crossings.

It is important to keep the LVL1 latency (time taken to form and distribute the LVL1 trigger de-
cision) to a minimum. During this time, information for all detector channels has to be con-
served in ‘pipeline’ memories. These memories are generally contained in custom integrated

Figure 1-2 Block diagram of the Trigger/DAQ system.
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circuits, placed on or close to the detector, usually in inaccessible regions and in a high-radiation
environment. The total number of detector channels, excluding the pixel detectors, exceeds 107.
For reasons of cost and reliability, it is desirable to keep the pipeline lengths as short as possible.
The LVL1 latency, measured from the time of the proton–proton collision until the trigger deci-
sion is available to the front-end electronics, is required to be less than 2.5 µs. In order to achieve
this, the LVL1 trigger is implemented as a system of purpose-built hardware processors. The
target latency for the LVL1 trigger is 2.0 µs (leaving 500 ns contingency).

Events selected by LVL1 are read out from the front-end electronics systems of the detectors into
readout drivers (RODs) and then into readout buffers (ROBs); present estimates foresee about
1700 ROBs in total. A large number of front-end electronics channels are multiplexed into each
ROB. Intermediate buffers, labelled ‘derandomisers’ in Figure 1-2, average out the high instan-
taneous data rate at the output of the pipeline memories to match the available input band-
width of the RODs.

All the detector data for the bunch crossing selected by the LVL1 trigger are held in the ROBs,
either until the event is rejected by the level-2 (LVL2) trigger (in which case the data are discard-
ed), or, in case the event is accepted by LVL2, until the data have been successfully transferred
by the DAQ system to storage associated with the Event Filter (which makes the third level of
event selection) [1-16]. The process of moving data from the ROBs to the Event Filter (EF) is
called event building. Whereas before event building each event is composed of many frag-
ments, with one fragment in each ROB, after event building the full event is stored in a single
memory accessible by an EF processor.

The LVL2 trigger makes use of ‘region-of-interest’ (RoI) information provided by the LVL1 trig-
ger. This includes information on the position (η and φ) and pT of candidate objects (high-pT
muons, electrons/γ, hadrons/τ, jets), and energy sums (missing-ET vector and scalar ET value).
The RoI data are sent by LVL1 to LVL2, for all events selected by the LVL1 trigger, using a dedi-
cated data path. Using the RoI information, the LVL2 trigger selectively accesses data from the
ROBs, moving only the data that are required in order to make the LVL2 decision. The LVL2
trigger has access to all of the event data, if necessary with the full precision and granularity.
However, typically only data from a small fraction of the detector, corresponding to limited re-
gions centred on the objects indicated by the LVL1 trigger, are needed by the LVL2 trigger.
Hence, usually only a few per cent of the full event data are required thanks to this RoI mecha-
nism.

It is expected that LVL2 will reduce the rate to ~1 kHz. In contrast to the 75 kHz (upgradable to
100 kHz) limit for LVL1 that comes from the design of the detector front-end electronics, this is
not a hard number. Optimisation of the sharing of the selection task between LVL2 and the EF is
currently underway [1-17]. The latency of the LVL2 trigger is variable from event to event and is
expected to be in the range 1–10 ms.

In the case of muon triggers, the rejection power at LVL2 comes from sharpening (and, where
necessary, raising) the pT threshold compared to LVL1, and from applying isolation require-
ments. Sharper pT thresholds are obtained by using the precision muon chambers and the ID.
The isolation requirements use the calorimeter information in a region around the muon candi-
date.

For isolated electrons, rejection power at LVL2 comes from using the full-granularity calorime-
ter information and requiring a matching high-pT charged track in the ID; the transition-radia-
tion signature provides additional rejection power. For photons, less rejection power is possible
than in the case of electrons, since the ID cannot be used given the relatively high probability for
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photon conversion in the ID material (it is not planned to use a track veto for the photon trig-
ger). However, for the important physics channel H → γγ, the trigger can require a pair of pho-
tons, with a further rejection factor for each γ compared to LVL1 due to the use of high-
precision, high-granularity calorimeter information.

For the hadron/τ trigger, rejection at LVL2 is achieved using the full-granularity calorimeter in-
formation and the ID. A localised, isolated (hadronic) calorimeter cluster with a matching high-
pT track is required.

In the case of jets, much less rejection power is possible. Jets are the dominant high-pT process at
the LHC, and the threshold behaviour of the LVL1 trigger is reasonably sharp. Hence, for jet
triggers, LVL2 must either increase the threshold, or make additional requirements in order to
significantly reduce the rate. The possibility of identifying b-quark jets at LVL2 using the ID is
under study.

Concerning the energy-sum triggers (ET
miss, total scalar ET), only limited improvement is possi-

ble using the RoI mechanism. The energy-sum values from LVL1 are provided to LVL2 and re-
finements can be made to correct, e.g. for high-pT muons (the LVL1 ET

miss trigger uses only
calorimeter information, so muons contribute to the observed ET

miss) or for saturated trigger-
tower signals, a possibility allowed by design to reduce cost. The possibility of performing a full
ET

miss recalculation at LVL2 for a small subset of events remaining after other LVL2 selection
criteria have already been applied is being investigated.

The LVL1 trigger makes available RoI information for all of the objects that contributed to the
event being selected: these are called primary RoIs. In order to allow for additional require-
ments to be made at LVL2, the LVL1 trigger provides RoI information for objects that did not
contribute to the selection of the event. Such RoIs, typically for objects of relatively low pT, are
called secondary RoIs.

After LVL2, the last stage of the online selection is performed by the EF. It will employ offline al-
gorithms and methods, adapted to the online environment, and use the most up to date calibra-
tion and alignment information and the magnetic field map. The EF will make the final
selection of physics events which will be written to mass storage for subsequent full offline
analysis. The output rate from LVL2 should then be reduced by an order of magnitude, giving
~100 Hz, corresponding to an output data rate of ~100 MB/s if the full event data are to be re-
corded.

It is envisaged that the first task of the EF will be to confirm the results of the LVL2 decision and
subsequently use the results of the LVL2 to seed its own analyses. The rejection power of the EF
comes from:

• using refined algorithms and, where necessary, tighter pT thresholds compared to those
used in the LVL2;

• the availability of all data relevant to the specific event in calculations and selection crite-
ria;

• the use of complex algorithms and criteria which, due to processing time limits, cannot be
performed at LVL2, an example being vertex and track fitting using bremsstrahlung re-
covery for electrons.
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1.8 Computing

Computing is crucial for the success of the ATLAS experiment and the effort to develop and
maintain the software will be enormous [1-18]. The software is vitally important to the whole
experiment’s success, and must be maintained for a lifetime of about 20 years of the project,.
Hence, the quality requirements on the software have to be very high. It is estimated that, for
the whole ATLAS software-development project, up to 1000 person-years will be required. Ef-
fort of such magnitude is only available in the collaboration on a very distributed basis. In order
to optimise quality and to assure long-term maintenance, software development has to adhere
to accepted international standards, seek common developments with other experiments, and
employ commercial solutions wherever possible. It is planned to implement the software fol-
lowing the object-oriented paradigm. Currently, implementation using the C++ language is be-
ing pursued.

The anticipated data volume of about 1 PByte (1015 Bytes) per year requires new methods for
data reduction, data selection, and data access for physics analysis. The basic goal is that every
physicist in ATLAS must have the best possible access to the data to be analysed, irrespectively
of his or her location. The proposed scheme consists of archiving the ‘raw data’ (1 PByte/year)
selected by the Event Filter system. A first processing step will be performed on all data shortly
(a few hours) after data taking. For this step, basic calibration and alignment constants must be
available. The purpose is to evaluate basic physics quantities required by most analyses and to
classify events into physics channels. The produced data have to be accessible at the event level
and, below that, at the reconstruction and physics object level. ATLAS is considering using an
object-oriented data-base system for this purpose. One copy of the data will be held at CERN,
the replication of some or all of the data at a number of ‘regional centres’ is also foreseen.

To enable physics analysis to be performed in such a world-wide collaboration, high perform-
ance networking is a necessity. Today it is difficult to predict the evolution of the cost and per-
formance of international networks at the time of LHC operation. As these are important
parameters for the concrete planning of an analysis scenario, ATLAS is following the ongoing
developments and will adjust its plans in these area accordingly.
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2 Simulation of detector and physics performance

2.1 Introduction

This chapter presents the software tools used throughout this document to evaluate in a consist-
ent way the detailed performance of the various detector systems, both individually (see
Chapters 3 to 6) and combined (see Chapters 7 to 13), as well as the corresponding physics per-
formance over a wide variety of different topics (see Chapters 14 to 21).

The requirements from these two aspects of the work (detector performance and physics per-
formance) are sometimes conflicting:

• the detector simulation (Inner Detector, LAr and Tile Calorimeters and Muon System)
and combined-performance (b-tagging, electrons/photons, jets/ET

miss/τ-leptons, muons
and trigger) working groups have, in most cases, been the promoters of detailed simula-
tions using the GEANT package (version 3.21) [2-1], as described in Section 2.2. These
simulations have to be performed in an environment containing many interactions per
beam-crossing (in the case of the Inner Detector and calorimeters) and high rates of back-
ground noise from low-energy neutrons (in the case of the Muon System), as described in
Section 2.3. These groups have also performed detailed studies requiring the full recon-
struction of samples of individual particles or of complete physics events, as described in
Section 2.4;

• in contrast, the physics-simulation working groups (Higgs bosons, supersymmetry,
B-physics and top physics) have concentrated in most cases on fast simulation of high-
statistics signal and background samples of complete physics events, as described
in Section 2.5. Whenever deemed necessary, e.g. when studying invariant masses of re-
constructed final-state objects originating from the decay of a narrow resonance, results
from full simulation and reconstruction have been used to improve, refine and enrich the
fast-simulation program.

The software tools and their technical and performance aspects described below have been de-
veloped over the past decade or so, but are now quite complete, from the tools devoted to accu-
rate Monte Carlo generation of complex physics processes, to interactive graphics tools devoted
to dynamically display and modify the results of the reconstruction programs, and finally to the
tools devoted to interactive physics analysis of very large datasets. They meet in many areas the
requirements needed for the final ATLAS software and will have to be maintained active, as a
reference, over the next years, while the OO/C++ software for the experiment is designed and
produced.

2.2 Full simulation of ATLAS response

2.2.1 General considerations

The complexity of the physics events to be analysed at the LHC and the diversity of the detec-
tors to be integrated into ATLAS make it an absolute necessity to provide an accurate detector
simulation program, with which the detector and physics performance can be evaluated in de-
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tail. Such a program must be extremely flexible in all its components, in order to meet the wide
variety of requirements, which appear throughout the development phase of the experiment.
These requirements are very stringent, especially for the detector geometry modules, which
must be very powerful and versatile, in order to describe the very complicated experimental
setup foreseen for ATLAS, while at the same time maintaining the possibility of changing or re-
placing parts of the detector in a simple and reproducible way.

The second problem, which the detector simulation program must solve as efficiently and as re-
alistically as possible, is how to reproduce faithfully the harsh experimental conditions to be en-
countered during operation at the LHC. As is well understood after almost a decade of
simulation work, these conditions are the source of phenomena which have in many ways
shaped the detector design (event pile-up, radiation background, detector occupancy and back-
ground noise). Given the huge complexity of the detector geometry which the simulation pro-
gram must deal with, one simply cannot afford to simulate complete bunch crossings (which
involve 23 inelastic interactions on average at the LHC design luminosity) for different values
of the instantaneous luminosity. One must rather find a way to simulate single events and then
to add them up (while respecting the time structure of the event) in a sufficient number to re-
produce a beam crossing. The same is true for the noise in the detector, which in many cases de-
pends crucially on the luminosity and which must be injected after the GEANT simulation has
been performed. Additional requirements are imposed on the event structure passed to the re-
construction program, which must be stable and general enough to allow for an easy and robust
interface between the two programs.

The ATLAS simulation program (normally referred to as DICE, Detector Integration for a Col-
lider Experiment) has been developed continuously since 1990, as a tool to cope with the most
important deadlines of the collaboration (the Letter of Intent, the Technical Proposal and the
Technical Design Reports), for which ever more detailed results concerning the detector per-
formance expected at the LHC have been reported.

The first version of DICE was optimised for conceptual layout studies with all possible options
for the various subdetectors ready to be activated and to be assembled into one of the proposed
layouts; in this case, the geometrical description was a relatively simple one, with none of the
detectors as accurately represented as they are today, in order to save CPU time and to permit
different configurations to be studied in parallel.

In the second version of DICE, the geometrical representation of all subdetectors was improved
and specialised to include all of the details envisaged as relevant at a certain time. Nevertheless,
where two or more options were available for a subdetector, it was still possible to replace com-
plete parts of that particular subdetector.

The third (and current) version of DICE contains an even more specialised version of the geom-
etry representation, where only small adjustments are possible, to take into account detector
layout modifications, and to deal with the increased complexity of the geometry description.
Utility libraries for building the geometry in a standardised way have been provided, together
with a macro-based language which gives definite advantages in terms of description uniformi-
ty and bank manipulation.
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2.2.2 Infrastructure

The ATLAS simulation program can be logically divided into three separate modules:

• event generation;

• detector simulation;

• digitisation.

These three parts communicate through a set of ZEBRA banks and can be run separately or in
sequence. The framework for the simulation program is provided by a package called SLUG
(Simulation for LHC Using GEANT). SLUG provides the basic infrastructure for handling ZE-
BRA banks. It also provides a set of facilities for dealing with event generation, detector geome-
try and simulation, event merging for pile-up studies, together with stubs for user-defined
routines to gain access to every step in the simulation process and tools for managing histo-
grams and n-tuples. The program flow is controlled via an extensive set of pre-defined com-
mand procedures, which the user can control and execute through FFREAD datacards.
Although some interactive functionality was initially provided, the program has normally been
run in batch mode for production purposes. An interactive facility (ATLSIM), built essentially
around the same basic components, has been provided and used for development work using
the simulation and reconstruction software.

The DICE package contains general-purpose routines, which control the simulation flow, to-
gether with detector geometry modules, digitisation routines, and dedicated routines to model
the detector response better than GEANT wherever needed (see Section 2.2.3).

2.2.3 GEANT model and parameters

As stated above, the GEANT package has been used to simulate in detail the detector character-
istics and performance: several versions (3.14, 3.15, 3.21) have been run in production during
the evolution of the detector simulation software. Version 3.21 is the one best suited for describ-
ing some of the very complex aspects of the detector geometry (e.g. the Accordion calorimeter),
while still providing a reasonable performance in terms of accuracy of the simulation and of
CPU time needed to track particles through the complete detector. In addition to describing the
detector geometry and tracking particles through it, the GEANT framework is used to describe
the materials constituting the detector, to visualise the detector components, and to simulate
and record the response of the sensitive elements of the various systems.

When simulating a very complex detector such as ATLAS, the simulation software has to take
into account as large a number of physics processes as possible, covering the broadest possible
range of energies. Ideally, the program should be able to simulate physics processes with ener-
gies as low as 10 eV (e.g. ionisation potential in the active gas of various detectors) and as high
as a few TeV (e.g. catastrophic energy losses of muons traversing the calorimeters). The most
challenging task in terms of consumption of CPU time is an accurate simulation of showers in
the calorimeters. The critical areas of the GEANT model for each specific detector system are:

• the tracking detectors require ideally a detailed and microscopic simulation of all process-
es which could affect the track reconstruction efficiency and the momentum measure-
ment. None of the current implementations of dE/dx processes nor even of hadronic
processes is adequate for the specific requirements of the Inner Detector. In particular, the
transition radiation process is not implemented in GEANT and, to understand the elec-
tron identification ability of the TRT, careful calculations of the energy deposited by ioni-
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sation and transition radiation in the straws have been developed. The ionisation energy
is calculated using the Photon Absorption Ionisation (PAI) model, whilst transition radia-
tion photons are generated with the correct energy spectrum (from test beam results) and
tracked through the experimental setup by GEANT. All transport cuts have been set at
100 keV for the Inner Detector, whereas the cut for the production of secondaries (mainly
bremsstrahlung and δ-rays) has been set at 1 MeV;

• the dominant electromagnetic processes are adequately simulated by GEANT 3.21 over
an energy range from 10 keV to 10 TeV. However, a very accurate simulation of electro-
magnetic showers in the complex geometry of the Accordion calorimeter is not affordable
in terms of CPU time. The accuracy of the GEANT electromagnetic physics has been thor-
oughly confronted with data from test beams and has been found to be acceptable with a
cut of 100 keV for electrons and photons, which represents the best compromise between
accuracy and performance;

• as far as hadronic processes are concerned, both GEISHA and FLUKA (the implementa-
tion of which in GEANT 3.21 has been declared obsolete by the author) fall short of expec-
tations, since the values for the resolution and the constant term of the Hadronic
Calorimeters obtained with the simulation are quite different from the experimental re-
sults obtained from test-beam measurements. The final choice for the hadronic model was
to use the GEANT interface to the CALOR package (which is in fact FLUKA for energies
above a few GeV) because, although still far from an optimal fit to the data, it better repro-
duces the experimental results. A cut set at 1 MeV for most of the hadronic processes has
been used for event production, again as a trade-off for performance.

Wherever possible, if the GEANT physics models have proven not to be adequate to the level of
accuracy required for the ATLAS detector simulation program, specialised solutions have had
to be adopted, as described above.

2.2.4 Geometry

The description of the ATLAS geometry in GEANT is probably the most critical issue for the de-
tector-simulation program, since it must represent the right compromise between accuracy
(which is needed to understand the most subtle systematic effects introduced by the detector
layout) and performance. To simplify this procedure, a FORTRAN-based macro-language
(AGE, Atlas GEant) has been used to set up detector-description banks, to implement the detec-
tor geometry, and to define HITS and DIGI structures associated with it. The advantage of this
approach for the user is the possibility of having a generic interface to ZEBRA, while still main-
taining a high level of flexibility.

Detector-description parameters are stored into ZEBRA banks (DETP, DETector Parameters),
which can be overwritten interactively via datacards (e.g. for last-minute modifications), before
they are used for the construction of the geometry. These banks are stored in the output file, to-
gether with the data, and may thus be used as a reference, in particular by the reconstruction
program. A set of facilities (the functionality of which is greatly enhanced by parsing the AGE
language into FORTRAN) is then used to build the geometry in the most general and efficient
way.
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All the ATLAS subdetectors have been described to a very high level of detail in DICE. Inactive
material (cryostats, support structures, services, etc) has been given a great emphasis, and an ac-
curate description of both its layout and material distribution has been introduced wherever
possible. These inactive parts of the detector have often been shown to have a direct impact on
the physics performance of the experiment and therefore have to be evaluated very carefully.

The numbers of GEANT volumes used to describe the geometry of the various ATLAS systems
are shown in Table 2-1, where they can be compared to the total number of active detector ele-
ments or equivalently of independent readout channels (recipients in principle of the GEANT
DIGI information, as described in Section 2.2.7), and to the total number of modules or cham-
bers. In many systems, essentially each active cell is described explicitly, using sometimes up
to ten volumes or more per cell. In contrast, details like the pixel or microstrip structure of the
silicon detectors, or the cell structure of the barrel Accordion calorimeter, have not been de-
scribed in the geometry itself, but only introduced afterwards at the digitisation level
(see Section 2.2.7), in order to increase the flexibility and the performance of the simulation
chain. Table 2-1 illustrates the complexity of the GEANT description of the ATLAS detector ge-
ometry with its 16×106 volumes.

The magnetic field map used by the detector simulation program has been created through a
combination of specific programs (TOSCA package) to evaluate the field in the Inner Detector
and the calorimeters and of analytical calculations for the Muon System. The field map is read
in during the initialisation phase and stored in a ZEBRA bank, so that it can be also used by the
reconstruction program. For the Inner Detector, the deviations of the solenoidal field from a
constant field were considered not to be important enough in terms of performance implica-
tions (except for the impact on the momentum resolution itself, which is accounted for in most
studies reported in this document) to warrant a significant change in the pattern recognition
programs, and a constant field map for this part of the detector was used instead (with the ex-
ception of the study reported in Section 3.5.4).

Table 2-1 Number of active detector elements, number of modules or chambers, and number of GEANT vol-

umes defined for the detailed simulation of each of the various ATLAS detector systems.

Detector system

Number of active

detector elements

Number of modules

or chambers

Number of GEANT

volumes defined

Pixels 140 000 000 ~2 200 26 000

Silicon microstrips 6 280 000 ~4100 50 000

Transition radiation tracker 420 000 ~240 2 260 000

LAr accordion calorimeters 170 000 48 9 960 000

LAr hadronic end-cap and
forward calorimeters

9 000 134 890 000

Tile Calorimeters 10 000 192 900 000

Muon System 1 230 000 ~2 000 1 850 000
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2.2.5 Event generation

The event-generation phase is normally run separately in order to have a consistent input
stream which can be used many times. Event generation facilities are implemented within
SLUG by using the GENZ package, which provides a common interface between the most
widely used event generators (PYTHIA, HERWIG, ISAJET) and GEANT via the standard HEP-
EVT common block and ZEBRA banks. A separate event generation facility, ATGEN, has also
been developed to provide an analysis framework at the event level, by using the same compo-
nents for booking and manipulating ZEBRA banks, so that the events produced with it can di-
rectly be read in by the standard simulation program. Ad hoc single-particle generators and test-
beam geometries have also been developed for detector-specific studies.

The GENZ output bank can, at this point, be used to fill the GEANT KINE bank and tracking
through the detector can begin. During this step, particle filter algorithms can be applied, in or-
der not to track particles outside the geometrical acceptance of the detector or with an energy
below a certain threshold, thus achieving a significant gain in CPU time. More sophisticated fil-
ter algorithms (for instance on the electromagnetic component of a jet, to see if it can fake an
electron) implement a sort of 0-th level trigger, which kills those events which are not interest-
ing for the physics channel under study.

2.2.6 Detector simulation

The detector-simulation part is the most time-consuming and critical; it can be run with differ-
ent initial conditions (e.g. geometrical setup) on the same set of physics events in order to un-
derstand the impact of a change in the detector on the physics performance.

The particle four-vectors (stored in the GEANT KINE banks) are tracked through the various
detector systems. At any time during this procedure, a snapshot of the current status can be re-
corded in the detector. This recording process will occur only for those parts of the detector
which have been declared sensitive in the simulation program, and this is implemented first
and foremost for the detector elements, where information is actually collected (dE/dx deposited
in silicon sensors or in the active gas of straw tubes or muon chambers, light produced in scintil-
lator tiles, etc). However, there exist inactive parts of the detector, e.g. the cryostats, for which it
is of substantial interest to record the amount of (‘invisible’) energy deposited. This has often
been used as a cross-check, e.g. when evaluating tails in the jet energy reconstruction or in the
ET

miss distribution.

The information is stored in the GEANT HITS banks through an automated procedure: differ-
ent types of hits are pre-defined (calorimeter-type hits, tracker-type hits), where the user can
store all the information needed to reproduce the detector response at the digitisation step. Hits
are produced at tracking time and stored in their respective branch of the HITS bank, to be
eventually stored on tape at the end of each event. This procedure is in most cases automatic,
since the program, which takes care of retrieving the appropriate information from the GEANT
common blocks, stores it with the right format in the relevant HITS bank.

The information collected in the HITS banks, although dependent on the geometry used by
GEANT for event tracking, is nevertheless very general and does not contain any assumption
on the detector readout structure. It normally consists of hit positions (for tracking detectors)
and energy losses (for calorimeters), and it provides the basis for the simulation of the detector
response, which takes place at the digitisation step. HITS banks can be added together in order
to simulate event superposition or pile-up (see Section 2.3).
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The contents of the HITS banks are the most valuable output of the detector simulation pro-
gram, since most of the CPU time used goes into producing them. The format of these banks
(and the geometry description which has been used to produce them and which defines inher-
ently their structure) must be kept as stable as possible. This is especially true for the case of
event superposition or pile-up, in which the simulation of the minimum-bias events is particu-
larly demanding in terms of CPU, and where consistency at the level of the HITS banks and of
the geometrical description must be guaranteed. Table 2-2 shows a few examples of the CPU
time needed to simulate particles or complete events through the ATLAS geometry. The CPU
time needed for any physics event is essentially proportional to the amount of energy entering
the calorimeters, where most of the CPU time is spent.

2.2.7 Digitisation

The digitisation step is a second level of detector simulation, placed just at the interface with the
reconstruction program, where the physical information registered within the HITS bank is col-
lected, re-processed in order to simulate the detector output, and eventually written out (in the
GEANT DIGI structure) to be then used by the reconstruction programs. The output from the
digitisation is obtained in a form similar to that which might be expected from the readout elec-
tronics in the actual experiment.

This step was in fact originally conceived to give the user the possibility of changing the read-
out characteristics (for instance, the strip pitch in the silicon detectors or the cell granularity in
the EM Calorimeter) immediately after the detector simulation step, thus gaining considerably
in the amount of CPU time needed during the phase of detector optimisation. Detailed signal
treatment (for instance, the most accurate possible treatment of dE/dx in the TRT or digital filter-
ing in the calorimeters), simulation of the front-end electronics behaviour, noise injection, etc.,
can also be performed at this level.

The digitisation step is very fast, except when pile-up at high luminosity is included. It is often
therefore rerun as the first step in the reconstruction chain, if noise levels or single-channel effi-
ciencies in some of the detectors are to be varied.

Table 2-2 CPU time needed for simulation of the ATLAS detector with GEANT 3.21. The timings, given in

SPECint95 seconds for single tracks and for minimum-bias events, were obtained from the CPU time on a Pen-

tium II processor at 400 MHz and scaled by the estimated SPECint95 rating of 10.3.

Event type Timing in Inner Detector Timing in Calorimeters

Single track (electron of 10 GeV energy) 6 100

Single track (pion of 10 GeV energy) 4 60

Minimum-bias event (|η|< 3.0) 190 2500
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2.3 Simulation of pile-up and radiation backgrounds

2.3.1 General considerations

The cross-section for inelastic, non-diffractive pp interactions at the LHC is ~70 mb. At the de-
sign luminosity of 1034 cm−2s−1 and with a bunch spacing of 25 ns, the mean number of mini-
mum-bias events which should be seen by the detector is 18. However, since approximately
20% of the buckets in the LHC will be empty, the average time between filled buckets is in-
creased and the mean number of collisions is about 23 for these non-empty buckets. This im-
plies that, when an interesting event is selected by the trigger, on average there will be 23 single
minimum-bias events superimposed: these events are referred to as pile-up.

The bunch structure in LHC is such that there will be many successive filled buckets followed
by successive empty buckets. This means that an interesting event will usually follow and be
followed by beam-crossings containing pile-up events. Consequently, there is the potential for
collisions from previous and following beam-crossings to be recorded by the detector, and this
depends critically on the speed of response of the individual subdetectors.

The simulation of pile-up is normally performed just before and during the digitisation step:
HITS banks from two different data streams (signal events and minimum-bias events), which
have been simulated separately, are brought together, merged and then digitised. The number
of minimum-bias events added to one single signal event is generated, beam-crossing per
beam- crossing, based on a Poisson probability with a mean defined by the instantaneous lumi-
nosity of interest. Several beam-crossings surrounding the triggered beam-crossing can be gen-
erated with SLUG, so that the time structure of one complete event recorded by a particular
detector can be faithfully reproduced. For those detectors with a signal collection time spanning
over several beam-crossings, one can reproduce the time structure of one event; this feature, al-
though very appealing, is not used in the standard pile-up simulation, since, for most of the
simulated detectors, the time-of-flight information is not kept in the HITS banks.

A uniform method for simulating pile-up across all the detector systems has been used in gen-
eral (the one exception is the Muon System, for which, as discussed in Section 2.3.4, the back-
grounds are not correlated in time with the beam-crossing of interest). This method adds to each
system, depending on its signal-collection speed, an equivalent average number of in-time
beam-crossings, which would correctly simulate to first-order the real pile-up in the detector.
For the pixel and SCT detectors, with their fast signal-processing speed, the equivalent number
of pile-up events added on average is 24 (a multiple of 8 for technical reasons), for the slower
TRT detector, with its 40 ns maximum drift-time, the equivalent number is 32 (which increases
the straw hit occupancy by 30%) and finally, for all the calorimeter systems, the equivalent
number is 48 (e.g. the EM Calorimeter has a 400 ns long drift time).

For most studies reported in the following chapters, this standard method for simulating pile-
up has been applied by default. There are two notable exceptions to this:

• studies of fake rates in the TRT (see Section 3.5.3.2), using the full time-of-flight informa-
tion for several beam-crossings around the trigger one, as described in Section 2.3.2;

• studies of pile-up effects in the calorimeter (see Section 4.3.2), using the exact pulse shape
(together with optimal filtering at low luminosity) over five beam-crossings, as described
in Section 2.3.3.
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Since the effects from pile-up are the main concern for the survival and overall performance of
the Inner Detector, it is important to note that:

• most of the hits seen in the Inner Detector arise from secondaries and not from the prima-
ry particles. In particular, the occupancies in the silicon sensors and the straws contain a
significant contribution of 15 to 20% from primary particles produced at |η|> 3.2 and in-
teracting with the beam pipe. On the other hand, the occupancies due to low-energy neu-
trons or photons are small with respect to the overall occupancy (see [2-2] for details).

• backsplash from particle showers initiating at or near the front face of the EM Calorimeter
produces only a very small contribution to the occupancies in the Inner Detector. The pre-
dictions of GEANT 3.21 have been shown to under-estimate backsplash effects by as
much as a factor of two [2-3];

• finally, the chosen threshold of 100 keV for most processes results in an under-estimate of
the occupancies by about 10-15% (this has been demonstrated in test-beam measure-
ments).

2.3.2 Pile-up in the TRT

In the Inner Detector, low-pT tracks (pT < 400 MeV) from beam-crossings prior to the one of in-
terest will spiral in the solenoidal magnetic field for extended periods of time (up to 100 ns) and
will therefore produce hits in the detectors over that period of time. In the TRT, the maximum
drift time is around 40 ns, which is significantly more than the 25 ns bunch spacing, and the re-
quirement to be as efficient as possible for in-time hits necessitates a gate which accepts some
hits from fast particles from out-of-time events as well as hits from loopers.

As described above, the standard simulation
of pile-up for the TRT superimposes 32 mini-
mum-bias events, to allow for the extra hits
which are expected from out-of-time beam-
crossings. In reality, when reconstructed with
the assumption that they were in time, these
hits would be staggered about the true track
positions to the left and right, depending on
the drift direction in the straws. Instead, the
standard simulation superimposes all the
tracks in the TRT from a number of additional
minimum bias events. These TRT hits are add-
ed in-time, hence they are explicitly correlated
(i.e. they will really look like tracks in the
TRT). It has been checked, using the complete
simulation described below, that this creates a
more difficult environment for pattern recog-
nition than would be seen in reality (see
Section 3.5.3).

To understand these issues in detail, a more
complete simulation has been performed for
the TRT, which does describe correctly the
time-structure of beam-crossings, particle and
electrical propagation times, and allows parti-

Figure 2-1 TRT straw hit occupancy at high luminos-
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cles to loop in the detector for as long as 250 ns. The results of these detailed simulations are de-
scribed in [2-2]. It is from such studies that the effective number of events to be superimposed in
the TRT for the standard simulation was determined. By design, the number of hits added is in-
tended to ensure that the straw hit occupancy (a measure of the number of hits accepted by the
gate associated with the LVL1 trigger and applied to the electronics) is the same as would be
seen if the full timing information were used. At high luminosity, a mean of 24 minimum-bias
events are expected to be in-time with the signal event. To these, a further eight events are add-
ed in the TRT to represent the out-of-time hits.

Figure 2-1 shows the straw hit occupancy using the full time-of-flight information and com-
pares the occupancies with those from the standard method. As intended, the standard method
provides a very good description of the occupancy and has the considerable advantage that the
simulation code runs an order of magnitude faster.

2.3.3 Pile-up in the calorimeters

As discussed in Section 2.3.1, 23 minimum bias events (around 3500 particles over |η|< 5.0) are
produced on average at each bunch crossing during high-luminosity operation. To cope with
this environment, the ATLAS liquid-argon Calorimeters are read out using fast bipolar shapers
with a peaking time of ~35 ns.

The standard pile-up simulation [2-4] assumes an average effective number of 48 minimum bias
events, computed, for a typical signal shape, so as to obtain the same noise as if all the events
were summed with the correct weighting. The advantages of this method are its simplicity and
low CPU load, but it does not take into account the bipolar shaping (the pile-up energy distribu-
tion is not correct) and it is unable to provide multiple-sampling information.

A complete simulation program [2-5] has been now implemented. It takes into account the exact
pulse shape, which depends on three time constants: the drift time, the shaper time constant,
and an additional pole given by the gap capacitance and the preamplifier input impedance. Cal-
orimeter data from fully-simulated minimum-bias events are weighted according to the shaper
response of each type of cell. At high luminosity, about 700 minimum-bias events are needed to
simulate one pile-up event. If required, five consecutive samples are computed in this way and
stored separately. In this case, the electronic noise with the correct time correlations may also be
superimposed. The digital filtering procedure may also be used. In this way, the electronic shap-
ing is modified (within limits) to reduce the electronic noise when running at low luminosity.

As stated above, this much more accurate method of pile-up simulation will produce the correct
spectra of transverse energies per cell from pile-up at high luminosity. In particular, the mean
will be centred at zero, which is not the case for the standard simulation. However, as discussed
in Section 4.2.4, the rms spreads of the pile-up energies obtained with both methods are very
similar, leading to the conclusion that, for most effects, the difference between the two methods
is very small.

2.3.4 Backgrounds in the Muon System

The physics performance of the ATLAS Muon System depends strongly on the level of back-
ground recorded in the active elements. The main source of this background is from particles
produced in the interactions of primary hadrons from proton-proton collisions with the materi-
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al of the detector (especially the calorimeters and the toroid structures), and with machine ele-
ments such as the collimators and the beam pipe. This background cannot be generated by the
standard pile-up method described in Section 2.3.1.

The particles are neutrons, low-energy photons originating from neutron capture, and charged
particles. The neutrons mostly have thermal energies, while the photons are concentrated in the
200 keV to 2 MeV energy range. The interaction of these photons with the detector material
(aluminium in the case of the precision chambers, bakelite or G10 in the case of the trigger de-
tectors) produces a signal in the sensitive volume of the chamber via the Compton effect with a
probability of about 10-2. Neutrons have a much lower probability to produce a direct signal in
the muon detectors, but are directly responsible for the photon flux. The charged-particle back-
ground consists mainly of muons, charged pions, protons, electrons and positrons. The muons
and pions are produced mostly in K0 decays, while the protons emerge from neutron spallation
processes. Hadrons and muons have a typical momentum of 100 MeV.

Detailed studies have been performed and reported in [2-6], using two Monte Carlo packages:

• GCALOR, which designates the CALOR package interfaced to GEANT. This package un-
fortunately does not contain many of the physics processes necessary to accurately esti-
mate the backgrounds in the Muon System;

• FLUKA [2-7], which is the most developed package in terms of the implemented physics
processes of relevance, but which cannot be interfaced readily to the detailed description
of the detector geometry.

In practice, the standard ATLAS detector simulation package, based on GEANT, cannot simu-
late adequately the backgrounds from low-energy neutrons, photons and charged particles ex-
pected in the Muon System, because none of the GEANT-based packages provides adequate
particle propagation at such low energies. Hence, other specialised programs, such as FLUKA,
are used to simulate these backgrounds.

The muon-detector counting rate, as predicted by FLUKA, depends strongly on the muon sta-
tion position and pseudorapidity. Typically, in the barrel chambers at high luminosity, the nom-
inal rate in the first station is ~10 Hz/cm2, and increases to 100 Hz/cm2 around|η|= 0.7 (where
the Tile Calorimeter gaps are located). For the end-cap chambers, the counting rate in the inner
stations increases up to ~1 kHz/cm2. The counting rate in all the other stations is significantly
lower, with values in the range between 10 and 30 Hz/cm2, and depends weakly on pseudora-
pidity. The dominant contribution to this rate comes from the photon flux, whereas charged
particles contribute a rate of only a few Hz/cm2.

The background studies are performed by conservatively multiplying the nominal Monte Carlo
counting rates by a factor of ten, to evaluate the maximum expected counting rates in the Muon
System. This large factor is justified by:

• the simplified implementation in FLUKA of the detector and shielding geometry (cracks
which will inevitably appear in the real detector have not been taken into account);

• the difference between the effective nuclear composition of the materials which will be
used in the experiment and that of the materials considered at present in the simulation;

• the uncertainties on the properties of the minimum-bias events (cross-section, particle
composition, particle spectra, etc.);

• the uncertainties on particle transport and on the estimates of the sensitivity of the detec-
tors to low-energy photons and neutrons.
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The most important consequences of this background are:

1. high occupancy of the muon detectors, especially in the inner stations at large |η|;

2. space-charge effects;

3. reduced lifetime of the muon detectors;

4. high fake LVL1 muon trigger rate.

The first three effects are determined mainly by the intensity of the photon flux, and therefore
indirectly by the intensity of the neutron flux. Muon track reconstruction studies [2-6] have
shown that the physics performance of the Muon System begins to be degraded if the back-
ground level becomes larger than ten times the one presently estimated. Hence, it is very impor-
tant to keep under constant control all changes proposed for the shielding system and the
detector (e.g. the Tile Calorimeter gaps).

In contrast to the above, the most critical background for the LVL1 muon trigger rate is that
from charged particles with a momentum around 100 MeV. With the design described in [2-8],
the LVL1 muon trigger can only tolerate the nominal background rates, leaving almost no con-
tingency for the uncertainties in the Monte Carlo predictions. Nevertheless, as discussed al-
ready to a certain extent in [2-8], improvements have been made to the trigger design to make it
more robust against this type of background. The revised design and expected performance are
documented in [2-9] (see also Section 11.3.1.6).

In order to allow physics simulation studies accounting for the background in the Muon Sys-
tem, a program that parametrises the particle rates and kinematics, as predicted by FLUKA in
the region of the muon detectors, has been implemented. This program operates in the detector-
simulation framework to digitise the hits collected in the muon detector in the same way as for
physics events. At present, for the charged-particle backgrounds, only muons and pions have
been simulated (within a simple model tuned to the FLUKA results). Concerning the simulation
of the hits induced by photons (the neutron hit rate is negligible and therefore this source has
been ignored), the only practical solution was to ‘inject’ directly, into the sensitive regions of the
Muon System, Compton electrons with an energy close to the one predicted on average by FLU-
KA.

2.4 Reconstruction

The reconstruction of particles and other physics objects in the ATLAS detector has been devel-
oped over many years, and is implemented in a single program named ATRECON, based on
the SLUG framework (see Section 2.2.2). ATRECON is mostly written in Fortran77, using
ZEBRA as memory manager, although some parts have already been rewritten in C++, but not
with a fully object-oriented design. This software will be replaced over the coming years by new
OO software [2-10], which will use the existing software and its performance as a reference
benchmark and will build from the algorithms and experience gained in developing
ATRECON. ATRECON runs on fully simulated GEANT 3.21 data and does not handle raw data
nor calibration/alignment constants. However, it is today rather complete, and can reconstruct
full events with all detectors included, without using generator-level Monte Carlo information,
in an acceptable amount of CPU time (see below).
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The reconstruction proceeds in two stages (in addition to initialisation). First, data from each
detector is reconstructed in a stand-alone mode. Second, the information from all detectors is
combined to get the most accurate measurements and identification of the final objects used in
the analysis: photons, electrons, muons, τ-leptons, , jets, b-jets, ET

miss, primary vertex, etc.
This is described in great detail throughout this volume, and only a very brief summary is given
below. The output of the various algorithms is stored in standardised ZEBRA banks, but control
n-tuples and histograms are also available. The output is also stored in a menu-driven com-
bined n-tuple, which allows rapid checks, analysis in a PAW framework and comparisons be-
tween algorithms. A third stage which is not described here, but rather in Chapters 14 to 21, is
the analysis-specific part: reconstruction of exclusive B decays, W’s, Z’s, top quark decays,
Higgs bosons, SUSY particles, etc. Figures 2-i and 2-ii show two views of a high-pT reconstruct-
ed H → ZZ* → eeµµ decay, with reconstructed tracks in the Inner Detector and the Muon System
and with the reconstructed energy clusters of the two electrons and the high-pT jet in the calo-
rimeters.

2.4.1 Initialisation

At the start of reconstruction, the ATLAS geometry is rebuilt either from the event geometry as
stored in ZEBRA banks from the simulation program, or from the ATLAS geometry database
(AMDB). GEANT or AMDB routines are used during reconstruction to obtain the global coordi-
nates of hits and cells. The magnetic field map is loaded. By default, the field is constant in the
Inner Detector and as realistic as possible elsewhere, but some studies have been done with a
realistic solenoidal magnetic field in the Inner Detector (see Section 3.5.4). Loading of calibra-
tion and alignment constants has not been implemented, except in an ad hoc way for some spe-
cific studies. The program is driven by datacards which allow a large spectrum of running
conditions: switching on/off packages, changing noise levels, thresholds, efficiencies or internal
algorithm parameters.

2.4.2 Stand-alone reconstruction

Matrices containing the energies in all calorimeter cells are filled. Jets are built following various
algorithms with the cone algorithm used as a default (see Section 9.1). The ET

miss vector is com-
puted from the vector sum of the cell transverse energies (see Section 9.2).

Electromagnetic clusters are reconstructed in the barrel and end-cap EM Calorimeters (see
Section 4.2.3). Modulations in the measurement of the positions and the energies, due to the fi-
nite cell/cluster sizes or to the detector geometry, are corrected for by using the known correla-
tions between shower position and biases in position and energy. Standalone electron/gamma
identification is performed using shower-shape variables.

Muon track segments in the Muon System are found from a combinatorial search of the single-
station track segments, followed by a fit using the hits (see Section 6.3.1). The tracking, per-
formed in the highly non-homogeneous magnetic field, takes into account multiple scattering in
the material of the apparatus. The output is a list of tracks with parameters extrapolated back to
the interaction region, and also a list of track segments in the inner stations, possibly corre-
sponding to low-pT muons, which cannot be reconstructed with high efficiency in a standalone
mode.

KS

0



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

42 2   Simulation of detector and physics performance

Hit coordinates are reconstructed in the precision tracker and in the TRT. Tracks from charged
particles are searched for (see Section 3.1.2). Three rather different algorithms with comparable
performances have been developed:

• iPatRec starts from a combinatorial search in the precision tracker;

• PixlRec uses a track-following algorithm starting from the pixel B-layer outwards;

• xKalman finds tracks in the TRT with a histograming method and follows them inwards
using Kalman-filtering techniques.

Track reconstruction can be performed over the full Inner Detector (except for iPatRec), or over
a limited ∆η×∆φ range around ‘seeds’ found by the other detectors (electromagnetic clusters,
jets, muons) and around Monte-Carlo truth information for checks. Seeds cannot be used for
events like inclusive b production (bb → µ6X, i.e. events containing a muon with pT > 6 GeV),
where all tracks need to be reconstructed. The use of seeds in the reconstruction algorithm can
save a factor of up to 100 in CPU time for events including the pile-up expected at high lumi-
nosity.

Trigger algorithms have so far been developed in an independent package (see Chapter 11), but
it is possible to run LVL1 and LVL2 trigger algorithms prior to reconstruction.

2.4.3 Combined reconstruction

In a second stage, information from several detectors is combined. Muons reconstructed in the
Muon System are refined by matching the track to an Inner Detector track (see Section 8.1). This
improves the momentum resolution, especially at moderate pT, and yields accurate track pa-
rameters at the vertex. Lower-pT (down to 2 GeV) muons are found by matching an Inner Detec-
tor track to the Tile Calorimeter cells (see Sections 8.2 and 10.4.2).

Photon conversions (see Section 7.5.1) and decays (see Section 3.6.2.1) are searched for by
pairing Inner Detector tracks. The primary vertex is reconstructed using all the tracks in the
event (see Section 3.6.1).

High-pT (above 10 GeV) photon identification requires electromagnetic cluster shower-shape
variables and the absence of reconstructed tracks in the Inner Detector, except for identified
conversions (see Sections 7.5 and 7.7). High-pT electron identification requires a track recon-
structed in the Inner Detector with transition-radiation hits and a measured momentum match-
ing a calorimeter energy deposition compatible with an electromagnetic shower (see
Section 7.4). Softer non-isolated electrons (down to pT of 1 GeV) are identified by extrapolating
Inner Detector tracks to the EM Calorimeter (see Section 7.3.1).

Finally, τ-leptons are identified from narrow jets associated with a small number of charged
tracks (see Section 9.1.5). Candidate b-jets are tagged by combining the impact parameter of
high-quality tracks with soft electrons or muons (see Chapter 10).

2.4.4 Timing

The complete reconstruction is seldom needed for any particular analysis. The various items are
split into different packages that can be activated or not to save CPU time. Even though recon-
struction speed has always been a concern, the algorithms have been tuned to obtain the best
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possible performance (efficiency and resolution) rather than the fastest execution time. Signifi-
cant improvements are still possible for all packages. Table 2-3 shows, as an illustration, the
present average CPU time needed to reconstruct different types of events. There is a significant
degradation in speed of all algorithms at high luminosity, although some of it can be recovered
in the Inner Detector by using seeds. Even low-luminosity pile-up increases significantly the
time needed for track reconstruction. In practice, the CPU time needed depends significantly on
parameters like the size of the ∆η×∆φwindow (here 0.1×0.1 for single tracks, 0.5×0.5 for jets), the
minimum pT to be reconstructed (1 GeV in the example shown below), the cell energy thresh-
olds and internal parameters. The timing for muon reconstruction scales with the number of
muons and is relatively independent of luminosity. It does however depend on the muon pT
with an optimum around 50 GeV and a degradation of more than a factor of two at low pT (low-
momentum tracking in the highly inhomogeneous field) and at high pT (handling of electro-
magnetic showers).

2.5 Fast simulation and reconstruction

Fast particle-level simulation and reconstruction is an intermediate step between simple parton-
level analysis of the event topology, which in general yields much too optimistic results for
physics processes at hadron colliders, and very sophisticated and CPU-consuming full detector
simulation (see Section 2.2) and reconstruction (see Section 2.4). This kind of approach is need-
ed for quick and approximate estimates of signal and background rates for specific channels. In
addition, fast simulation and reconstruction is the only practical tool for high-statistics studies
of complex background processes.

Table 2-3 Timing obtained for the most important reconstruction packages for some typical events

in SPECint95 seconds. No minimum-bias events were added for the generic studies, 2.3 were added for low-

luminosity operation and 23 for high-luminosity operation. The timings are quoted for PA8000 processors

at 180 MHz, scaled by the estimated SPECint95 rating of 7.

Event Muon Calorimeter

xKalman

(complete events)

xKalman

(seed)

iPatRec

(seed)

bb → µ6X 238 9 26 - -

bb → µ6X

at low luminosity

238 9 99 - -

WH → µνbb

with mH = 100 GeV

154 12 39 26 9

WH → µνbb

with mH = 100 GeV

at high luminosity

170 93 2660 366 40

H → ZZ* → eeµµ
with mH = 130 GeV

242 10 24 7  4
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A complete package for fast detector simulation and physics analysis has been implemented
over the past few years and exists in two implementations:

• ATLFAST, the FORTRAN implementation of the algorithm [2-11], interfaced to PAW;

• ATLFAST++, the OO/C++ implementation of the same algorithm [2-12], interfaced
to ROOT [2-13].

Both versions have been used for the results presented in this document.

ATLFAST can be used for fast simulation of signal and background processes, including the
most crucial detector aspects: jet reconstruction in the calorimeters, momentum/energy smear-
ing for leptons and photons, magnetic field effects and missing transverse energy. It provides,
starting from the list of particles in the event, a list of reconstructed jets, isolated leptons and
photons, the expected missing transverse energy, and reconstructed charged tracks. Values for
the rejections against non-b jets and non-τ jets are also provided as a function of the efficiencies
for identifying b-jets and τ-jets. In most cases, the detector-dependent parameters are tuned to
what is expected for the performance of the ATLAS detector from full simulation and recon-
struction (see below).

The ATLFAST package aims to reproduce as well as possible the expected detector performance
in terms of resolution and particle-identification for important physics signals. It does not at-
tempt, at present, to reproduce accurately the expected efficiencies for lepton and photon isola-
tion. In the case of hadronic jets, the jet reconstruction (and veto) efficiency is often dominated
by physics effects, which are straightforward to model in the fast simulation. For any specific
channel, the predictions from ATLFAST in terms of resolution and reconstruction efficiency,
should always be confirmed with full-simulation results. Such detailed comparisons have been
done in many cases, e.g. for the WH, H → bb [2-14], H/A → ττ [2-14] and H → WW → lνjj [2-15]
channels, as well as for several Higgs-boson decay channels with multi-b-jet final states [2-16].
The acceptances, jet reconstruction efficiencies, jet-veto efficiencies, and mass resolutions have
shown good agreement between fast and full simulations.

Not all the detector effects can be readily parametrised in fast simulation and only the basic in-
formation of the detector geometry is used in the package. This basic information is for exam-
ple: the η-coverage for precision physics and for the calorimetry, the size of the barrel/end-cap
transition region for the EM Calorimeter, and the granularity of the hadronic calorimeters. No
effects related to the detailed shapes of particle showers in the calorimeters, the charged track
multiplicity in jets, etc., are taken into account. In particular, energy isolation of leptons is only
simulated in a crude way.

For practical reasons, the package has been divided into two parts: the main ATLFAST package,
executed on the generated events, and a supplementary package, ATLFAST-B, which can be ex-
ecuted on the filtered n-tuples during user analysis. In the following, the main features of ATL-
FAST and their relationship to the full simulation and reconstruction results are described.
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2.5.1 Calorimeter clusters

The transverse energies of all undecayed par-
ticles, except for neutrinos, muons and the
SUSY LSP, are summed up in calorimeter cells
of granularity 0.1x0.1 over |η|< 3.2,
and 0.2x0.2 (for |η|> 3.2) in η×φ coordinates
over the full calorimeter coverage. The effect
of the solenoidal 2 T magnetic field on the φ-
position of charged particles with pT above
0.5 GeV threshold is parametrised. It has been
checked that the contribution from charged
particles with pT below this threshold can be
neglected. A fixed-cone algorithm is used for the cluster reconstruction (see Table 2-4 for the ex-
pected efficiencies of cluster reconstruction); other reconstruction algorithms can be also activat-
ed as options.

2.5.2 Isolated electrons and photons

Photon and electron candidates, isolated from
any hadronic activity, are searched for in the
particle list. The polar angle of the photon and
the photon and electron four momenta are
smeared with a parametrisation directly de-
rived from the full simulation. Isolation crite-
ria in terms of distance from other clusters and
of maximum transverse energy deposition in a
cone around the photon/electron candidate,
as well as the geometrical acceptance, are veri-
fied. As a benchmark, the resolutions expected
for H → γγ and H → ZZ∗ → 4e reconstruction
show reasonable agreement between the para-
metrisation used for the fast simulation and
the expected performance from full simula-
tion, as shown in Table 2-5.

2.5.3 Isolated muons

Isolated muon candidates are searched for in the particle list. Each muon momentum is
smeared according to a resolution parametrised as a function of muon pT, |η| and φ. Three op-
tions depending on which subdetectors are assumed to be used for the muon measurement can
be invoked: Muon System stand-alone, Inner Detector stand-alone (parametrisation
from [2-17]) and combined Inner Detector plus Muon System. Isolation criteria in terms of dis-
tance from other clusters and of maximum transverse energy deposition in a cone around the
muon candidate, as well as the fiducial geometrical acceptance, are applied. As a benchmark,
the mass resolution expected for the H → ZZ∗ → 4µ reconstruction shows reasonable agreement
between the parametrisation used for the fast simulation and the expected performance from
full simulation (see Table 2-5).

Table 2-4 Efficiency for cluster reconstruction at low

luminosity, for different types of initial partons with

pT
parton > 15 GeV and pT

jet > 15 GeV.

Type of initial parton

Reconstruction

efficiency in ∆R < 0.4

u-quark 83%

b-quark 76%

gluon 74%

Table 2-5 Expected mass resolutions for a few bench-

mark processes, as obtained from fast and full simula-

tion.

Process ATLFAST ATLAS

H → γγ,
mH = 100 GeV

σm = 1.2 GeV
(high L)

σm = 1.3 GeV
(high L)

H → ZZ∗ → 4e
mH = 130 GeV

σm = 1.6 GeV
(high L)

σm = 1.8 GeV
(high L)

H → ZZ∗ → 4µ
mH = 130 GeV

σm = 1.3 GeV
(combined ID+
Muon System)

σm = 1.4 GeV
(combined ID+
Muon System)
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ATLFAST does not correct for efficiencies in the reconstruction/identification of muons, elec-
trons nor photons, so the estimated efficiencies (from the full simulation study) should be in-
cluded by the user in the event analysis. However, the package simulates muon trigger
efficiencies if required to, and isolated and non-isolated muons are flagged with an appropriate
flag.

2.5.4 Jets and pile-up

Clustered cells are used for the jet reconstruc-
tion. As a default, a cone size of 0.4 is used.
The energies of clusters, which have not been
selected as associated with isolated electrons
or photons, are smeared with the energy reso-
lution, parametrised according to results from
full simulation of the hadron calorimeters [2-
4]. Two options can be invoked: low luminosi-
ty and high luminosity. In the latter case, the
expected effects from pile-up are included in
the parametrisation of the resolution. The measured momenta from non-isolated muons which
fall inside the cluster cone and are within |η|< 2.5 is added to the smeared cluster energy. Re-
construction with the JetFinder library [2-18] of alternative jet algorithms is also implemented.

2.5.5 Jet energy recalibration

The effect of the energy loss outside the cone is
corrected using a pT

jet-dependent calibration
factor, calculated as an average pT

parton/pT
jet.

The set of calibration factors, separately for b-
jets and light-quark jets, is provided in the
supplementary package ATLFAST-B. Table 2-6
shows the expected mass resolution, accept-
ance and peak position for the WH process.
This calibration is process independent, how-
ever it might be optimised depending on the
average pT of the initiating partons.

In some cases, for the reconstruction of high-mass resonances, a better procedure is to collect
into a cluster the jets reconstructed inside a larger cone, e.g. ∆R = 0.8, and applying recalibration
to clustered jets only. Table 2-7 compares the resolutions and acceptances obtained for H → bb
reconstruction with mH = 400 GeV (the intrinsic Higgs width was set to zero for this compari-
son).

Table 2-6 Reconstructed mass peak position and rms

width for generated WH events with mH = 100 GeV.

Final state

<mjj>

(GeV)

σm
(Gev)

Acceptance in

mH ± 20 GeV

H → bb 103.0 12.5 90%

H → uu 100.7 8.2 86%

H → gg 101.3 11 79%

Table 2-7 Mass resolution and acceptance for recon-

structed WH decays with H → bb, using standard rec-

alibration and clustering algorithm.

mH = 400 GeV

σm
(GeV)

Acceptance in

mH ± 2σm

Standard recalibration 52 82%

Clustered jets 45 77%
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2.5.6 b-tagging

Of special interest are jets originating from
b-quarks (so-called b-jets) which can be identi-
fied using b-tagging techniques (vertex or soft-
lepton tags). The package labels a jet as a b-jet,
if a b-quark of pT > 5 GeV (after final-state ra-
diation) is found in a cone of ∆R = 0.2 around
the reconstructed jet for jets with |η|< 2.5.
These criteria have been discussed in more de-
tail in [2-2]. Jets originating from c-quarks are
labelled as c-jets if similar criteria are satisfied.

ATLFAST does not include efficiencies for b-jet tagging or non-b jet rejection. In the supplemen-
tary package ATLFAST-B, for b-labelled jets, efficiencies for tagging and inefficiencies for mis-
tagging c-jets and other jets have been parametrised as pT-dependent functions. These
parametrisations can be applied randomly by the user during event analysis (Table 2-8 shows
the nominal parametrisation averaged over pT). Detailed comparisons between these parametri-
sations and results from b-tagging algorithms for the fully simulated events, as presented in
Chapter 10, can also be found in [2-11].

2.5.7 τ-tagging and τ-veto

Jets originating from τ-decay (so-called τ-jets), can be identified in the case of hadronic τ−de-
cays. A systematic study of the ATLAS potential for τ identification has been documented
in [2-19] (see also Section 9.1.5). In the case of fast simulation, τ-jet candidates are τ-labelled if
the hadronic τ-decay product(s) is relatively hard (default: pT

τ-had > 10 GeV), inside tracking
range (|η|< 2.5), dominates reconstructed jet (default: pT

τ-had/pT
jet > 0.9) and within jet cone

(default: ∆Rjet, τ-had < 0.3). These criteria are consistent with the identification procedure of fully
simulated events. The efficiency for τ-labelling is 92% for τ-hadronic decays from A → ττ and
for mA = 300 GeV.

A τ-veto can be useful for the rejection of backgrounds containing τ-leptons. A more detailed
study of the τ-veto was done using A → ττ events and a large sample of jet events, as presented
in [2-19], using cut-offs on the electromagnetic radius and on the number of associated tracks
with pT

track >1 GeV. As an example, for pT
cluster > 60 GeV, εveto,jet = 90% with εveto,τ = 5% can be

achieved.

ATLFAST does not correct for efficiencies for τ-jet identification or other jet misidentification.
For τ-labelled jets, the efficiencies for τ tagging and mistagging have been parametrised [2-19]
and are available in supplementary package ATLFAST-B.

2.5.8 Track reconstruction

The track reconstruction is provided for charged, stable particles inside the Inner Detector cov-
erage. Reconstructed track parameters (d0, b, φ, cot(θ), q/pT) are smeared with parametrisation
from [2-17] as derived from the studies for the Inner Detector TDR [2-2]. Parametrisation for

Table 2-8 Assumed nominal performance for b-tag-

ging of b-labelled jets at low and high luminosity

Efficiency Low luminosity High luminosity

εb 60% 50%

εc 10% 10%

εj 1% 1%
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muons, pions (including tails) and electrons (including bremsstrahlung) as well as the respec-
tive reconstruction efficiencies, are available. This implementation is dedicated mainly to the B-
physics studies.

2.5.9 Missing transverse energy

The missing transverse energy, ET
miss, is calculated by summing-up the transverse momenta of

identified isolated photons, electrons and muons, jets, b-jets and c-jets, and of non-isolated
muons not added to any jet cluster. Finally, the transverse energies deposited in cells not used
for cluster reconstruction are also included in the total sum. Transverse energies deposited in
unused cells are smeared with the same energy resolution function as for jets. In case of high lu-
minosity, pile-up is included in the smearing parametrisation for energy deposited in unused
cells. From the calculation of this total sum ET

obs the missing transverse energy is obtained,
ET

miss = ET
obs, as well as its components, px

miss = −px
obs, py

miss = −py
obs. The ET

miss resolution
given by ATLFAST for di-jet events with pT > 17 GeV at low luminosity, σmiss = 5.7 GeV, is con-
sistent with what is expected from the full simulation of the ATLAS detector (see Section 9.1.5).
Since ATLFAST is not adding pile-up to cells which remain empty after particle energy deposi-
tion, the high-luminosity result of σmiss = 11.3 GeV represents an optimistic estimate.

2.5.10 Trigger selections

A primitive trigger routine to validate selected physics events can be invoked after each event
has been analysed by the algorithm. This routine is not meant to cover the complete trigger
menus, but rather to eliminate events which have essentially no chance of passing the LVL1 and
LVL2 trigger as specified in the trigger menus today [2-20] (see also Section 11.7.3). It is more
specifically dedicated to SUSY-particle searches, which will include many complex topologies
of the type: n-jets + m-leptons + ET

miss.

The proposed trigger selection is aimed at being compatible with the present LVL1/LVL2 un-
derstanding; slightly lower thresholds than in [2-20] are used for some cases where it might turn
out to be justified from the physics and where it is not clearly impossible to implement. Three
classes of trigger particles are used for low- and high-luminosity performance: isolated elec-
trons and photons, muons and jets. For muons, a parametrised trigger efficiency, as studied
in [2-6], is included. For electrons/photons and jets a trigger efficiency of 100% is assumed.

2.5.11 Mass reconstruction in multi-b-jet channels

To illustrate the consistency between fast and full simulation and reconstruction (see also
Section 9.3) the mass reconstruction of the WH with H → bb process with mH = 100 GeV is pre-
sented in Figure 2-2. Jets with pT > 15 GeV before energy recalibration are accepted and the effi-
ciency for reconstruction is about 80% per b-jet from fast and full simulation. The mass peak can
be reconstructed with an expected resolution of ~15 GeV with full simulation (resp. 12.5 GeV
with fast simulation) and a correct position of the peak in the distribution (after jet energy recal-
ibration), nevertheless with a some fraction of the signal appearing as non-Gaussian tails. Most
of these effects can be attributed to the final-state radiation and hadronisation, as discussed in
detail in [2-11]. More details on the comparison between full and fast simulation and reconstruc-
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tion for multi-b-jet final states of Higgs-boson decays can be found in [2-16]. Some benchmark
numbers, illustrating the good agreement between fast and full simulation, are collected in
Table 2-9.

Table 2-9 Acceptances and resolutions for full and fast simulation of several Higgs-boson signatures in multi-b-

jet channels for low-luminosity operation (the b-tagging efficiency is not included). When two resonances are

present, the second one is reconstructed after applying a mass constraint on the first one.

Reconstructed events b-jets

Resonance 1

σm
(GeV)

Resonance 1

Acceptance

in ±2σm

Resonance 2

σm
(GeV)

Resonance 2

Acceptance

in ±2σm

WH with H → bb (see Section 19.2.4.2)
(mH = 100 GeV and pT

jet > 15 GeV)
Full simulation
Fast simulation

2 b-jets

65%
65%

H → bb

14.7
12.5

H → bb

89%
90%

WH with H → bb (see Section 19.2.4.2)
(mH = 400 GeV and pT

jet > 75 GeV)
Full simulation
Fast simulation

2 b-jets

72%
71%

H → bb

45
40

H → bb

84%
73%

A → Zh → llbb (see Section 19.3.2.10)
(with mA = 300 GeV)
Full simulation
Fast simulation

2 b-jets

61%
64%

h → bb

11.2
10.1

h → bb

80%
82%

A → Zh

8.6
7.8

A → Zh

71%
75%

H → hh → bbbb;
(mH = 300 GeV and pT

jet > 15 GeV)
Full simulation
Fast simulation

4 b-jets

40%
45%

h → bb

9.2
8.7

h → bb

89%
87%

H → hh

13.1
12.8

H → hh

82%
83%

ttH with H → bb (see Section 19.2.4.3)
(mH = 100 GeV)
Full simulation
Fast simulation

4 b-jets

25%
32%

t → jjb

11.7
10.0

t → jjb

75%
80%

H → bb

20.0
19.0

H → bb

66%
65%

tt with single top reconstruction
(pT

jet > 40 GeV)
Full simulation
Fast simulation

2 b-jets

37%
43%

W → jj

8.1
7.3

W → jj

87%
82%

t → jjb

13.4
11.4

t → jjb

83%
78%
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tion of the ATLAS detector (see Section 9.3.2).
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3 Inner Detector

3.1 Introduction

The ATLAS Inner Detector (ID) and its performance were described extensively in the ID TDR
[3-1][3-2]. In this chapter, a summary of the results which are of most interest to physics analy-
ses is given. In addition, updates arising from changes in the layout and further study are in-
cluded. Despite various layout changes, the resolutions of the subdetectors and the number of
hits on tracks have changed very little, hence the overall performance expected of the ID is very
similar to that presented in the ID TDR.

The current baseline layout of the ID is described in Chapter 1. The ID consists of three subde-
tectors covering the range |η|≤ 2.5. The inner subdetector consists of three layers of pixel detec-
tors, with a layer at a radius of 4 cm, called the B-layer, which is vital for good vertexing. Each
pixel is 50 µm wide in Rφ and 300 µm long. The SemiConductor Tracker (SCT) consists of four
double layers of silicon strips. Each double layer consists of strips aligned in the azimuthal di-
rection and strips rotated by a 40 mrad stereo angle with respect to the first set. The strips have
an 80 µm pitch and are 12 cm long. The Pixel and SCT subdetectors are jointly referred to as the
Precision Tracker. The outer subdetector, the Transition Radiation Tracker (TRT), consists of ~36
layers of 4 mm diameter straw tubes with resolutions ~200 µm, interspersed with a radiator to
stimulate transition radiation (TR) from electrons. There are two thresholds for recording hits,
the high threshold being used to detect TR photons.

In Chapter 1, the 98_2 layout, as described by the GEANT simulation and which was used ex-
tensively for the studies of this report, is shown. The differences between this layout and the
current baseline layout are explained in a subsequent section.

Figure 3-i shows an example of the decay  in the Inner Detector.

3.1.1 Test-beam results

Pre-production modules are not yet available for the ID subdetectors. Nevertheless, there have
been extensive tests of prototypes in test-beams. The hit resolution of the silicon detectors (pix-
els and strips) is well described by the pitch divided by : for the Pixels, see Chapter 8 of [3-
3]; for the SCT see Chapter 3 of [3-1]. Because of the long pulse-lengths in the TRT, the readout
of the TRT straws is sensitive to overlapping hits and consequently deteriorates at higher lumi-
nosities. A comparison between test-beam and the simulation for single straws as well as the lu-
minosity dependence of the drift-time resolution can be found in Chapter 3 of [3-1].

Test-beam results for the TRT prototypes to study the transition radiation (TR) performance are
discussed in more detail in Section 3.4.2.

3.1.2 Pattern recognition programs

Three pattern recognition programs (iPatRec, PixlRec and xKalman) have been used extensively
to study the ID performance. These programs were described in some detail in Section 2.5.2 of
the ID TDR and only a brief summary is given in this report. iPatRec searches for tracks using
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space-points formed in the Pixels and SCT. Candidates are extrapolated to the TRT and drift-
time hits added. This code is partially written in C++. PixlRec searches for tracks in the Pixels.
Candidates are then extrapolated to the SCT. The Kalman Filter is used at the end of the pattern
recognition phase to improve the track, add TRT hits and produce the final fit. xKalman search-
es for tracks in the TRT using fast histogramming of straw hits. Candidates are extrapolated to
the SCT and Pixels to provide confirmation. The improved tracks are then extrapolated back
into the TRT and drift-time hits added. Kalman Filtering techniques are used to extrapolate the
tracks and remove wrong hits. At the time of writing, a new version of the code has been pre-
pared in C++.

In addition, a program called ASTRA [3-4] has been used recently. ASTRA is an OO pattern rec-
ognition program designed and written in C++. It relies on iPatRec to provide space-points as
input and returns track candidates which are fitted by iPatRec. The performance both in results
and CPU-time consumption is very similar to that found by iPatRec.

The various programs have different advantages, for example xKalman is fast because it bene-
fits from the histogramming in the TRT; iPatRec is less sensitive to interactions or bremsstrahl-
ung. Nevertheless, the different programs have similar performance since they use the Precision
Tracker to resolve ambiguities. In the future, effort will be made to consolidate the good features
of the different programs.

3.1.3 Standard track quality cuts

Track quality cuts have been developed in the context of b-tagging (see Section 5.2 of the ID
TDR). These cuts prove very useful in general, especially when it is important to ensure that a
track comes from the primary vertex or a short-lived particle, such as a b-hadron. These cuts are
particularly valuable in rejecting conversion electrons and they help to reduce the background
to prompt muons from π/K decays. The basic track quality requirements are as follows.

• Number of precision hits ≥ 9 (out of a maximum of ~11, ignoring overlaps).

• Number of pixel hits ≥ 2 (out of a maximum of 3, ignoring overlaps).

• At least one associated hit in the B-layer.

• Transverse impact parameter < 1 mm.

Where it is important to ensure high track quality or the TRT transition radiation information is
required, an additional cut on the TRT has been found to be useful. The extended track quality
cuts have in addition.

• Number of TRT straw hits ≥ 20.

3.2 Detector layout

The detector layout was described in detail in the ID TDR [3-1][3-2]. There has been some evolu-
tion since then and summary of the design is given in Chapter 1.
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3.2.1 Evolution since the ID TDR

A number of simulated layouts have been used for recent studies. These are:

ID TDR (96_12) This layout was used for the ID Performance TDR, Vol I. It did not com-
pletely correspond to the hardware description in Vol. II, because of time
delays.

97_6 This layout corresponds to the hardware description in ID TDR, Vol. II [3-
2].

98_2 This layout is identical to 97_6 for the ID description.

Pixel TDR This layout was updated from 97_6 to describe the layout in the Pixel TDR
[3-3].

Material Report This layout was updated from Pixel TDR layout. It provides the best exist-
ing description of the ID material [3-5].

Current This is the current baseline layout, as described in Chapter 1.

The majority of studies undertaken for this report have used the 98_2 (97_6) layout. The princi-
ple differences of the various layouts are described below. For the studies described in this
chapter, the differences in the layout are highlighted if the effects are significant.

Following the ID TDR layout, the 97_6 (equivalent to 98_2) layout was developed to include a
change in the sign of the tilt angle of all pixel detectors to reduce cluster sizes, and an improved
description of the ID services and the ID material. For the Pixel TDR, the layout was updated to
include a new module design with thicker detectors, the change from four to five pixel disks in
each end-cap, and small modifications to the barrel radii, number of ladders and detector tilt
angles.

The design of the ID is now very close to being finalised. The 4th and 5th pixel disks have been
moved to |z|< 78 cm to ensure that the Pixel system is contained within the ID barrel to avoid
the beam pipe supports having to penetrate the Pixel end-caps. This only affects |η|> 2.0. Pos-
sible changes which are being evaluated include: extending the length of the pixel diodes to en-
sure that the electronics can be fitted into the design (see Section 3.2.1.2), fine-tuning of the SCT
wheel positions to ensure hermeticity, and moving the non-emission getter (NEG) pumps into
smaller |z| (see Section 3.2.1.1).

3.2.1.1 TRT rates

The performance of the TRT depends critically on the hit rates in the straws. Figure 3-1 shows a
comparison of the rates from the current best description of the ID material (corresponding to
the so-called Material Report Layout) with the rates from the time of the ID TDR. Additional
material in the ID volume increases the rate of secondaries, but this has been compensated by
small reductions in the straw lengths. The net result is that the rates are little changed.

A further development which could affect the TRT rates is modifications to the beam pipe and
the associated vacuum equipment. The non-emission getter (NEG) pumps consist of a thin layer
of zirconium alloy sputtered on constantan strips placed on the inner surface of the beam pipe
[3-7]. The main material components are the vacuum jacket and heaters. These pumps are de-
signed to remove gas from inside the beam pipe. If they could be moved to smaller |z|, it may
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be possible to avoid a bake-out of the beam pipe, which would necessitate the removal of the B-
layer or the addition of unwanted insulation. Apart from significant mechanical considerations,
this would have consequences for the backgrounds in the detector.

The beam pipe is modelled as 1 mm of beryllium. In one model, the NEG pumps can be repre-
sented as an additional 1 mm of beryllium at the radius of the beam pipe and with |z|≥ 70 cm.
The increase in the TRT hit rate from secondaries at high luminosity is shown in Figure 3-2. The
increases are 10-15% of the expected rates. Although not being catastrophic, increased hit rates
will result in some degradation of performance.

Changes to the beam pipe would also affect the impact parameter resolution. If the thickness of
the pipe were doubled, then at |η|= 0, the multiple scattering term in the transverse impact pa-
rameter resolution would increase by 2.2%. A similar change would be expected if the radius of
the beam pipe were increased from 25 mm to 35 mm.

3.2.1.2 Changes to the Pixels

It may prove necessary to increase the length of the pixel diodes. To study this in the simulation,
the pixel dimensions were changed from 50×300 µm2 to 50×400 µm2. The changes in the trans-
verse resolutions are fairly small, although not negligible due to charge sharing effects. Larger
effects are seen in the longitudinal resolution, although the effects are less than might be expect-
ed, again due to charge sharing. Figures 3-3 and 3-4 show the comparison between the shorter
pixels (used for all studies to date) and the longer pixels. While it may be necessary to lengthen
the pixels, subsequent advances in technology may allow the detectors used for the B-layer to
be constructed with 50×300 µm2 diodes at a later date. This would maintain the better impact
parameter performance, since the resolutions are dominated by the design of the B-layer.

Figure 3-1 TRT hit rates at high luminosity. Compari-

son is made between the layout using the current best

estimate of the material in the ID volume and the lay-

out used for the ID TDR. The horizontal axis corre-

sponds to layer number: in the barrel this corresponds

to radius; in the end-cap this corresponds to z.

Figure 3-2 Increase in TRT hit rate arising from

extended NEG pumps at high luminosity. The horizon-

tal axis corresponds to layer number: in the barrel this

corresponds to radius; in the end-cap this corresponds

to z.
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3.2.2 Material distributions

Since the ID TDR, there have been two studies
of the material in the ID. The first was in Au-
tumn 1997 where the possibility of reducing
the number of precision layers [3-6] was con-
sidered. At that time, the description of the
material was improved to bring the simulation
in line with the engineering design presented
in the ID TDR [3-2], resulting in layout 97_6
(equivalent to 98_2). The net increase in the
Precision Tracker was small, but there was an
increase of ~9% X0 for 0.8 <|η|< 1.9 in the
TRT. The second study in Spring 1998 pro-
duced the Material Report Layout [3-5] where
there was an increase ~5% X0 for |η|> 1.9 in
the Precision Tracker, with little net change in
the TRT. Changes in the ID services outside
the TRT have a relatively small effect on the
performance of the ID and EM Calorimeter.
The greatest sensitivity is to material within
the volume of the silicon detectors, where the
net increase from the ID TDR averaged over
|η|< 2.5 is ~2% X0 giving ~27% X0; the corre-
sponding numbers including the TRT are
~5% X0 and ~48% X0 respectively.

Figure 3-5 shows the material distribution for the ID corresponding to the 98_2 layout. This lay-
out has been used for much of the simulation described in this report and provides a reasonable
estimate of the material to be expected in the final design.

Figure 3-3 Transverse impact parameter resolution

for high-pT tracks. Comparison is made between 300

and 400 µm long pixels.

Figure 3-4 Longitudinal impact parameter resolution

for high-pT tracks. Comparison is made between 300

and 400 µm long pixels.
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3.2.3 Magnetic field

The ATLAS solenoid [3-8] is 5.3 m long, compared with the 6.7 m length of the tracking volume
of the Inner Detector. Consequently, the field deviates significantly from uniformity. Maps of the
field are shown in Figures 3-6 and 3-7. The maximum value of the field depends on the current
in the solenoid. The current proposed for the solenoid is that which would be required to pro-
duce a uniform 2 T field in an infinite solenoid in the absence of magnetic materials. With the
same current, the maximum field in ATLAS will be about 2.09 T – this is enhanced by the iron in
the Hadronic Calorimeter. It can be seen that Bz falls to about 1.0 T at the end of the solenoid
and 0.5 T at the end of the detector. BR becomes important for |z|> 2 m, with a maximum of
~0.8 T at the coil aperture.

The consequences for the performance of the deviation of the field from uniformity are not ma-
jor – the main effect is the need for more complex tracking algorithms which are consequently
slower (this is a concern for the LVL2 trigger [3-9]). Most of the simulations discussed in this re-
port has been performed with a uniform 2 T field. However, the track parameter resolutions
presented in Section 3.3.1 explicitly show the effects of the solenoidal field, while the conse-
quences for pattern recognition are examined in Section 3.5.4.

3.3 Reconstructed track parameters

The resolutions of the fitted track parameters are considered in this section. All results are
shown for low luminosity. At high luminosity, there should be little effect on the hit resolutions
of the silicon detectors. However, the spatial resolution of the TRT straws will be degraded (see
Chapter 3 of [3-1]). The effects will be greatest at lower radii although these straws are less criti-
cal in the determination of the track parameters. Hence the net degradations expected at high
luminosity are not great, as was shown in Chapter 4 of [3-1].

Figure 3-6 Bz as a function of z and R. Figure 3-7 BR as a function of z and R.
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3.3.1 Muons

The track parameter resolutions have been estimated using the analytic calculations which were
outlined in Chapter 4 of [3-1]. These calculations were shown to be in good agreement with a
full simulation. Any small discrepancies between the full simulation and the analytic calcula-
tion are probably no bigger than the uncertainties of the real detector performance.

The calculations were updated to allow for an improved understanding of the material distribu-
tions and for the modifications to the Pixel layout. The net result of all changes relative to the ID
TDR [3-1] is small. The largest changes are in the impact parameter resolutions caused by mod-
ifications to the Pixel layout. The transverse resolution at high pT has improved slightly while
the longitudinal resolution is slightly deteriorated. At low pT, the resolutions are degraded by
increases in the material in the Pixels. Detailed comparisons can be found in the Pixel TDR [3-3].

In the ID TDR, the parameter resolutions were shown for a uniform 2 T magnetic field. In the
plots which follow, the baseline configuration is with the solenoidal field which will exist in AT-
LAS. For this simulation, the field was scaled to a maximum value of 2 T. Where appropriate, a
transverse beam constraint has been included in the calculations.

3.3.1.1 Resolution in 1/pT

Figure 3-8 shows the resolution in 1/pT. The degradation in resolution caused by the solenoidal
field compared to the uniform field is clearly visible for |η|> 1.5. The use of the beam con-
straint improves the resolutions by a few percent.

3.3.1.2 Resolution in φ

Figure 3-9 shows the resolution in φ. The degradation in resolution caused by the solenoidal
field is only apparent at high pT. The improvement obtained from the beam constraint is signifi-
cant at lower pT.

3.3.1.3 Resolution in cot θ

Figure 3-10 shows the resolution in cot θ. Measurements in the R-z plane are fairly insensitive to
the distortions in the B-field and the use of a transverse beam constraint.

3.3.1.4 Resolution in d0

Figure 3-11 shows the resolution in d0. Since the determination of d0 is dominated by measure-
ments near the primary vertex, a region where the B-field is fairly uniform, there is a relatively
small dependence on the field distortions. The performance seen at high pT and high pseudora-
pidity is slightly different from that found in the full simulation (see Figure 3-3) because of the
analytic calculation represents the B-layer Rφ resolution as a constant, whereas in the full simu-
lation, there is a small degradation associated with charge sharing.
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3.3.1.5 Resolution in sinθ × z0

Figure 3-12 shows the resolution in z0. What is generally of most interest is the projection of z0
on to the plane transverse to the track direction – this is achieved by multiplying by sin θ. This
corresponds to the measurement which is of most interest for vertexing and b-tagging and can
be compared more directly with the transverse impact parameter d0.

3.3.1.6 Simple parametrisations

If the features of the tracking system (the position and resolution of measurements, the location
of material and the B-field) are uniform as a function of the transverse radius R, the resolutions
can be expressed approximately in a simple form A ⊕ B/pT [3-10]. This uniformity is achieved
by design to a good approximation; however it deviates from this due to a reduced radial lever-

Figure 3-8 pT resolution as a function of |η| for muons of various momenta. Results are shown for a solenoidal

field without (circles) and with (squares) a beam constraint, and for a uniform field without a beam constraint (tri-

angles).
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arm at high |η|, variations in detector spatial resolution as a function of |η|, a complex mate-
rial distribution aimed at minimising material and including services, and a non-uniform field.
Approximate forms for the resolutions as a function of pT (in GeV) and θ for a solenoidal field
without a beam constraint are:

Figure 3-9 Azimuthal resolution as a function of |η| for muons of various momenta. Results are shown for a

solenoidal field without (circles) and with (squares) a beam constraint, and for a uniform field without a beam

constraint (triangles).
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The coefficients have been determined from tracks in the barrel with pT = 1 and 1000 GeV.

Without the above approximations, the complete resolutions obtained for muons from the ana-
lytic calculation have been parametrised as a function of pT and |η| for various configurations
[3-11][3-12] so that they can be used for fast simulation with the ATLFAST package (see
Section 2.5). The pT-dependence of the impact parameter resolutions is shown in Figures 3-13
and 3-14.

Figure 3-10 cot θ resolution as a function of |η| for muons of various momenta. Results are shown for a solenoi-

dal field (circles) and for a uniform field (triangles) without a beam constraint.
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3.3.1.7 Correlations

The most important correlations occur between parameters in the transverse x-y plane (1/pT, φ,
d0) and between those in the R-z plane (cot θ, z0); however the two sets of measurements are
largely decoupled. Figure 3-15 shows the normalised correlation coefficients for very low and
very high pT. At low pT, the fitted angles and impact parameters are strongly correlated since
they are dominated by the scattering in the material at the lowest radius (in particular in the B-
layer).

Figure 3-11 Transverse impact parameter (d0) resolution as function of |η| for muons of various momenta.

Results are shown for a solenoidal field (circles) and for a uniform field (triangles) without a beam constraint.
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3.3.2 Other particles

The resolutions shown in the previous sections correspond to muons. These represent charged
particles in the idealisation that there are no interactions other than multiple scattering. The dis-
tributions of reconstructed muon track parameters are very close to Gaussian, and in the ab-
sence of pattern recognition problems, do not have any significant tails (see Figures 3-19 and 3-
20). In the ID TDR, it was shown that the fractions of tracks beyond 3σ in 1/pT or d0 are typically
~2% (see Section 5.1.2.1 of [3-1]). Small deviations from true Gaussian distributions arise from
non-Gaussian components in the simulation of multiple scattering and from an incomplete de-
scription of the simulated material in the track fitting.

Figure 3-12 Longitudinal impact parameter (z0) resolution projected transversely to the track direction as func-

tion of |η| for muons of various momenta. Results are shown for a solenoidal field (circles) and for a uniform field

(triangles) without a beam constraint.
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3.3.2.1 Pions

The probability for a pion to have a nuclear interaction is between 10 and 20% (see Chapter 3 of
[3-1]). Interactions can cause tracks to be lost or produce tails in the reconstructed parameters.
When track quality cuts (see Section 3.1.3) are applied, there is a reduction in track finding effi-
ciency compared to muons (see Section 3.5.1.1) and the tails are greatly reduced. Consequently,
the reconstructed pion track parameter distributions are very similar to those of muons (see
Section 3.3.2.3).

For B physics studies using the fast simulation with the ATLFAST package, it is important to
have a parametrised description of the pion track parameters for pions produced at or close to
the primary vertex as well as for those which may be produced in the volume of the ID (arising
from decays for example). Hence the distributions of track parameters for single pions and
pions from decays were studied, using looser cuts to retain the decay pions. The track pa-
rameters were parametrised by the sum of two Gaussians as a function of pT, |η| and the pro-
duction radius [3-12][3-13]. Nominally, the Gaussians describe separately the core and tail of the
distributions, although, in practice, there is a significant correlation between the two and hence
the interpretation of the parameters is not straightforward. Both Gaussians describe the five fit-
ted track parameters and their correlations and the relative amplitude is determined by a fit to
the impact parameter distributions. Further examples showing the comparison between full
and fast simulation related to pions can be found in Section 17.2.2.2.

3.3.2.2 Electrons

An electron traversing the ID will emit bremsstrahlung as it crosses the material (see Figures 7-1
and 7-2 in Chapter 7). This introduces distortions to the track which cause the resolutions of the
fitted parameters to be degraded and the reconstructed parameters to be biased. By using the
so-called ‘bremsstrahlung recovery’ procedures (discussed in Section 7.2.1.1), it is possible to
improve on average the reconstructed electron track parameters compared to the results which
would be obtained using the same fitting procedure adopted for minimum ionising (non-radiat-
ing) particles. In what follows, electron track parameters have been obtained using bremsstrahl-
ung recovery in the ID alone, as implemented in xKalman.

Figure 3-13 d0 resolution as a function of pT. Figure 3-14 z0 resolution as a function of pT.
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Figure 3-16 shows distributions for the reconstructed electron pT. The distributions are signifi-
cantly non-Gaussian (even for 1/pT) due to the bremsstrahlung which increases the track curva-
ture causing the electrons to be reconstructed with a lower pT. Since the radiation is almost
collinear with the electron, it significantly affects all of the reconstructed track parameters in the
bending plane (1/pT, φ, d0), but hardly affects those in the non-bending plane (cot θ, z0). The
correlation between the reconstructed transverse impact parameter and the reconstructed pT is
shown in Figure 3-17. The scatter plot exhibits structure (bands running top-left to bottom-right,
at different angles) which corresponds to hard bremsstrahlung from different planes of material
in the Precision Tracker.

Using distributions like those above for a variety of generated pT’s, parametrisations of the re-
constructed electron track parameters were derived as a function of pT and |η| [3-12] so that
they could be used for fast simulation with the ATLFAST package. For a given electron track,
the parametrisation is derived from the location of a single hard bremsstrahlung chosen ran-

Figure 3-15 Correlations between track parameters for muons with pT = 1000 GeV (filled circles) and 0.5 GeV

(empty circles) in a solenoidal field without a beam constraint.
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domly from the appropriate distribution. Plots showing the agreement between the full and fast
simulation are shown in Figure 3-18. Further examples showing the comparison between full
and fast simulation related to electrons can be found in Section 17.2.2.1.

3.3.2.3 Comparison between muons, pions and electrons

Figures 3-19 and 3-20 compare the reconstructed 1/pT and d0 distributions for muons, pions
and electrons. The muon distributions are very Gaussian, the pion distributions have small tails
while the electron distributions are significantly distorted. To compare the distributions, Gaus-
sian fits were made to the cores of the distributions in exactly the same way for muons, pions
and electrons. Since the electron distributions are significantly skewed, it was not simple to
choose the range for the fit: for the ∆1/pT (∆d0) distribution, the fit was made in the range ±1
(±2) times the rms centred on the peak. The fitted quantities were: the position of the peak, the
rms and the tail fraction. The tail fraction was calculated as the fraction of the area of the distri-
bution not contained in the Gaussian fit when extended over the complete range.

In Figure 3-21, these quantities are shown for 20 GeV pT particles. The distributions for cot θ
and z0 are very similar for all particles. It can be seen that the peaks of the distributions are well
centred for muons and pions, but there are significant biases for electrons. The resolutions for
muons and pions are similar, but significantly worse for electron tracks. While the muons and
pions have tails which are at the level of a few percent (these tails are sensitive to the fit range
and are measures of the deviation from a perfect Gaussian; the actual number of muon ‘outliers’
is very small), the electron tails are very significant. Similar effects are seen at pT = 1 GeV, al-
though the electron tails are reduced by about a third.

Figure 3-16 Ratio of reconstructed pT to true pT for

electrons of various pT’s, averaged over |η|. The distri-

butions are normalised to the same area.

Figure 3-17 Difference between the reconstructed

and true transverse impact parameter vs the ratio

between the reconstructed and true pT for 20 GeV

electrons.
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3.3.3 Charge determination

The specification on the pT resolution (at high pT) is set by the desire to be able to investigate the
charge asymmetries in the decays of possible heavy gauge bosons W’ and Z’. It is required that
at pT = 0.5 TeV, the sign of an electron should be determined to better than three standard devia-
tions, corresponding to a misidentification probability of 0.13%. This means that the intrinsic
resolution σ(1/pT) should be at least as good as 0.6 TeV−1. From Figure 3-8 (pT = 1000 GeV), it
can be seen that this is satisfied for muons up to |η|~ 2.2, beyond which the resolution de-
grades like 1/R2 due to the reduced lever-arm as tracks fail to cross the full radial extent of the
ID.

Figure 3-18 Differences between the reconstructed and true values of 1/pT and transverse impact parameter

for pT = 1 and 20 GeV electrons. Comparison is made between fully simulated electrons (solid lines) and the

fast simulation as used in ATLFAST (dashed lines). The fully simulated histograms are normalised to the same

area as the fast simulation.
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For electrons, the reconstruction of tracks is
complicated by bremsstrahlung and subse-
quent conversions. In reducing the electron’s
momentum, the bremsstrahlung can also im-
prove an electron’s charge determination. Pile-
up does not affect the charge measurement
significantly. More details can be found in
Section 4.2 of [3-1].

Using full simulation with additional smear-
ing on 1/pT to allow for the solenoidal field,
the wrong sign fraction for electrons and
muons (after a beam constrained fit) has been
found as a function of pT. The results, aver-
aged over |η|≤ 2.5, are shown in Figure 3-22
and summarised in Table 3-1. The muons are
well described by the intrinsic resolution; for
electrons, this is only true at very high pT. The
effect of the B-field distortions is not great. Al-
though the specification is not actually met for
electrons, mainly because of tails arising from
bremsstrahlung, the determination of the elec-
tron charge appears to be perfectly satisfactory up to ~1 TeV. The muon charge will be deter-
mined by the Muon System.

Figure 3-19 Difference between the reconstructed

and generated 1/pT for single 20 GeV negatively

charged particles.

Figure 3-20 Difference between the reconstructed

and generated transverse impact parameter for single

20 GeV negatively charged particles.
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Figure 3-21 Comparison of fitted parameters for distributions of the reconstructed 1/pT and d0 for muons (cir-

cles), pions (up-triangles) and electrons (down-triangles) all with pT = 20 GeV. See text for more details.
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3.4 Particle identification in the TRT

3.4.1 Use of transition radiation

The measurement of transition radiation (TR) in the TRT provides separation between hadrons
and electrons. The emission of TR photons is a threshold effect which depends on the relativistic
velocity p/m (and not pT/m) and which turns on for βγ > ~1000 (see [3-14] for more details of the
mechanism). Nevertheless, since pT is the quantity of interest for many physics studies, the TR
performance is examined as a function of pT rather than p. The TR performance was discussed
in Section 4.6 of the ID TDR [3-1]. In this section, a summary of the pion rejection is given.

Rejection against charged pions is achieved by counting the fraction of TRT straws which have a
high-threshold (TR) hit. This has been studied for tracks which pass the extended ID track qual-
ity cuts described in Section 3.1.3, however, the results are not sensitive to the details of these
cuts. Cuts on the fraction of TR hits as a function of pT and pseudorapidity have been developed
so as to maintain a specified electron efficiency for those electrons accepted by the quality cuts.
The results shown in this section come from the description of the TRT used for the simulation
at the time of the ID TDR and correspond to the physics studies presented in this report. Im-
provements in the understanding of the TR performance are discussed in Section 3.4.3.

Figures 3-23 and 3-24 show the pion efficiency for pT = 2 GeV and 20 GeV, respectively, for 90%
and 80% electron efficiencies. All the efficiencies are relative to the track quality cuts; to derive
the total efficiencies, the numbers must be multiplied by the efficiencies to pass the quality cuts.
The rejection, defined as the reciprocal of the efficiency, is best in the TRT end-cap where there is
more TR radiator and a longer path length. Some of the variation with |η| for fixed pT arises
from the fact that the TR rejection is more properly a function of p rather than pT. For |η|> 1.9,
particles leave the TRT through the last wheel and as pseudorapidity increases, the path length
decreases causing a reduction in the pion rejection.

Figure 3-25 shows how the pion rejection varies as a function of pT. As the electron pT increases
from 0.5 GeV, the electron radiation increases causing improved π/e separation. This is maximal
for pT around 2−5 GeV. At higher energies, the relativistic rise in dE/dx causes the pions to de-
posit more energy resulting in reduced separation. At high energies, p > 100 GeV, the pions emit
TR photons at a comparable rate to electrons causing the separation to vanish. The plots shown
so far correspond to single particles with no pile-up; the effect of pile-up can be seen in Figure 3-
26. At high luminosity, other particles, including electrons from conversions, deposit energy in

Table 3-1 Wrong sign fraction for high-pT muons and electrons. Numbers in brackets are what would be

expected from a Gaussian distribution with the nominal resolution.

pT (GeV) Wrong sign fraction (%)

Uniform B field Solenoidal B field

Muons Electrons Muons Electrons

500 0.04 (0.02) 1.2 (0.03) 0.2 1.4

1000 0.9 (0.9) 3.6 (1.2) 1.9 4.4

2000 9.2 (9.1) 11.5 (10.1) 11.6 13.3
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the straws crossed by the particles of interest. This causes an increase in the number of high
threshold hits for both pions and electrons, but the net effect is a degradation in the π/e separa-
tion.

Figure 3-23 Pion efficiency as a function of |η| for

pT = 2 GeV for two different electron efficiencies. The

efficiencies are relative; to get the total efficiency, the

values must be multiplied by the efficiencies to pass

the extended track quality cuts.

Figure 3-24 Pion efficiency as a function of |η| for

pT = 20 GeV for two different electron efficiencies.

Figure 3-25 Pion efficiency as a function of pT in vari-

ous pseudorapidity intervals for 90% electron effi-

ciency.

Figure 3-26 Pion efficiency as a function of |η| for low

and high luminosity for pT = 20 GeV for 90% electron

efficiency.
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3.4.2 Test-beam comparisons

The set-up used to make the test-beam measurements consisted of ten straws arranged one after
another along the test-beam axis so that a single track could pass through all ten straws. There
was a 2 cm gap between each straw into which samples of different radiator material could be
placed. Each straw was read out by an ADC which was calibrated to the energy deposition in
the straw. The set-up was studied with pions and electrons of 20 GeV in the H8 test-beam area.

Samples of 20 GeV pions and electrons were generated and tracked through a GEANT simula-
tion of the test-beam apparatus. TR photons were generated and hits created by them were re-
corded during the tracking procedure. The response of each straw to the charged tracks and the
TR photons impinging on it was calculated using a modified version of the TRT digitisation
procedure. The simulation routines were tuned empirically to match the measured test-beam
results. The comparison of data with Monte Carlo results is shown in Figures 3-27 (differential
energy deposition spectrum) and 3-28 (the integrated probability that the energy deposition ex-
ceeds a certain threshold). The overflows, which are not visible in Figure 3-27, are 0.015 and
0.115 for the pions and electrons respectively, to be compared with the values of 0.015 and 0.123
respectively from the simulation. The rise in the differential distribution at very low energies is
caused by the tracks which graze the straws very near the straw walls.

3.4.3 Improved simulation

Figures 3-29 and 3-30 show the expected TR performance after improvements in the TR simula-
tion, some of which are stimulated by the comparison of test-beam data with its simulation.
Compared with the performance shown in Section 3.4.1, the expected performance for
pT = 2 GeV (Figure 3-29) has improved by a factor of ~2 in the barrel region and degraded by a
factor of between 3 and 30 depending on pseudorapidity in the end-cap, although the best per-
formance, which is achieved around |η|= 1.7, is little changed. At pT = 20 GeV (Figure 3-30),

Figure 3-27 Energy deposition in TRT straws in the

test-beam set-up for electrons and pions. The areas

under the curves are normalised to unity. The associ-

ated lines come from the GEANT simulation.

Figure 3-28 Probability that the energy deposition in

TRT straws in the test-beam set-up exceeds the

threshold (indicated by the horizontal axis) for elec-

trons and pions. The associated lines come from the

GEANT simulation.
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the performance has improved by a factor of ~2 in the barrel region and degraded by a factor of
~4 in the end-cap. The degradation in the end-cap is mostly due to the inclusion of the exact ge-
ometry foreseen for the radiator stacks, normalised to the recent test-beam measurements (in
the ID TDR, the end-cap radiators were simulated as foam filling all the volume not occupied
by straws). Also included in the improved simulation was a detailed description of the modular
barrel TRT design including the carbon fibre module walls and inter-module gaps (in the ID
TDR, the barrel geometry was simulated in a simplified way without explicit modules but with
an equivalent amount of material) – this degrades the performance by ~20%. The other effects
are linked to the better description of the dE/dx for pions and electrons as obtained from the re-
cent test-beam measurements – this leads to a factor two improvement in rejection. A 5 keV sim-
ulated discriminator threshold was selected for identifying high threshold hits by
systematically varying the threshold so as to obtain the optimal pion rejection. It was found that
the rejection changes slowly as a function of this threshold.

3.4.4 Particle identification by dE/dx

No charged hadron identification has been foreseen in the Inner Detector, because it is not nec-
essary to fulfil the major physics goals of ATLAS. However, the absence of K-π separation is a
clear handicap for some B physics studies such as the measurement of sin(2α), where the signal
B0

d → π+π− channel is plagued by other two-body B decays involving kaons and protons (see
Section 17.2.3). Even a modest (~1σ) K-π separation in the momentum range 4−50 GeV would
help to separate statistically the signal contribution. Furthermore, the identification of highly
ionising massive particles would be useful in the search for new particles in Gauge Mediated
SUSY Breaking scenarios (see Section 20.3).

The design of the TRT allows for some K-π separation due to the significant relativistic rise of
the ionisation loss (a factor of ~1.7) and to the high number of straws crossed, even though no
pulse-height is measured. Three measurements can be used to estimate the specific ionisation:

Figure 3-29 Pion efficiency as a function of |η| for

pT = 2 GeV for two different electron efficiencies using

the improved TR simulation.

Figure 3-30 Pion efficiency as a function of |η| for

pT = 20 GeV for two different electron efficiencies

using the improved TR simulation.
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the fraction of ‘holes’ (i.e. the absence of low-threshold hits) on a track, the fraction of high-
threshold (TR) hits, and the measured drift-distance (both the shift and resolution of the drift-
distance depend on the amount of charge deposited in a straw).

In this section, the results of a preliminary study [3-15] are presented. Figure 3-31 shows the
probability to observe holes and high-threshold hits; Figure 3-32 shows the shift (and resolu-
tion) in the reconstructed drift-distance compared with the true value. Since the reconstruction
of hits assumes that the corresponding particle travelled from the collision point at the speed of
light, particles which travel more slowly will also give rise to reconstructed hits which are dis-
placed. The ionisation in a given straw depends critically on the distance of closest approach of
the particle to the wire and to the crossing angle with respect to the straw axis. Hence the meas-
urements which are made must be parametrised in terms of these two variables in order to ex-
tract the specific ionisation.

To obtain the shift of the measured drift-distance for each straw, the reconstructed drift-distance
was compared to that estimated from the track fit where the hit on that straw was excluded
from the fit. The resolution on the extrapolation is of the order of 100 µm (for a 5 GeV track), to
be compared with the 180 µm drift-distance resolution. The track fit itself is not affected by the
βγ dependence of the drift-distance as it is averaged with the left-right ambiguities. The track
crossing angle and closest distance to the wire, the residual on the drift-distance, and the pres-
ence of a hole or high-threshold hit for each TRT straw were combined in an unbinned maxi-
mum likelihood fit for a given track (more details can be found in [3-15]). The fitted parameter is
the logarithm of the 60% truncated-average energy deposit.

The performance of the algorithm was studied using full simulation for single particles with no
pile-up, with the straw and electronic response tuned on test-beam data. The resolution for the
logarithm of the energy deposit was found to be Gaussian (Figure 3-33) and independent of the
momentum. The p-K-π separation depends of the position on the Bethe-Bloch curve (Figure 3-

Figure 3-31 Hole and high-threshold hit probability as

a function of βγ, for a straw (radius 2 mm) crossed at

normal incidence at 1.5 mm (solid line) and 0.5 mm

(dashed line) from the wire.

Figure 3-32 Drift-distance shift and resolution as a

function of βγ, with the same conditions as in Figure 3-

31. For the curves showing the ‘shifts’, the lower

branches make no allowance for time-of-flight, while

the upper branches allow for an average flight dis-

tance of 150 cm.
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34) and is best around a momentum (p not pT) of ~5 GeV. At this momentum, the K-πseparation
is 0.9σ, while the p-πseparation is 1.4σ and the p-K separation 0.5σ. The K-πseparation drops to
0.5σ at 30 GeV momentum – this corresponds to a pT = 5 GeV particle at |η|= 2.5. If the drift-
distance information alone were used, the separation power would drop by only 10%, indicat-
ing that it is the most important single discriminant. Verification of this approach with test-
beam data remains to be done, as does the study of the identification of massive slowly-moving
particles.

3.5 Pattern recognition

The performance of the pattern recognition programs was extensively analysed in Chapter 5 of
the ID TDR [3-1] and [3-6]. To a large extent it has been found that iPatRec and xKalman give
similar performance, implying that what was being studied arises from the design of the detec-
tor, the interactions of particles with the detector and the topology of the events being consid-
ered. More recently, tests were made with ASTRA (see Section 3.1.2), which gives results which
are strongly correlated with those of iPatRec.

3.5.1 Isolated tracks

3.5.1.1 Basic results

The reconstruction efficiency for muons is determined mainly by the quality cuts (see
Section 3.1.3), while for pions and electrons, it depends strongly on the interactions which the
particles have with the detector and the magnetic field. It is important to contrast the efficien-
cies for track finding with some measure of the number of bad tracks found. Fake tracks are de-
fined as those where ≤50% of the hits come from a single particle or which are associated with a

Figure 3-33 Comparison between energy actually

deposited by a charged particle and the expected

energy corresponding to a pion mass hypothesis, for

pT = 5 GeV pions (dashed line) and kaons (solid line).

Figure 3-34 K-π, p-πand p-K separation as a function

of momentum.
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particle to which another reconstructed track is already associated. Even at high luminosity, the
rate at which the pattern recognition programs reconstruct fake tracks which pass the quality
cuts is very low: typically three orders of magnitude less than the rate of pile-up tracks and this
can be reduced further by cutting on the TRT information. In addition to fake tracks, spoilt
tracks are defined as those tracks whose reconstructed parameters are distorted by the inclusion
of incorrect hits. For isolated tracks, these effects are generally less than those arising from inter-
actions or bremsstrahlung (see Section 3.3.2).

Figure 3-35 shows the track reconstruction efficiency at low luminosity for isolated muons,
pions and electrons of various pT’s (the efficiencies, averaged over |η|, are summarised in
Table 3-2). The first three plots are shown for the basic track quality cuts. The muons and pions
are not strongly affected by the requirement of TRT hits for the extended track quality cuts; by
contrast, the electrons are strongly affected due to the effects of bremsstrahlung – their efficien-
cy after the TRT cut can be seen from the last plot. The efficiencies are derived from xKalman.
Since iPatRec does not start from the TRT, it is less susceptible to interactions in the Precision
Tracker, and tends to result in somewhat higher efficiencies. Nevertheless, after the application
of a TRT cut, the two programs give comparable results. The results presented in Figure 3-35,
should be taken as indicative, since only in the case of decays of massive objects to leptons
would one expect to find well isolated tracks and further, the efficiencies depend strongly on
the algorithms used and the cuts applied. The single particle efficiencies have been parame-
trised as a function of pT and |η| [3-12] so that they can be used for fast simulation with the
ATLFAST package.

3.5.1.2 Effect of pile-up

It was shown in Chapter 5 of the ID TDR that the pattern recognition performance depends lit-
tle on the presence of pile-up at high luminosity. Despite high occupancies at high luminosity
(10−40%), the TRT continues to function well for pattern recognition even in stand-alone mode,
due to the large number of straws (this is illustrated in Figure 12-2 of [3-2]).

3.5.1.3 Effect of detector noise

Figure 3-36 shows the fake rate at high luminosity and the reconstruction efficiency for single
tracks as a function of the fraction of noisy strips in an SCT module. The fake rates are shown
for relaxed cuts in order to have an observable number of fakes. If the cut on the number of pre-
cision hits is tightened from 7 to 9, then the fake rate falls by an order of magnitude. The rates
are shown for pT > 5 GeV; they are a factor of ~3 higher for pT > 2 GeV. The fake rate rises dra-
matically with the fraction of noisy strips, and for ~1% noisy strips (albeit with the relaxed cuts
of ≥7 precision hits)), approaches the rate of real pile-up tracks with pT > 2 GeV (2×10−2 in

Table 3-2 Summary of reconstruction efficiencies (xKalman) corresponding to Figure 3-35, averaged over |η|.

pT (GeV) Reconstruction Efficiency (%)

Basic Cuts Extended Cuts

Muon Pion Electron Electron

200 98.6 94.9 95.9 94.8

5 98.2 89.5 90.4 84.4

1 96.8 84.0 76.4 69.4
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∆η×∆φ = 0.2×0.2). In practice the noise occupancy is expected to be O(10−4) (see Figure 11-67 of
[3-2]). However, should the noise increase, the thresholds will be raised to restore the low occu-
pancy. Figure 3-37 shows the consequences of increased noise where the thresholds are set to
four times the rms of the noise. It is clear from the figure, that by adjusting the threshold, the
fake rate can be kept at an acceptable level without significant loss of efficiency. In the case that
the detectors suffer significant radiation damage, the output signals will be reduced and the sig-
nal-to-noise ratio will need to be optimised more carefully. More details on the effect of noise in
the SCT can be found in [3-16].

Figure 3-35 Track reconstruction efficiencies as a function of |η| for muons, pions and electrons with basic cuts

and for electrons with extended cuts (see Section 3.1.3). Efficiencies are shown for tracks of pT = 1, 5 and

200 GeV (xKalman).
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3.5.1.4 Effect of detector inefficiencies

Figure 3-38 shows the effect of reduced effi-
ciency of the SCT strips, allowing for intrinsic
efficiency, bonding faults, faults in the elec-
tronics etc. The pixel efficiency is held constant
at 97%. The design SCT strip efficiency
is ≥97%. It can be seen that the pattern recog-
nition is fairly insensitive to variations in the
SCT strip efficiency, although if the pixel effi-
ciency is varied at the same time, it is found
that there are significant losses arising from
the insistence on a B-layer hit. In practice,
should the efficiency of a module fall below
~90%, it may be replaced or removed from
analysis by fiducial cuts. More details on the
effect of inefficiencies in the SCT can be found
in [3-16].

3.5.1.5 Effect of removal of layers

In an effort to reduce material in the ID, layouts with one less layer of silicon were examined [3-
6]. These studies also served to highlight the consequences of large regions of the precision
tracker becoming inefficient. Most of the emphasis was on b-tagging, as is discussed in
Section 10.5.2. In a study of the electron efficiency after the LVL2 trigger, it was found that if one
layer of silicon was removed, the efficiency resulting from the use of just the silicon could be
maintained by adjusting the track cuts. However there was a ~40% increase in the background

Figure 3-36 Fake rate in ∆η×∆φ = 0.2×0.2

(pT > 5 GeV) and reconstruction efficiency

(pT = 20 GeV muons) as a function of the fraction of

noisy strips in an SCT module (iPatRec).

Figure 3-37 Fake rate in ∆η×∆φ = 0.2×0.2

(pT > 5 GeV) and reconstruction efficiency

(pT = 20 GeV muons) as a function of the noise in the

SCT strips (with a variable threshold) (iPatRec).
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Figure 3-38 Fake rate in ∆η×∆φ = 0.2×0.2

(pT > 5 GeV) and reconstruction efficiency

(pT = 20 GeV muons) as a function of the efficiency of

SCT strips (iPatRec).
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rate from jets. If the TRT was included, then there was little degradation in the trigger perform-
ance. In a second study of reconstruction, it was estimated that if one SCT layer were re-
moved, the acceptance would fall by ~5%.

3.5.1.6 Effect of misalignment

The targets for the alignment uncertainties of the ID detector elements are typically less than
half of the intrinsic resolution of the devices (see Chapter 9 of [3-1]). To a large extent these
should be achieved by surveying techniques and in situ monitoring. The alignment will be veri-
fied and improved by using tracks from pp collisions (see Section 3.7). To ensure that tracks can
be found in the first place, the internal cuts used by the pattern recognition programs will need
to be loosened. However, after an initial alignment has been completed, the remaining misalign-
ments should be sufficiently small so as not to perturb the pattern recognition.

3.5.1.7 Recent changes to the pattern recognition programs

The ID pattern recognition programs have
been undergoing continuous revision. Since
the writing of the ID TDR and the studies re-
ported above, the changes which have oc-
curred have had the largest effects on the fake
rates. In particular, xKalman was modified to
give increased efficiency for conversion elec-
trons and daughters of V0’s. This led to an in-
creased fake rate when applying loose cuts on
the number of precision hits. To compensate
for this, additional quality cuts were applied
for some recent studies. These cuts are: there
should be no shared hits in the Precision
Tracker, and the fit χ2 should be less than 2 per
degree of freedom.

Figure 3-39 shows the fake rates and track
finding efficiency as a function of the number
of precision hits required on a track using the
latest version of xKalman. The shape of the ef-
ficiency curve is similar to that shown in the
ID TDR. However, the fake rate in a cone ∆η×∆φ = 0.2×0.2 falls more rapidly. Requiring at least
six hits on a track leads to a fake rate of 7×10−4 compared to 3×10−4 reported in the ID TDR.
However, requiring at least nine hits on a track leads to a fake rate of 3×10−6 compared to a rate
of 3×10−5 reported in the ID TDR. Similar effects are seen for both xKalman and iPatRec in the b-
tagging studies (see Section 10.2.2), where it is shown for the b-tagging cuts (at least nine preci-
sion hits), that the rate of fakes and secondaries is reduced using the latest programs, compared
to the versions of the programs which were used for the ID TDR.

K0
s

Figure 3-39 Fake rate in ∆η×∆φ = 0.2×0.2

(pT > 2 GeV) and reconstruction efficiency

(pT > 3 GeV) as a function of the number of precision

hits (6 to 15) (xKalman).
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3.5.2 Tracks in jets

3.5.2.1 Basic results

Obviously the performance of the pattern recognition depends critically on the density of tracks
in a jet, which in turn depends on the energy of the jet. Throughout the studies carried out re-
cently, jets from 400 GeV Higgs bosons forced to decay to qq have been used to provide bench-
marks. All tracks with pT > 1 GeV and within a cone of ∆R < 0.4 around the jet axis were
analysed.

Figures 3-40 and 3-41 show respectively the reconstruction efficiency and the probability of fake
tracks as a function of |η| obtained by ASTRA (see Section 3.1.2). The effects of the material
distribution are clear in these figures. The average track reconstruction efficiency over all |η| is
87−90% and the average fraction of fakes is 0.1−0.4% – the ranges come from the comparison of
different pattern recognition programs (see [3-6]). Figure 3-42 shows the reconstruction efficien-
cy as a function of the distance from the jet-axis. The axis is determined from the initial b-quark
direction – due to gluon radiation, this choice of axis causes the distribution to be smeared with
respect to what would be seen with respect to the final quark direction. Figure 3-43 shows the
efficiency as a function of the track pT.

3.5.2.2 Effect of pile-up and detector degradation

Table 3-3 shows a summary from [3-6] of the effect of various degradations on the pattern rec-
ognition performance. The consequences for b-tagging are discussed more extensively in
Section 10.5. As well as basic efficiencies and rates, the fraction of tracks with bad hits (see [3-6]
for definition) and the fraction in the tails (beyond ±3σ) are given. Those tracks in the d0 tails can
have a significant effect on the b-tagging performance. Along with the default conditions at low

Figure 3-40 Track reconstruction efficiency as a func-

tion of pseudorapidity without and with pile-up at high

luminosity for tracks in a jet (ASTRA).

Figure 3-41 Fake rate as a function of pseudorapidity

without and with pile-up at high luminosity for tracks in

a jet (ASTRA).
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luminosity, the effects of pile-up at 1034 cm−2s−1, reduced silicon detector efficiency of 90% (de-
fault is 97%) and the effects of removing a middle layer of Pixels or the SCT have been consid-
ered.

It is not surprising that the effect of pile-up is not great, since the local occupancy arising from
the tracks in jets of pT ~ 200 GeV is typically three times that arising from pile-up tracks (see
Tables 3-14 and 3-15 in [3-1]). Likewise, occupancy from noise hits is unlikely to be a problem
since the pattern recognition problems are dominated by the proximity of tracks from the jet it-
self.

Figure 3-42 Track reconstruction efficiency as a func-

tion of distance from jet-axis for tracks in a jet (xKa-

lman).

Figure 3-43 Track reconstruction efficiency as a func-

tion of track pT for tracks in a jet (xKalman).

Table 3-3 Summary of the pattern recognition performance for tracks with pT > 1 GeV in u-jets of pT ~ 200 GeV

(xKalman). The primary efficiency is the efficiency to reconstruct tracks belonging to the jet; the secondary rate

is the fraction of reconstructed tracks coming from secondary interactions; the fake rate is the fraction of recon-

structed tracks not associated with real particles. Results are shown for the default layout, with pile-up added at

a luminosity of 1034 cm−2s−1, with reduced silicon efficiency and with silicon layers removed. More details can

be found in [3-6].

Default With

pile-up

εSi = 90% Remove

Pixel layer

Remove

SCT layer

Primary efficiency (%) 89.5 87.7 83.9 89.3 89.0

Secondary rate (%) 3.3 3.5 3.1 3.6 3.7

Fake rate (%) 0.24 0.31 0.27 0.36 0.46

Tracks with bad Pixel hits (%) 4.7 5.1 4.9 8.2 4.9

Tracks with >20% bad Si hits (%) 2.3 3.8 3.6 5.9 4.6

Tracks in 1/pT tails (%) 1.9 2.2 2.2 2.3 2.1

Tracks in d0 tails (%) 1.9 2.1 2.4 3.2 2.0
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Degrading the silicon efficiency to 90% has a significant effect on the reconstruction efficiency
and on the d0 tails. The ID is fairly robust to the loss of large regions of a single SCT layer, but
the performance degrades significantly if a Pixel layer is lost. Of course, significant losses of
modules in the B-layer would have dramatic effects for all physics related to displaced vertices.

3.5.3 Effect of improved TRT simulation

For all of the studies performed to date, including all those shown in this report, TRT hits from
out-of-time beam-crossings have been treated as if they originated from in-time collisions (the
standard simulation). In this section, the validity of this approximation is compared with what
would be expected using the complete time-of-flight information.

3.5.3.1 Changes to the TRT digitisation

Details of the complete simulation can be found in Section 3.7.2 of the ID TDR. Since the time of
the ID TDR, two improvements were made to the simulation of the TRT digitisation. Firstly, the
energy dependence of the signal shape was included. Secondly, the TRT low threshold was
modified to match the hit efficiency found in test-beam.

A new algorithm was implemented for the complete simulation, corresponding to what will be
used in the TRT read-out electronics. The new algorithm is based on the fact that all tracks pass-
ing through a straw deposit some ionisation near the straw wall which causes the trailing edges
of the output pulse to have a very narrow distribution in time (relative to the beam-crossing).
The algorithm uses a gate which is 3 TDC bins (9 ns) wide to select this edge. This gate has the
effect of considerably reducing the number of hits from out-of-time bunch-crossings which are
seen by the pattern recognition programs when the time-of-flight information is used. The con-
sequences for the complete method are that there is a larger chance of drift-time measurements
being ‘shadowed’ by earlier pulses leading to bad or no drift-time information being recorded
for a track.

3.5.3.2 Fake track study

A study of the fake track rate was undertaken to compare the standard pile-up method with the
complete method using time-of-flight information (see Section 2.3.2). To examine the effect of
the improved TRT simulation, xKalman was used because it is sensitive to the TRT digitisation
by virtue of starting from the TRT hits using a fast histogramming method. A recent version of
xKalman was used in the way described in Section 3.5.1.7. The fake rate was estimated in a cone
∆η×∆φ = 0.2×0.2 for tracks with pT > 2 GeV. A corresponding track efficiency was found for
‘good’ tracks, i.e. tracks which were in-time, with pT > 3 GeV and came from the minimum bias
collisions.

Figures 3-44 and 3-45 show the fraction of drift-time hits found on good and fake tracks using
the standard pile-up simulation and using the complete simulation respectively. To be consid-
ered, drift-time hits were required to be within ±2.5σ of the position expected from the fit to the
complete track. There is a large difference between the distributions for good tracks compared
to those for fakes. Comparing the different pile-up simulations, it can be seen that the mean
number of drift-time hits is about 15% less using the complete simulation, since it provides a
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better description of the shadowing of the hits of interest by earlier pulses. Nevertheless, the to-
tal number of straw hits found on a track (regardless of whether a leading edge can be identi-
fied or not) changes by only about 3%.

Figures 3-46 and 3-47 show the track finding efficiencies and fake rates using the standard pile-
up simulation and using the complete simulation respectively. Tracks are found with a slightly
higher efficiency (1.5%) in the complete pile-up sample because it is possible to use the narrow
gate level gate to exclude out-of-time hits. The fake rates generated by the complete pile-up

Figure 3-44 Fraction of drift-time hits for good tracks

with pT > 3 GeV and fake tracks with pT > 2 GeV using

the standard pile-up method. All tracks are required to

have ≥6 precision hits. The normalisation is arbitrary.

Figure 3-45 Fraction of drift-time hits for good tracks

with pT > 3 GeV and fake tracks with pT > 2 GeV using

the complete pile-up method, incorporating time-of

flight information. All tracks are required to

have ≥6 precision hits. The normalisation is arbitrary.

Figure 3-46 Fake rate in ∆η×∆φ = 0.2×0.2

(pT > 2 GeV) and reconstruction efficiency

(pT > 3 GeV) as a function of the fraction of drift-time

hits (xKalman). Distributions correspond to standard

pile-up simulation.

Figure 3-47 Fake rate in ∆η×∆φ = 0.2×0.2

(pT > 2 GeV) and reconstruction efficiency

(pT > 3 GeV) as a function of the fraction of drift-time

hits (xKalman). Distributions correspond to complete

pile-up simulation using time-of-flight information.
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method are ~20% lower than using the standard method. Some of the reduction in fake rate
may be partially as a result of the reduced number of valid drift-time hits. Using the complete
method, both the fake rate and efficiency fall off more rapidly as a function of fraction of drift-
time hits than they do using the standard pile-up method.

3.5.4 The effect of the solenoidal field

The analytic calculations of Section 3.3.1 indicate that the reduced magnetic field in the outer re-
gions of the ID will lead to reduced track parameter resolution, especially in the case of the
transverse momentum. However, to first order, no degradation in the performance of the pat-
tern recognition is expected since the hit density will be little changed.

xKalman has been upgraded from Fortran to C++ and allowance has been made for the non-
uniform B-field which is created by the solenoid. The improved program uses Runge-Kutta ex-
trapolation techniques and, despite the added complexity, is only a factor of 1.5 slower than the
Fortran version for a uniform field.

3.5.4.1 Track reconstruction

It is essential to allow for the field non-uniformities when reconstructing tracks, otherwise mo-
menta will be overestimated. If a particle is tracked through the solenoidal field, but recon-
structed as if the field were uniform, the shift in 1/pT is a strong function of pseudorapidity,
varying between +5% (|η|< 1) and −10% (|η|> 2) for pT’s in the range 1 to 20 GeV. Figure 3-48
shows the fractional difference between the reconstructed and true values of 1/pT as a function
of |η| when allowance is made correctly for the solenoidal field. The means are systematically
displaced from zero with an average over |η|≤ 2.5 of (0.14 ± 0.02)%. However, this is much less
than if the field were assumed incorrectly to be uniform in the reconstruction. Similar effects to
those seen in Figure 3-48 are seen with simulations made with a uniform field. Furthermore, the
shape as a function of |η| is similar to that of the material distribution (see Figure 3-5), suggest-
ing that their may still be some effects related to the material and dE/dx. Work is continuing in
this area in order to remove the remaining biases.

Figure 3-49 shows the comparison of the resolutions obtained with the solenoidal and uniform
field. The superimposed line is derived from the ratio of the corresponding curves taken from
Figure 3-8. It can be seen that the analytic calculation provides a reasonable description of the
effects of the non-uniform field. Allowance has been made for the fact that inside the ID cavity,
the field will be enhanced by ~5% due to the presence of the iron of the Hadronic Calorimeter.

3.5.4.2 Pattern recognition

If no allowance is made for the fact that particle trajectories in the solenoidal field are different
from helices (even allowing for multiple scattering), then there is the likelihood of missing hits
on a track and hence of a reduced track efficiency. For pT = 20 (1) GeV muons tracked through a
solenoidal field, but reconstructed as if the field were uniform, the reconstruction efficiency
is 95 (82)% to be compared with 98 (97)%, as seen from Table 3-2 corresponding to simulation
with a uniform field. However, if allowance is made correctly for the field, there is no difference
between the efficiency found in the case of the solenoidal field compared to the case of a uni-
form field. This confirms that the pattern recognition in the non-uniform field can be undertak-
en with no loss of performance.
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Reconstructing electron tracks is more difficult than muons since the field causes an electron af-
ter bremsstrahlung to deviate from the original trajectory. This effect will be reduced in a weak-
er field. Hence, electron reconstruction should be no more difficult with the solenoidal field
than with a uniform one. Further, the difference between the associated calorimeter cluster and
the electron impact point in the calorimeter will be less, which will be advantageous for the ca-
lorimetric energy measurement.

3.6 Vertex reconstruction

3.6.1 Primary vertex reconstruction

At the LHC, the beam-spot will be described by Gaussian parameters: σx = σy = 15 µm and
σz = 5.6 cm. For most analyses, this information (especially that in the transverse plane) is al-
ready sufficient, but for some analyses, a better knowledge of the position of the primary vertex
is desirable.

In Section 6.4 of the ID TDR [3-1], it was shown how, at low luminosity, it is possible to deter-
mine the position of the primary vertex on an event-by-event basis by an iterative procedure
which tries to fit all the reconstructed tracks to a common vertex, removing at each step those
tracks which look inconsistent with the hypothesis that they come from the primary vertex (sec-
ondaries from interactions, particles with a lifetime and mismeasured tracks). With this proce-
dure, the primary vertex position resolution becomes basically a function of the total number of
tracks (and of their quality) which can be successfully attached to the same vertex. The fitting
procedure was found to improve the transverse resolution only for high track-multiplicity
events (more than 30 tracks in the primary vertex fit, as in H → bb events with mH = 400 GeV).
Additional improvements can be obtained by combining this method with some other inde-

Figure 3-48 Fractional difference between recon-

structed and true 1/pT for single 20 GeV muons in a

solenoidal B-field as a function of pseudorapidity.

Figure 3-49 Ratio of resolution obtained with a sole-

noidal field to that with a uniform field for 20 GeV

muons. Superimposed is the analytic calculation.
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pendent estimate of the transverse position of the primary vertex, such as the beam-spot posi-
tion determined on a run-by-run basis (as done in some of the LEP experiments and in CDF [3-
17]), by using the d0-φ correlation of the tracks in the event.

Significant improvements in the z-position measurement can be achieved: a resolution in the
range 22−50 µm (although with some non-negligible tails) for track multiplicities ranging be-
tween 10 and 36. These figures are well inside the ATLAS physics requirements of 1 mm for the
resolution of the z-coordinate of the primary vertex [3-18]. A summary of the results for low lu-
minosity is shown in Table 3-4.

At high luminosity, the problem of multiple interactions in the same bunch-crossing needs to be
addressed. An average of 24 minimum bias pile-up events are expected to be superimposed on
a signal event in the Inner Detector. In principle, it is necessary to reconstruct only the signal
event, and in some cases, this could be identified easily because minimum bias events will have
a smaller charged track multiplicity and a smaller total transverse momentum. Unfortunately
this is not always true and in some analyses, the selection of the signal event based on these se-
lection criteria might introduce dangerous biases. Therefore, it would be preferable to recon-
struct as many as possible of the primary vertices in an event and leave the identification of the
primary vertex of the signal event for later in the analysis chain when more sophisticated infor-
mation is available (including the presence of leptons, photons, jets, b-jets, τ’s, etc.).

A generalisation of the algorithm used in the low luminosity case has been developed [3-14]. In
a first step the algorithm assumes that all tracks are coming from the beam-line in the transverse
plane (this is a good approximation due to the small transverse beam-spot size) and determines
the z-coordinate of each track. Each of these values constitutes an entry in a histogram with a
500 µm bin size. This histogram is then scanned to look for locations where the tracks cluster as
they should do if they are coming from the same vertex. A minimum of four tracks is required
to define a cluster. For each cluster, the corresponding tracks constitute the input to the same al-
gorithm used at low luminosity. If the fit is successful, the vertex is retained.

The algorithm was applied to a sample of Η → γγ events with mH = 100 GeV. Reconstructed
charged tracks were selected using the same quality cuts described in Section 6.4 of the ID TDR;
the only difference was that a higher track pT threshold (1 GeV instead of 0.5 GeV) was applied.

Table 3-4 Widths of residual distributions for position measurements of the primary vertex (transverse and lon-

gitudinal) for various samples of physics events at low luminosity. The Gaussian widths of the core and the rms’s

are given.

σ (µm)  rms (µm)

 Sample x or y z x or y z

Minimum bias 31 49 59 72

H → γγ,mH = 100 22 41 32 49

H → bb, mH = 400 10 22 14 27

Bd → J/ψKs 23 35 38 50

Bs → Dsπ 23 38 39 51
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In Figure 3-50, an example of the histogram of the z-coordinate of the tracks for one beam-cross-
ing is shown. The z-coordinate of the reconstructed tracks (bottom) is compared to the distribu-
tion of the z-coordinate of particles (top). The arrow on the upper histogram indicates the signal
event. In this example, it can be seen that the signal event is associated with the cluster which
has the highest track multiplicity, however, this is not always true.

On average, the algorithm reconstructs five primary vertices at high luminosity. This number is
considerably lower than the ~25 vertices present in one beam-crossing. This difference is due to
track losses resulting from the 1 GeV pT cut as well as the fact that some of the vertices merge.
With a requirement of a minimum of two tracks to define the primary vertex, the primary ver-
tex of the signal event is found in the list of reconstructed vertices 72% of the time. The z-resolu-
tion is about 48 µm with an rms of 106 µm, compared to values of 41 µm and 49 µm,
respectively, observed on the same sample at low luminosity. The residual distribution for the z-
coordinate of the reconstructed primary vertices is shown in Figure 3-51.

3.6.2 Secondary vertices

3.6.2.1 V0 reconstruction

The reconstruction of the decay → π+π− was studied in Section 6.5 of [3-1]. The reconstruc-
tion of such decays is difficult due to the long lifetime of the , which leads to tracks with re-
duced numbers of silicon hits and large impact parameters.

Figure 3-50 Distribution of the intersection of the

tracks with the z-axis for one particular beam-crossing

at high luminosity at particle level (top) and after

reconstruction (bottom). The arrow indicates the

H → γγ vertex.

Figure 3-51 Residuals on the z-measurement of the

primary vertex for H → γγ with pile-up. Superimposed

is a Gaussian fit to the core of the distribution.
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The previous studies were performed using single ’s of fixed pT (3, 5 and 7 GeV), distributed
uniformly in the interval |η|≤ 2.5. Due to the importance of reconstruction for B physics
and, in particular, for the decay → J/ψ (see Section 17.2.2), the reconstruction has now
been studied in the context of  decays (in the absence of pile-up).

The analysis was performed using 15,000 → J/ψ events generated with PYTHIA and ful-
ly simulated using GEANT. The average pT of the ’s was 4.7 GeV. Charged tracks were recon-
structed using xKalman, down to a minimum pT of 0.5 GeV for |η|≤ 2.5. The analysis was
similar to that performed previously, except that a minimum of six precision hits was required.
This choice allowed the reconstruction of ’s up to a decay radius of 37 cm in the barrel region.
The algorithm for finding ’s looped on all pairs of oppositely charged tracks in the event and
fitted them in 3D to a common vertex. It was required that the χ2 per degree of freedom be less
than six. Pion masses were assigned to both tracks and the invariant mass calculated. Track
pairs were retained if the invariant mass was within ±3σ of the nominal mass. Finally, to re-
duce the prompt track background, the reconstructed transverse decay radius of the candi-
date was required to be greater than 1 cm.

To be compatible with the sin(2β) analysis, all events were subjected to all trigger and selection
cuts used in the analysis to reconstruct a J/ψ. The cuts used to select candidates effective-
ly defined a fiducial region inside the ID in which decays could be reconstructed: 1 < R < 37 cm
and |z|< 210 cm. The reconstruction efficiency was defined as the fraction of events with a
reconstructed J/ψ where the true from the decay was correctly reconstructed and satis-
fied the various selection cuts. The total efficiency is 41.1% which includes: the acceptance for

’s with a decay inside the fiducial region of 68.6%, the xKalman reconstruction efficiency for
the two pion tracks of 76.9% and the effect of cuts on reconstructed candidates of 77.8%. If
the cut on the number of precision hits is relaxed to four, then the corresponding efficiencies are:
41.4% (total) and 73.4%, 74.9% and 75.3% respectively – the acceptance is increased but the qual-
ity of the reconstruction is decreased. This definition of efficiency is different from that used in
[3-1] but more useful for the studies of Section 17.2.2, since in the ID TDR, the efficiencies were
normalised to decays with 1 < R < 44 cm for which the tracks were reconstructed. The total re-
construction efficiency is shown as a function of the decay radius and of the pseudora-
pidity in Figures 3-52 and 3-53, respectively. The reconstruction efficiency falls from a maximum
of 70% where the decay is in the Pixel volume to close to zero at the outer radius of the fiducial
volume where pions, even if they can be reconstructed, fail the selection cuts. It can be seen that
there is a dip in the efficiency as a function of the pseudorapidity in the overlap region be-
tween the barrel and the end-cap.

Figures 3-54 and 3-55 show the mass and decay radius resolution as a function of the decay ra-
dius. The mass resolution varies between 4.5 and 7 MeV in the fiducial volume. It is affected
mainly by the reconstruction of momenta and angles which are well determined by the tracking
layers beyond the decay vertex and hence are less sensitive to the position of the decay. As ex-
pected, the decay radius resolution depends strongly on the radius of the decay and is much
better for decays just in front of the Pixel layers, but is worse for decays inside the SCT, which
has poorer Rφ resolution, especially in the absence of R-z measurements from the Pixels.

3.6.2.2 Lifetime measurements

Measurements of vertices displaced by O(1) mm from the primary vertex will be essential for
B physics (see Chapter 17), b-tagging (for example H → bb) (see Chapter 10) and lifetime meas-
urements. In the Pixel TDR [3-3], it was shown that a resolution of the proper time of 0.073 ps
could be obtained – this is discussed more in Section 17.3. It may be possible for ATLAS to make
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useful measurements of the τ lifetime. Although the ID will be essential for this, the use of the
calorimetry to determine the τ momentum will be critical in order to obtain the proper lifetime
distributions. This is discussed more in Section 9.3.3.3.

3.7 Alignment

In the ID TDR, the targets for the alignment were such that misalignments should degrade the
track parameter resolutions by no more than 20%. This led to requirements that in Rφ, the Pixel
detectors should be aligned to ~7 µm, while the SCT detectors should be aligned to ~12 µm. The
desire to measure the W mass to 20 MeV (see Chapter 16) will necessitate knowing the momen-
tum scale measured by the Inner Detector to ~0.02%. This level of precision will be attained by

Figure 3-52 reconstruction efficiency as a func-

tion of decay radius.

Figure 3-53 reconstruction efficiency as a func-

tion of |η|.

Figure 3-54 mass resolution as a function of

decay radius.

Figure 3-55 Resolution of decay radius as a func-

tion of decay radius.
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calibrating with the Z mass (see Chapter 12). Nevertheless, to be able to control the systematics
sufficiently well will require a very good understanding of the alignment. It is plausible that
this may require understanding the alignment of detectors in Rφat the level 1 µm, although this
value is very difficult to justify. Achieving this accuracy may seem unrealistic, however it may
be sufficient to consider averages in intervals of space and time. Further requirements on the ID
motivated by a W mass measurement are discussed in Section 12 and in more detail in [3-19].

Information on alignment of the Inner Detector will come from: the metrology of individual
modules at the time of construction, the system tests of sets of modules, surveys of the complet-
ed barrels and wheels (in particular, from the X-ray survey), and the Frequency Scan Interfer-
ometry (FSI) which measures a network of lengths in situ on the SCT. This information will be
used to provide a starting point for the offline alignment using physics events. More details can
be found in Chapter 9 of [3-1].

3.7.1 Strategy

The alignment of the ID will inevitably start in the Precision Tracker (Pixels and SCT). After an
initial alignment to ensure that tracks can be reconstructed with reasonable efficiency, the align-
ment between neighbouring modules within single barrels and wheels will be performed using
tracks of modest momentum passing through the overlaps. To correct more complex misalign-
ments such as the translation and rotation in 3D of modules and global distortions such as rota-
tions of complete units and radial distortions (e.g. elliptical ones), stiffer tracks crossing the
complete ID will be needed. In principle, all alignment constants might be determined in a sin-
gle pass by solving a very large matrix equation, as has been done by ALEPH [3-20] and SLD [3-
21]. However, because the ID is so complicated, a great deal of iteration will be needed to ac-
commodate related information. Some effects, such as thermal distortions, have the potential to
mask smaller systematics. These will need to be understood by combining data from different
runs so that such effects can then be parametrised, for example, as a function of measured tem-
perature or luminosity. This would then allow some systematics to be factorised out of the
alignment problem at some level. Having understood the Precision Tracker, the TRT can then be
investigated.

3.7.2 Study of alignment in the Precision Tracker

Specialised triggers for alignment are foreseen in the trigger menus (see Section 11.2.6), howev-
er these are not considered here. To start to understand the potential for aligning the ID, a study
[3-22] was made using single muons of different pT (45, 6 and 2 GeV), distributed uniformly in
|η|< 2.5. The momenta were chosen to be characteristic of muons from W → µν, 6 GeV muons
which provide triggers for B physics and lower energy particles in triggered events. It is impor-
tant to allow for multiple scattering when fitting a track in the ID, however, in fitting the scatter-
ing angles at each silicon plane, there is a tendency for the fitted track to be pulled strongly by
each hit and to minimise the residuals unrealistically, especially at low pT. Therefore, the residu-
als between the track fit and the reconstructed hit position on each silicon plane were found by
fitting the tracks in the rest of the Precision Tracker with iPatRec, but excluding that plane.

Figure 3-56 shows the width of the Rφ residuals in the middle Pixel barrel. At high momentum,
these are a bit larger than the intrinsic resolution (16 µm vs 11 µm). At lower momenta, the re-
siduals are inflated by multiple scattering which increases with |z|. The jump around
|z|= 30 cm comes from falling off the outer pixel barrel and picking up hits on the first pixel
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disk. Figure 3-57 shows the width of the Rφ residuals in the middle pixel barrel using the Rφ
overlaps. The residuals in the overlaps were found from the difference in the residuals of one
module and the overlapping module and are much less sensitive to multiple scattering. The
widths should be close to times the intrinsic resolution, i.e. about 15 µm. It can be seen that
there is an oscillatory behaviour as a function of z. This arises since the distributions of the dif-
ferences of the residuals are not Gaussian but show some signs of the discrete nature of the pixel
measurements.

Figures 3-58 (barrels) and 3-59 (end-cap disk and wheels) show the widths of the Rφresiduals in
the various pixel and SCT layers. The widths were found from the residual distributions for all
hits in a given layer. The residuals in the SCT are typically twice as large as those in the Pixels,
reflecting the difference in the intrinsic resolutions: 11 µm vs 22 µm. The averaged residuals in
the B-layer are much larger than in the other pixel layers because there are no constraints at
lower radii (the same effect is seen in outer SCT barrel) and the modules at large |z| are hit at
small angles of incidence leading to large multiple scattering at lower pT. The residuals seen in
the end-caps are comparable to those in the barrel.

The alignment precision which can be achieved after one day of running at low luminosity was
derived from the widths of the residual distributions shown in Figures 3-58 and 3-59 and the ex-
pected rates. Alignment between layers was studied assuming muons from W → µν and
pT ≥ 6 GeV muons (from the B physics sample) can be used. Alignment within layers requires
tracks crossing the overlaps with higher rates to compensate for the smaller solid angle. Since
multiple scattering is less important, it was assumed that pT ≥ 6 GeV muons and all particles
(predominantly pions) with pT ≥ 2 GeV in triggered events could be used. Assuming events
triggered by pT ≥ 6 GeV muons for B physics will be reasonably characteristic of any triggered
events, it was found that each event had 10 particles with pT ≥ 2 GeV in the absence of pile-up.
For the three types of tracks (W → µν, pT ≥ 6 GeV muons and all particles with pT ≥ 2 GeV) the
residuals from the three muon samples (pT = 45, 6 and 2 GeV) were assumed. The correspond-
ing rates at peak luminosity were assumed to be 3 Hz (after triggering and all cuts), 50 Hz
(where the pT ≥ 6 GeV muon trigger is assumed to take half of the available DAQ bandwidth)

Figure 3-56 Width of Rφ residual distributions in mod-

ules of the middle pixel barrel layer as a function of the

position of the module. (Points are offset horizontally

to avoid overlapping.)

Figure 3-57 Width of Rφ residual distributions using

R-φ overlaps in the middle pixel barrel layer as a func-

tion of the position of the module. (Points are offset

horizontally to avoid overlapping.)
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and 10×100 Hz (allowing for 10 tracks in every event). It was assumed that the running time in
one day would be 2×8 hours and that for W → µν, the rate of which is limited by the luminosity,
a 60% efficiency should be used to allow for the luminosity lifetime. These two effects were ac-
counted for by a scale factor. To make the calculations transparent, a 1% Rφoverlap of the sensi-
tive area for all modules has been assumed (that is 1% on each edge of each module).

The calculations are illustrated for the middle Pixel barrel in Table 3-5, which shows the preci-
sion which can be obtained for the Rφ alignment after one day of low luminosity running –
more details can be found in [3-22]. A summary of the precisions which can be obtained for the
different barrel layers using all the hits in a module is shown in Figure 3-60. The ‘error bars’
show the spread of the values for the different modules of a given layer arising from different
rates and residual distributions. Figure 3-61 shows the precision which can be obtained in the
Pixel barrel layers using the overlaps. The results are summarised in Table 3-6. For the averages
in the first column (precision for Pixel barrels using complete modules), the B-layer was exclud-
ed because of the large variations in the precision arising from modules at large |η|.

Figure 3-58 Width of Rφ residual distributions in bar-

rels layers, averaged over the complete layer, as a

function of the position of the layer. The ‘error bars’

indicate the spread of measurements from different

modules in the same layer. (Points are offset horizon-

tally to avoid overlapping.)

Figure 3-59 Width of Rφ residual distributions in end-

cap layers, averaged over the complete layer, as a

function of the position of the layer. Note that the last

pixel disks are at similar positions in z to the first SCT

wheels. The ‘error bars’ indicate the spread of meas-

urements from different modules in the same layer.

(Points are offset horizontally to avoid overlapping.)

Table 3-5 Components of the calculation of the alignment precision in Rφ which can be obtained in the middle

Pixel barrel after one day of low luminosity running. See text for more details.

Type of track Rate (Hz) Scale fact Width of resid. (µm) Precision (µm)

Module Overlap Module Overlap

W → µν 3 0.4 19 17 0.9

Single muons, pT ≥ 6 GeV 50 0.66 21 19 0.3 2

Low-pT tracks, pT ≥ 2 GeV 10×100 0.66 26 27 0.8
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From Table 3-6, it would seem that at low luminosity it should be possible to align the Precision
Tracker to O(1) µm in one day using tracks crossing the complete detector (anywhere in a mod-
ule) or using the overlaps (assumed to be 1%). The information provided by the overlaps is
complementary to that provided by the complete detector and will be sensitive to different sys-
tematics. These conclusions must be qualified by several effects which are potentially more sig-
nificant than some of the steps made in these calculations. There are uncertainties in the cross-
sections and efficiencies (trigger and reconstruction) for the different types of tracks which have
been considered and in the actual luminosities which will be delivered. The alignment needs to
be done in 3D (each module having six degrees of freedom), which may degrade the results of
the naive calculations. In addition, there will be other sources of systematics which will need to
be understood and these may be greater than 1 µm. The pT ≥ 6 GeV muons used to trigger
B physics events may be contaminated by π/K decays and such tracks may not be good for
alignment. Nevertheless, at the LHC, it is certain that there will be many low-pT tracks which

Figure 3-60 Precision which can be achieved after

one day of low luminosity running for the Rφalignment

of barrel modules as a function of the position of the

layer. Results are shown for different types of tracks —

see text for more details. The ‘error bars’ indicate the

spread of measurements from different modules in the

same layer. (Points are offset horizontally to avoid

overlapping.)

Figure 3-61 Precision which can be achieved after

one day of low luminosity running for the Rφalignment

of barrel modules using the Rφ overlaps as a function

of the position of the layer. Results are shown for dif-

ferent types of tracks — see text for more details. The

‘error bars’ indicate the spread of measurements from

different modules in the same layer. (Points are offset

horizontally to avoid overlapping.)

Table 3-6 Rφalignment precisions (µm) which can be obtained after one day of low luminosity running. Results

are given for different types of tracks, using both complete modules and the Rφ overlaps.

Type of Track Pixels SCT

Barrel End-cap Barrel End-cap

Module Overlap Module Overlap Module Overlap Module Overlap

W → µν 1.0 1.2 2 1.3

Single muons 0.4 2.4 0.4 4 0.7 7 0.5 5

Low-pT tracks 0.7 0.9 1.5 1.0

R (cm)

P
re

ci
si

o
n
 (

µm
)

Single muons

W→µν

0

1

2

3

4

0 20 40 60

R (cm)

P
re

ci
si

o
n
 (

µm
)

Low-pT tracks

Single muons

0

2.5

5

7.5

10

12.5

0 20 40 60



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

3   Inner Detector 95

will be valuable for alignment with the overlaps and sufficient high-pT tracks for more global
alignment. It would seem that the statistical precision which can be obtained using track-based
alignment will allow the more complex systematics in the ID to be studied and corrected.

3.8 Conclusions

Since the ID TDR, the largest changes to the layout have occurred in the Pixel System. Neverthe-
less, because the intrinsic detector resolutions have not changed significantly and the philoso-
phy of providing at least three pixel measurements on tracks (|η|≤ 2.5) has been maintained, to
a large extent, the expected performance presented in this report is similar to that found at the
time of the ID TDR. After two years of refining the engineering design, the material in the active
region of the ID has increased by about 5% X0 to ~48% X0.

The track resolutions for muons can be described approximately by:

where pT is in GeV. The effects expected for a solenoidal field have been confirmed using full
simulation: there is little change in the 1/pT resolution in the barrel, but at higher pseudorapidi-
ty, the resolution degrades, becoming 40% worse at |η|= 2.5. Nevertheless, good charge deter-
mination is maintained up to pT = 1 TeV where the misidentification probabilities are <2% and
<5% for muons and electrons respectively.

Systematic comparisons have been made between muons, pions and electrons. While the distri-
butions of reconstructed track parameters of pions are similar to those of muons, electrons suf-
fer from bremsstrahlung. At high momenta, muons can be reconstructed with 99% efficiency,
which is limited by the track quality cuts; pions and electrons can be found with efficiencies
around 95%. For pT = 1 GeV, the efficiencies to find and reconstruct isolated muons, pions and
electrons are 97%, 84% and 76% respectively. These efficiencies are fairly robust to the effects of
detector inefficiency and noise as well as pile-up at 1034 cm−2s−1. The single particle track pa-
rameter resolutions and reconstruction efficiencies have been parametrised for use in the fast
simulation, ATLFAST.

The TR performance of the TRT for π/e separation has been re-evaluated in the light of test-
beam data. Compared to the performance reported in the ID TDR, the pion rejection has im-
proved in the barrel by a factor of ~2, but has degraded in the end-cap by a factor of approxi-
mately 4 which depends critically on pseudorapidity. For a 90% electron efficiency, the pion
rejection is typically around 40. A new result is that the TRT may be able to provide a statistical
separation between pions and kaons of >0.5σ up to a momentum of ~30 GeV – this is still being
studied.

Algorithms have been developed which allow the primary vertices of hard-scattering collisions
to be reconstructed at high luminosity. For H → γγ (a difficult case since there are no primary
tracks associated with the Higgs boson decay), an efficiency of ~70% can be achieved with a
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background of around four vertices from pile-up events. In decays → J/ψ , the decays
can be reconstructed with an efficiency of ~40%. The vertex b-tagging, discussed in Chapter 10,
has improved significantly since the time of the ID TDR.

The alignment and calibration of the ID has been considered in more detail than before. To
make a useful precision measurement of the W mass will require an understanding of the sys-
tematics on the momentum scale of better than 0.02%. This will be very challenging, but looks
as if it may be possible.

To summarise: the Inner Detector will have a direct role in the physics of ATLAS, for example in
B physics. In combination with the calorimeters, it will prove essential in identifying crucial
physics signatures such as electrons and b-jets. Lastly, it will be valuable in calibrating other
parts of ATLAS, in particular the EM Calorimeter.
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4 Electromagnetic calorimetry

The Calorimeter Performance TDR [4-1] and the Liquid Argon Calorimeter TDR [4-2], submit-
ted two years ago, gave a rather detailed description of the Electromagnetic (EM) Calorimetry
of ATLAS and of its performance.

This chapter reviews the main issues related to the EM Calorimeter performance, obtained with
the present (final) layout of the ATLAS detector. Emphasis will be put on progress and changes
with respect to the Calorimeter TDR.

After a description of the present calorimeter layout, and in particular of the evolution since the
Calorimeter TDR, the main progress in the simulation and reconstruction (more realistic de-
scription of the charge collection in liquid argon, improved simulation of the pile-up) are illus-
trated. The most important performance issues, and their impact on physics at the LHC, are
then discussed: energy measurement, position and angular resolution, γ/π0 separation, etc. The
calorimeter performance was also evaluated by using complete physics events, namely Z → ee
decays, which in addition represent a powerful tool for the in situ calibration of the calorimeter.
The main outcomes of these studies are described. Finally, preliminary results obtained from
the beam tests of the EM Calorimeter ‘module zero’ are presented.

4.1 Present detector layout

An overall view of the EM Calorimetry is shown in Figure 4-i and a brief description can be
found in Chapter 1. Since the Calorimeter TDR, nothing has changed in design concept. How-
ever, due to various constraints, such as cost and engineering issues, or as a result of additional
studies, a few elements have changed or evolved. The main changes are described briefly in this
section.

Module zero’s of the barrel presampler (PS), barrel EM calorimeter and end-cap EM calorimeter
have been built and partially tested with beam. Experience from the assembly of the modules
has also been used to simplify the construction and define Quality Control procedures. A few
selected measurements made on some parts of the calorimeter already delivered are presented
in Section 4.3.6, since they have an impact on the uniformity of the calorimeter response.

4.1.1 Changes in the barrel cryostat

4.1.1.1 Inner cold wall and bulkheads

In the Liquid Argon Calorimeter TDR, the barrel cryostat had an inner cold wall with a so-
called ‘isogrid’ structure. The same structure was also proposed for the smaller radius part of
both the cold bulkhead and the warm bulkhead, in order to reduce dead material in the transi-
tion region between barrel and end-caps. While isogrid is a technique mastered by a few com-
panies, it was realised that large size tests would have been necessary in order to validate the
most critical parts, namely the cylinder to bulkhead transitions. It appeared also that those tran-
sitions areas would have had to be rather massive, thus partly reducing the advantages of the
technique. An alternative study was therefore undertaken, based on a much simpler plain ta-
pered cold wall. By adding a reinforcement ring in the symmetry plane, a cold wall with a thick-



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

100 4   Electromagnetic calorimetry

ness between 28 mm (η=0.2) and 14 mm (η=1.2) was found to meet the safety requirements (the
main constraint is given by buckling). As shown in Table 4-1, this solution increases the amount
of material in front of the EM Calorimeter by 0.25 X0 with respect to the isogrid at small pseud-
orapidity, where the overall material budget is not critical, and by only 0.1 X0 at large pseudora-
pidity, where the total material in front of the calorimeter is more critical. Furthermore a solid
cold wall has the advantage of a more uniform material distribution than the isogrid structure.
The impact of this wall change on the EM Calorimeter performance is marginal, as discussed in
more detail in Section 4.3. The cold bulkhead and the flange connecting the bulkhead and the
cold wall have also been studied in detail, and their thickness minimised. This flange is now lo-
cated on ‘side C’ of the detector (z < 0). Furthermore, in order to reduce the material in front of
the end-cap calorimeter, the bolts connecting the inner warm cylinder to the warm bulkhead are
now made of aluminium.

4.1.1.2 Supporting structure

In the design presented in the Liquid Argon Calorimeter TDR, the cold vessel (which contains
the calorimeter and the liquid argon) was supported by two steel slings at each end. It was real-
ised that, due to the difference in expansion coefficients between aluminium and steel, some ex-
tra space would have been necessary to accommodate a small vertical excursion between the
solenoid (attached to the warm vessel) and the cold vessel. Fitting the sling ends in the warm
bulkhead while preserving the symmetric distribution of feedthroughs around the circumfer-
ence turned out to be quite difficult as well. In order to circumvent these difficulties, a different
system of supporting, based on feet, has been implemented.

4.1.1.3 Cooling

The heat brought in at the feedthrough level by conduction in the cables is about 500 W per
side. While this is a sizeable fraction (about 50%) of the total heat input, the heat exchangers
were laid on the inner surface of the outer cold vessel, far from the feedthroughs. Such a layout
was not optimal for limiting temperature variations in the calorimeter to a fraction of a degree,
which is needed for a response uniform to a fraction of a percent. Therefore it has been decided
to add, at each end of the cold vessel, a cooling loop near the feedthroughs. It is laid against the
cold bulkhead, at the largest possible radius. Calculations of temperature uniformity, incorpo-
rating this new feature, have been recently started using a 3D model.

Table 4-1 Thickness of the old isogrid wall and of the new tapered wall, as a function of pseudorapidity, as seen

by a particle coming from the interaction vertex.

Pseudorapidity Thickness of isogrid wall (X0) Thickness of tapered wall (X0)

0.24 0.12 0.37

0.64 0.14 0.37

1.0 0.17 0.37

1.2 0.21 0.36

1.3 0.23 0.37

1.4 0.25 0.35
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4.1.2 Changes in the end-cap cryostat

A few changes have taken place in the end-cap cryostat design, mainly in order to improve the
reliability and to reduce the cost of fabrication. Among the main points are an improved design
of the feet, and the choice of double cold seals. None of these changes affect the performance of
the EM Calorimeter. It should also be noted that the space reserved for the beam-pipe pumps in
front of the FCAL is now likely to stay empty. This will improve the background situation in the
FCAL, but has almost no visible effect on the performance of the EM Calorimeter. Furthermore,
due to a different ganging scheme of rod-shaped electrodes in the FCAL (see Chapter 5), the
number of feedthroughs per end-cap was reduced from 28 to 25. Finally the cold door in the
back (in aluminium) is now somewhat thicker (+50 mm), at the expense of space for cables and
of the copper plug which is now thinner (-30 mm). The induced change in background in the
chambers of the Muon System is negligible.

4.1.3 Improvements in the optimal filtering

In the course of the development of the front-
end readout boards, and using measurements
made in test beams, it was found that the
merits and limitations of the ‘optimal filter-
ing’ technique needed to be reanalysed. This
study [4-3] was started because, by using five
samples and optimising the signal to noise ra-
tio for test-beam data, it was not possible to
obtain the gain factor on electronic noise
which was anticipated. The analysis showed
that the main limitation comes from an ‘alias-
ing effect’: with a sampling period of 25 ns,
components of the noise frequency spectrum
around 40 MHz, 80 MHz, etc. are fully trans-
mitted, and contribute sizably to the noise af-
ter sampling. As a result of this work, which
included the full description of the preampli-
fiers and shapers already prototyped for AT-
LAS, the electronic and pile-up noise as a
function of luminosity as well as the time con-
stant of the shaper have been reanalysed.
Figure 4-1 shows that, with a time constant of
15 ns (instead of 13 ns as in the Liquid-Argon
Calorimeter TDR), optimal filtering allows
minimisation of the total noise for luminosi-
ties between 1033 cm−2s−1 and 5x1034 cm-2 s-1 as efficiently as changing by hardware the time
constant (15 ns) selected for the nominal high luminosity of 1034 cm−2s−1. Going beyond this lu-
minosity range in an optimised way would require changing the shaper time constant. The fea-
sibility of such a scheme for the very low luminosity case (LHC start-up, heavy-ion running) is
under study. More details on pile-up and electronic noise are given in Section 4.2.4.

Figure 4-1 Total noise as a function of luminosity for a

shaping constant of 15 ns. The dots and the dashed

line show the performance without and with optimal fil-

tering respectively. The full line indicates the total

noise which could be obtained with the best possible

(hardware) time constant for each luminosity.
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4.2 Simulation and reconstruction environment

The ATLAS simulation and reconstruction environment is described in Chapter 2. Therefore
only aspects related to the EM Calorimeter are discussed here.

The GEANT simulation of the EM Calorimeter did not change significantly since the Calorime-
ter TDR. It includes all details of the accordion geometry and of the cryostats, as well as a faith-
ful description of the inactive material (cables, services, inactive liquid, etc.), as shown
in Figure 4-i. The recent changes in the cryostat design mentioned in Sections 4.1.1 and 4.1.2
have been implemented in the simulation.

Very recently, a better simulation of the charge collection in the liquid-argon gaps based on real-
istic field maps has been developed. This is discussed in Sections 4.2.1 and 4.2.2. This detailed
simulation has allowed evaluation of the impact of a realistic charge collection mechanism on
several performance issues. It was found that the impact is negligible in most cases (see
Section 4.3), therefore most of the results shown here were obtained without the full charge col-
lection mechanism.

4.2.1 Signal simulation in the barrel

In the simulation used for the Calorimeter TDR, the signal collection in the barrel used the ener-
gy deposited in the liquid argon. This ignores the drifting of the ionisation charges in an electric
field with large non-uniformities in the accordion folds. The total current induced by a charge q
drifting in the gap is expressed by:

where E is the local electric field, is the drift velocity depending on E as ~E0.3 and V is the
voltage applied between electrodes.

In the straight parts, i.e. regions with plane and parallel electrodes, the electric field is uniform
(E ~ 10 kV/cm). In the folds, which represent about one third of the barrel active volume, the
two-dimensional electric field is determined by a numerical solution of Poisson’s equation (PRI-
AM package [4-4]).

To get the resulting induced current, each hit in the liquid argon (from GEANT) is divided into
n quasi-punctual charges (<n> ~ 7) of 200 µm length (below this value no change in results was
observed). Each elementary charge drifts in the local electric field. The resulting current (see
equation above) is then folded with the specific electronic functions (impulse response of the
preamplifier-shaper chain), which depend on both the longitudinal compartment and the η co-
ordinate of the hit. In the straight parts, the uniform field yields a constant current during the
drift time and the convolution with the electronic function is straightforward. In the folds, on
the other hand, the drifting of an elementary charge has to be followed step by step in time (typ-
ical time step: ~2 ns) up to about 100 ns. The resulting current i(t) is then folded with the corre-
sponding electronic function. The increase in the event processing time using this method
(including the response of the electronic chain) instead of deposited energies is about 10%.

Improvements have also been made in the description of the signal sharing between adjacent
strips. Due to the fine granularity in η of the first compartment of the EM Calorimeter, an ele-
mentary charge induces a signal on more than one strip (typically three strips are involved). To
take this sharing into account, in the Calorimeter TDR simulation the total charge (not the total

i qv E V⁄( )=

v
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current) induced on a semi-infinite conducting plane bounded by a straight line had been used.
Because of the non-uniformity of the electric field in the folds, the total current induced by an el-
ementary charge in the first compartment is obtained as explained above, then sharing func-
tions between the hit strip (under the charge) and the two neighbour strips are used. These
functions depend on two variables: the distance from the charge to the electrode (divided by the
local gap width), and the distance from the charge to the strip middle (divided by the local strip
width). Pile-up (if any) due to multiple elementary charges is taken into account.

4.2.2 Signal simulation in the end-cap

In the end-cap calorimeter the gap geometry varies with radius. Therefore a simulation based
on the energy deposited in the liquid argon is not fully realistic, because the electric field varies
significantly with radius even in the straight parts of the electrodes. Charge collection effects in
the end-cap are important, and are now simulated in two steps.

In the straight parts of the electrodes, the signal (S) is calculated using the expression

where E is the deposited energy and g(R) the gap thickness as a function of radius. It is obtained
from the current expression given in the previous Section, by taking into account the fact that
the electric field is E=V/g and that the drift velocity v is proportional to E0.3. The gap thickness at
each radius is obtained from a linear interpolation based on a precalculated table. The high-
voltage variation with pseudorapidity is taken into account during analysis.

On the other hand in the folds, where the electric field is not uniform, electric field maps are cal-
culated using the PRIAM package. As in the barrel, each GEANT hit is divided into several
punctual charges and for each of them the contribution to the current is calculated. Since the ge-
ometry of the end-cap is more complicated, the procedure for calculation of the current has been
simplified with respect to that in the barrel: the current is assumed to be proportional to the
electric field at the position of the elementary charge, without convoluting with the exact shap-
ing function. For small shaping time this simplification has no significant impact.

4.2.3 Reconstruction in the EM Calorimeter

The reconstruction in the EM Calorimeter is divided into four steps.

The deposited energies (DIGI’s from GEANT) are stored into cell matrices, with one matrix per
region of uniform granularity. Electronic noise and pile-up can be added at this level by using
the method described in Section 4.2.4. Five samples can be made available and digital filtering
can be applied. The energies in all matrices are then calibrated, on a cell-by-cell basis, by asking
that the total energy reconstructed in the calorimeter for photons of ET = 50 GeV be equal, on
average, to the incident energy.

The energies are then mapped onto a matrix of granularity ∆ηx∆φ =0.025x0.025 and summed in
depth. A sliding window algorithm with a 5x5 cell window is applied on this matrix. The
threshold on the cluster energy can be chosen as a function of luminosity, and may depend on
the physics channel. Figure 4-2 shows the number of fake clusters, in the 5x5 window, due to
electronic noise and pile-up at high luminosity for various cluster thresholds.

S E g⁄ R( )( )R
1.3

=
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Around the direction of each cluster, the ener-
gies are measured in each compartment in
windows of various sizes. The energies are
corrected for the η and φ modulations (see
Section 4.3.3) and the calibration is adjusted to
take into account the finite cluster size. The
φposition is measured in the middle compart-
ment and corrected for an offset due to the ac-
cordion shape of the cells. The η positions are
measured in the first two longitudinal com-
partments. They are corrected for the
‘S-shapes’ (see Section 4.4.2), and they are then
used to determine the shower direction and
the position of the primary vertex in z.

Finally, an efficient electromagnetic shower
identification algorithm, based only on the in-
formation from the Hadronic and Electromag-
netic calorimeters, is used. It provides an
efficiency for electrons and photons of
ET = 20 GeV, integrated over |η|< 2.4 but ex-
cluding the barrel/end-cap transition region,
of larger than 96%, while keeping less than 2% of single charged pions. More powerful electron
and photon identification requires the use of the Inner Detector and is described in Chapter 7.

4.2.4 Simulation of pile-up and electronic noise

As discussed in Section 2.3.1, 24 minimum-bias events (around 3500 particles inside |η|< 5.0)
are produced on average for each bunch crossing when running at high luminosity. To cope
with this environment, the EM Calorimeter is read out using fast bipolar shapers with a peaking
time of ~35 ns. The simulation of the pile-up in the EM Calorimeter is described in some detail
in Section 2.3.3. The electronic noise with the correct time correlations is superimposed to the
energies stored in the individual cells just before reconstruction. The digital filtering procedure
may also be used in this more refined simulation procedure. In this way, the electronic shaping
can be modified (within limits) to reduce the electronic noise for operation at low luminosity.

Figure 4-3 shows the energy spectrum of the pile-up expected at high luminosity in the middle
compartment of the EM Calorimeter for a typical cluster size of 3×7 cells in ηxφ. The correlation
between the pile-up noise and the bunch-crossing number is illustrated in Figure 4-4: large pos-
itive fluctuations are always caused by the so-called ‘in-time pile-up’, i.e. events sampled at the
peak of the shaper response.

4.2.4.1 Pile–up levels in the EM Calorimeter

The results presented here are based on 5000 fully-simulated minimum-bias events. The rms of
the pile-up transverse energy distribution is shown in Figure 4-5 for different cluster sizes and
separately for the presampler, the strip section and the middle compartment of the EM Calorim-
eter. The presampler energy was weighted as described in Section 4.3.2. The increase (decrease)
of the pile-up in the presampler (calorimeter) at the transition between the barrel and the end-

Figure 4-2 Number of fake clusters due to pile-up and

electronic noise in a window of size

∆ηx∆φ= 0.125x0.125, as a function of pseudorapidity

for different cluster thresholds.
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cap calorimeter is due to the large amount of upstream material, which absorbs soft particles
traversing these regions, so that they reach the presampler but not the calorimeter. Figure 4-6
shows the total noise (electronic plus pile-up) summed over the presampler and the first two
longitudinal compartments of the calorimeter, as well as the electronic noise alone. The cluster
sizes are 3x5, 3x7, and 5x5 cells (units of ∆η×∆φ = 0.025×0.025) in the middle compartment, and
respectively 1×1, 1×2, and 2×2 in the strips and in the presampler (units of ∆η×∆φ = 0.025×0.1).
The pile-up levels obtained with the present more realistic simulation are similar to those re-
ported in the Calorimeter Performance TDR.

The occupancy of the EM Calorimeter is presented in Figure 4-7, which shows the fraction of
cells where the pile–up energy exceeds a given threshold expressed in units of electronic noise
at high luminosity. At high luminosity the fraction of cells with a pile-up energy exceeding two
standard deviations of the electronic noise is about 1% in the barrel and less than 10% in the
end-cap.

4.2.4.2 Coherent noise

Since the EM Calorimeter has almost 200 000 channels, the presence of coherent noise, which
scales linearly with the number of channels, could have a serious impact on measurements in-
volving many cells, such as the measurement of the event missing transverse energy. According

Figure 4-3 Distribution of the pile-up transverse

energy in a 3×7 cell cluster in the middle compartment

of the EM Calorimeter at η = 0.3.

Figure 4-4 Different contributions to the pile-up trans-

verse energy in a 3×7 cell cluster in the middle com-

partment. BX=0 denotes the pile-up at bunch crossing

zero, that is the in-time pile-up; BX = 1 and BX = -1

refer to events delayed by ±25 ns with respect to the

peak, i.e. belonging to the previous and next bunch

crossing.

10

10
2

10 3

-0.5 0 0.5 1

Mean

RMS

 -.6418E-02

  .2262

E  (GeV)T

1

10

10 2

10
3

10
4

-0.5 0 0.5 1

BX=1 and BX=-1

BX=0

all the rest

E  (GeV)T



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

106 4   Electromagnetic calorimetry

to studies reported in [4-1], the coherent noise in the middle compartment of the EM Calorime-
ter should not exceed 3 MeV per channel, which is about 5% of the white noise, in order not to
spoil the ET

miss measurement.

The coherent noise can be controlled by a careful design of the grounding and shielding on the
input stages. Thus, the preamplifiers are located very close to the feedthroughs, inside a Fara-
day cage which comprises the cryostat, the feedthroughs and the crates. This minimises the sen-
sitivity to external electromagnetic interferences. The ground currents are minimised by an
optical coupling of the readout boards to the external world for fast digital input/output, by
avoiding large ground loops and by providing low-impedance connection to the crates. Appli-
cation of these criteria, except for the optical coupling, to the module-zero tests of ‘98, reduced
the coherent noise to the level of 10% of the white noise over 128 channels. Furthermore, bench
tests with optical coupling has decreased this value to 5%, which is within the specifications
mentioned above.

Figure 4-5 The rms of the pile-up transverse energy distribution as a function of pseudorapidity in the presam-

pler, the strip section, the middle compartment and the total. Three different cluster sizes are shown: 3x5, 3x7

and 5x5 for the middle compartment (units of ∆ηx∆φ = 0.025x0.025), and 1x1, 1x2 and 2x2 for the strip section

and the presampler (units of ∆ηx∆φ = 0.025x0.1) respectively. In the top left plot, the contribution of the scintilla-

tor has been included in the region 1.5 < η < 1.6.
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4.3 Energy measurement

The procedure to reconstruct the energy of an incident particle in the EM Calorimeter has been
described in detail in [4-1]. Therefore only the main features will be recalled here.

In general, the reconstructed energy can be written as:

Figure 4-6 The rms of the electronic noise (left) and total noise (right) transverse energy distributions, as a

function of pseudorapidity, for three different clusters (see text).

Figure 4-7 The average fraction of cells with a pile-up energy larger than a given energy threshold (in units of

electronic noise), as a function of the threshold, at low (left) and high (right) luminosity.
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4-1

where wglob is a global calibration factor, and Eps, Estr, Emid and Eback are the energies measured
in a given cluster of cells in the presampler, strip section, middle and back compartments of the
calorimeter respectively. The presampler weight wps is chosen to optimise the energy resolution.
The energy response of the calorimeter is potentially affected by several factors which are de-
scribed one by one in the following sections, after a discussion of the cluster size.

4.3.1 Optimisation of the cluster size

The optimum cluster size is the result of a compromise between two competing effects. A rela-
tively large cluster is needed to fully contain the shower and therefore to limit the impact of lat-
eral fluctuations on the energy resolution. On the other hand, the smallest possible cluster is
needed to reduce the contribution of the pile-up and electronic noise to the energy resolution.
The cluster size depends on the particle type, energy and pseudorapidity. Electron reconstruc-
tion needs larger clusters than photons because of their larger interaction probability in the up-
stream material and the presence of a magnetic field.

The results presented in the Calorimeter Per-
formance TDR, which were obtained with a
pile-up approximately simulated by a simple
Gaussian smearing of the energy deposited in
each cell, were checked using the complete
simulation of the electronic and pile-up noise
described in Section 4.2.4.

In the strip section, the optimal cluster size
was obtained by looking at the rms of the en-
ergy measured inside a cluster of increasing
width in η divided, event by event, by the to-
tal energy in the first compartment. In azi-
muth, an average size of 1.5 strips was used,
that is one or two strips were chosen accord-
ing to the shower position with respect to the
strip centre. As an example, Figure 4-8 shows
the results obtained for electrons of
ET = 20 GeV at η = 0.9. In the presence of elec-
tronic and pile-up noise, a shallow minimum
can be seen around ±8 strips (with respect to
the shower impact point), in agreement with
the result presented in [4-1].

The optimal cluster sizes in the middle compartment of the barrel calorimeter were found to be
the same as in [4-1], i.e. 3x5 cells in ηxφ for unconverted photons and 3x7 cells for electrons and
converted photons. In the end-caps, where the cell size in η is smaller with respect to the shower
size than in the barrel, and where the effect of the magnetic field in φ is also smaller, a window
of 5x5 cells gives the best performance. For example, for unconverted photons of ET = 50 GeV at
η = 1.8, the rms of the energy deposited in windows of 3x5, 3x7 and 5x5 cells, divided by the to-
tal energy in the middle compartment, is (0.738 ± 0.018)%, 0.670% and 0.585% respectively.

Etot wglob wpsE ps Estr Emid Eback+ + +( )=

Figure 4-8 Rms of the energy deposited in ±N strips

around the electron impact point, divided by the total

energy in the strip section without noise and pile-up,

for electrons of ET = 20 GeV at η = 0.9, as a function

of the number of strips used.
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For low-energy particles, the fraction of the shower energy deposited in the back compartment
of the calorimeter is small: on average 2.7% of the particle energy for electrons of 50 GeV at
η = 0.3. Therefore, because of the contribution of the electronic noise, it is better not to use the
energy measured in this compartment at low energy. Table 4-2 shows the calorimeter energy
resolution obtained with and without including the energy measured in the back compartment,
when the electronic noise and the pile-up are added. It can be seen that the energy resolution for
particles with energy smaller than 50 GeV is slightly better if the back compartment is not used.
At higher energies, on the other hand, the energy deposited in the back compartment must be
included (see Section 4.3.4).

The optimal cluster size in the presampler was chosen by looking at the variation of the calorim-
eter energy resolution as a function of the number of presampler cells used. As a result, a win-
dow of size 2x1.5 presampler cells (1.5 means that one or two cells are used in φ, according to
the shower position with respect to the cell centre) was used for converted photons and elec-
trons, and a window of size 2x1 cells was used for unconverted photons.

At low luminosity, somewhat larger cluster sizes could be used, since the total noise is a factor
of two smaller than at high luminosity (see Figure 4-1). However, for the study presented here
the cluster sizes determined at high luminosity as described above were used in all cases. There-
fore the low-luminosity results are slightly conservative.

4.3.2 Impact of dead material

The material in front of the EM Calorimeter is shown in Figure 4-ii, and a comparison with the
layout described in [4-1] is presented in Figure 4-9. The total amount has increased since the
Calorimeter Performance TDR due to:

• The use of a solid cold wall for the barrel cryostat. The increase in material is significant
only at small pseudorapidity thanks to the tapered shape.

• A 10% increase in the thickness of the Pixel and SCT layers (see Chapter 3). Since these
layers are at small radii, they have a significant impact on the energy reconstructed in the
calorimeter, in particular on the appearance of low-energy tails.

• A more realistic description of the Inner Detector services, which contribute for
0.7 <|η|< 1.8 and in front of the end-cap inner wheel (Figure 4-9). The services, however,
are located at relatively large radii and therefore their impact on the calorimeter perform-
ance is small in most cases.

Table 4-2 Energy resolution of the EM Calorimeter for electrons of various energies at η = 0.3, obtained by

using or not using the energy measured in the back compartment.

E = 10 GeV E = 50 GeV E = 200 GeV

With back compartment (6.33 ± 0.09)% (1.39 ± 0.02)% (0.795 ± 0.018)%

Without back compartment (6.24 ± 0.09)% (1.38 ± 0.02)% (0.847 ± 0.021)%
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On the other hand, the increase in the region
|η|~ 1.7 is due to the fact that, in the detector
simulation used for the studies presented
here, the bolts of the warm flange were in tita-
nium instead of aluminium. No significant
material increase is expected with aluminium
bolts.

As already discussed in [4-1], the material in
the Inner Detector, at large distance from the
EM Calorimeter and inside a magnetic field,
mainly contributes to the formation of low-en-
ergy tails in the energy spectra reconstructed
in the calorimeter, whereas the material close
to the calorimeter (cryostat, coil) broadens the
width of the Gaussian part of the spectra. In
both cases the effect is more serious for lower
energies and for electrons rather than for pho-
tons. The low-energy tails are discussed in
Section 4.3.7.

Figure 4-9 Amount of material in front of the EM Calorimeter, as a function of pseudorapidity, with the layout

described in [4-1] and with the present layout.
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The transition between the barrel and the end-cap calorimeter represents a special case, because
there the amount of material in front of the calorimeter reaches several radiation lengths. Dedi-
cated devices (end-cap presampler, scintillator slab) are used in order to limit the impact of this
material on the calorimeter energy measurement. Details about the layout and the calorimeter
response in this region are discussed in Section 4.3.8.1.

The fraction of energy lost by electrons of ET = 10 GeV and photons of ET = 50 GeV in the cryo-
stat and coil is shown in Figure 4-10 as a function of pseudorapidity. As already mentioned, the
losses are larger for low-energy electrons than for high-energy photons. The shape of the distri-
bution in Figure 4-10 reflects the material profile in front of the calorimeter (see Figure 4-ii).

The energy losses can be recovered, and thus the resolution improved, by weighting the energy
deposited in the presampler. The optimisation of the weight (wps in Equation 4-1) was per-
formed for electrons and for converted and unconverted photons of various transverse energies
and at different incidence points. The calorimeter energy resolution was studied for several pre-
sampler weights, and the weight which minimises the resolution was determined. An example
is shown in Figure 4-13, which demonstrates that the use of the presampler improves the calo-
rimeter energy resolution significantly. The optimum weight was found to be wps ~ 3.5 in the
barrel. The linearity of the calorimeter response, which is better than 1%, is not affected by the
presampler weighting .

The impact of the presampler on the calorimeter energy measurement is also illustrated in
Figure 4-14, which shows the energy spectra for electrons of ET = 10 GeV at η = 1.3 obtained us-
ing and without using the presampler information.

The role of the presampler [4-5], i.e. to ensure robustness against possible increases in the
amount of material in front of the calorimeter, has been recently demonstrated with the increase
in the thickness of the barrel cold wall: essentially no degradation is observed in the energy res-

Figure 4-11 Fraction of energy in the presampler

(after weighting) for electrons of ET = 10 GeV and

photons of ET = 50 GeV, as a function of pseudorapid-

ity.

Figure 4-12 Fraction of (weighted) energy in the pre-

sampler for electrons incident at two pseudorapidities,

as a function of the electron energy.
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olution with respect to the isogrid solution, as discussed in Section 4.3.5. The weighted energy
in the presampler is shown in Figures 4-11 and 4-12 as a function of pseudorapidity and energy
and for electrons and photons.

4.3.3 Variation of response with φ and η

Due to the accordion geometry (imperfect overlap among absorbers due to the finite bending
radius), the amount of passive material crossed by an incident particle varies as a function of
the position in φ. This gives rise to a response modulation, called ‘φ-modulation’. The geometri-
cal parameters of the accordion, such as the length of the folds and the bend angle, have been
optimised, as a function of the calorimeter depth, so as to minimise this response variation.

The energy reconstructed in the calorimeter as a function of φ is shown in Figure 4-15 at several
pseudorapidity points in the barrel and end-cap.

In the barrel, the response variation has an rms of 0.35% before correction. In the end-cap, due
to the more complicated geometry, the absorber overlap is less good, and the response rms is
0.6%. The φ-modulation can be corrected for with a function (superimposed to the calorimeter
response in Figure 4-15), consisting of the sum of four sigmoids. The parameters of the sigmoids
depend on the pseudorapidity. After correction, the residual rms is 0.2-0.3%.

Figure 4-13 Energy resolution of the EM Calorimeter

(a large cluster size is used) as a function of the pre-

sampler weight for electrons and photons of

ET = 20 GeV and 50 GeV at η = 1.1.

Figure 4-14 Energy spectra reconstructed in the EM

Calorimeter with (white histogram) and without (black

histogram) using the presampler information for elec-

trons of energy 19 GeV at η = 1.3. Both histograms

are normalised to the same number of entries.
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The response modulation in φ is affected by the non-uniformity of the electric field in the accor-
dion folds. Figure 4-16 shows the calorimeter response in the end-cap, as a function of φ, as ob-
tained when the realistic field map described in Section 4.2.2 is used. It is compared to the
response obtained with a uniform electric field, as used in the baseline simulation code. With a
realistic field, the modulation is less regular and has a smaller amplitude. This is because the
peaks in the response, which are due to the excess of liquid in the accordion folds, are to some
extent compensated by the lower electric field in the folds.

The cluster size used for the energy measurement is relatively small in η (three cells in most cas-
es). Therefore, the shower energy is not fully contained, and the calorimeter response depends
on the particle impact point inside a cell: the response is maximum for particles hitting the cell
centre, and drops (by typically 5%) at the cell edges. This response variation is corrected for
with a second-order polynomial function, by using the shower position reconstructed by the
calorimeter itself. The parameters of the η−correction depends on the pseudorapidity, since the
physical size of the cells changes with η.

Figure 4-15 Calorimeter response to photons of ET = 50 GeV, normalised to the generated energy, as a func-

tion of φ inside one cell, as obtained at various pseudorapidity points: η = 1.1 (top left), η = 1.9 (top right),

η = 2.2. (bottom left), η = 2.4 (bottom right). The correction function is superimposed. One Kapton unit corre-

sponds to 1/4 of a cell in the barrel and 1/3 in the end-cap.
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4.3.4 Longitudinal leakage

The total thickness of the EM Calorimeter (ac-
tive plus upstream material) is at least 26 X0
over the full pseudorapidity coverage, except
in the region |η|< 0.4 and in the transition be-
tween the barrel and the end-cap. This depth
is sufficient to ensure that the longitudinal
shower leakage does not significantly degrade
the energy resolution, in particular the con-
stant term, up to the highest energies (TeV
range). Furthermore, for showers of a few
hundred GeV or more, the energy resolution
can be preserved by weighting the energy de-
posited in the back compartment of the EM
Calorimeter (see Section 4.3.5).

4.3.5 Energy resolution: sampling term

The results presented in this section were ob-
tained by using the nominal cluster sizes for
the different particles (electrons, unconverted
photons, converted photons) described in Section 4.3.1. Furthermore, the various corrections
discussed above (presampler weight, η and φ-modulation) were applied.

Figure 4-17 Energy resolution for electrons at η = 0.3

and η = 1.1, as a function of the incident energy.

Figure 4-18 Energy resolution for converted and

unconverted photons at η = 1.1, as a function of the

photon energy. The fraction of converted photons is

about 40% at η = 1.1.

Figure 4-16 Calorimeter response to photons of

ET = 50 GeV at η = 2, normalised to the generated

energy, as a function of φ inside one cell, when a uni-

form electric field (open circles) or a realistic field

(solid squares) are used.
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Figures 4-17, 4-18 and 4-19 show the energy
resolution, as a function of the incident energy,
at various pseudorapidities. The points follow
a scaling law of the type , apart
from a small local constant term (hereafter
called ‘cell constant term’). The latter origi-
nates mainly from residual longitudinal leak-
age and response modulation after correction.
The sampling term is of order
or smaller, except for converted photons and
electrons at the end of the barrel, where the
material in front of the calorimeter is large.

For very energetic showers, the longitudinal
leakage behind the calorimeter would lead to
an increase of the constant term if not compen-
sated. By weighting the energy deposited in
the back compartment (the optimum weight
is ~1.3 for showers of E = 1 TeV in the barrel),
an energy resolution of 0.5% or better can be
achieved in the TeV range. For instance, for
photons at η = 2.0, the cell constant term decreases from 0.4% to 0.28% when the energy depos-
ited in the back compartment is weighted.

Figure 4-20 Energy resolution for electrons of various

transverse energies, as a function of pseudorapidity.

Figure 4-21 Energy resolution for photons of ET = 20,

50 GeV as a function of pseudorapidity.

Figure 4-19 Energy resolution for electrons and pho-

tons at η = 2.0, as a function of the incident energy.
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The calorimeter resolutions, as obtained over
the full pseudorapidity coverage and for parti-
cles of various energies, are presented in
Figures 4-20 (electrons) and 4-21 (photons).
The cell constant term has not been unfolded.
For this reason, these results are slightly worse
than the sampling terms obtained from the fits
to the points in Figures 4-17 - 4-19, especially
in the end-cap region. With the exception of
the crack region at |η|~ 1.5, the dependence
of the resolution on pseudorapidity follows
the changes in the amount of upstream dead
material and in the sampling frequency. The
crack regions are discussed in more detail in
Section 4.3.8.

One modification of the layout, which may
have an impact at low energy, is the above-
mentioned use of a tapered cold wall instead
of an isogrid for the barrel cryostat. The sam-
pling terms for electrons of , as
obtained with the old isogrid wall and the
new solid wall, are compared in Figure 4-22 . No significant difference is observed. This is be-
cause at small pseudorapidity, where the increase in material is largest, the total amount of ma-
terial is relatively small (~2 X0). On the other hand, at large pseudorapidity, where the amount
of material is critical, the new tapered wall has an equivalent thickness similar to the isogrid
wall.

Figure 4-23 shows the reconstructed energy
spectra for photons of at η = 2.0,
obtained with a realistic electric field map or
with a uniform field. The calibration coeffi-
cients (Equation 4-1) determined with a uni-
form field have been used in both cases. The
distribution obtained with a realistic field
peaks at lower values, as a consequence of the
lower electric field in the folds. On the other
hand, there is no significant difference in the
resolution and in the tails of the spectra.

4.3.6 Energy resolution: constant term

To meet the LHC physics requirements [4-1],
the global constant term of the energy resolu-
tion, over the full calorimeter coverage rele-
vant for precision physics, must be equal to or
smaller than 0.7%. The strategy to achieve this
goal is to have a small constant term, by con-

Figure 4-22 Energy resolution for electrons of

, as function of pseudorapidity, as

obtained with the old isogrid wall (dots) and the new

tapered wall (open triangles) of the barrel cryostat.
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struction, over a limited region of the calorimeter coverage (the so-called ‘local’ constant term),
and then calibrate out long-range non-uniformities in situ by using physics samples (e.g. Z → ee
events).

In this section, the main sources of non-uniformities contributing to the local and overall con-
stant term of the calorimeter resolution are discussed, and first measurements obtained with the
calorimeter parts under construction are presented.

A summary of the expected contributions to the constant term is given in Table 4-3. These num-
bers are based on the experience gained in the construction and test of various prototypes [4-6].

4.3.6.1 The local constant term

The goal is to achieve a local constant term over a calorimeter region of size ∆ηx∆φ= 0.2x0.4,
which corresponds to the size of a motherboard in the middle compartment, of 0.5%. There are
440 such regions in the whole EM Calorimeter.

In the absence of imperfections in the detector mechanics and electronics, a constant term of
about 0.25% is obtained for particles incident in a given cell of the barrel (see Section 4.3.5). The
main contribution to this cell constant term is the residual φ modulation after correction. Addi-
tional contributions to the local constant term come from mechanical and calibration non-uni-
formities. Adding quadratically the short-range contributions listed in Table 4-3, a local
constant term of about 0.5% (0.6%) is obtained in the barrel (end-cap), which is slightly larger
than the values presented in [4-1]. This is mainly due to a more conservative estimate of the last
short-range contribution in Table 4-3, which comes from possible differences between the cali-
bration and the physics signals and which is discussed in Section 4.3.6.3. Due to the limited
knowledge of these effects, their sizes can only be assessed from the measurements performed
with the module zero.

Table 4-3 Expected short-range and long-range contributions to the overall constant term of the energy resolu-

tion.

Source Contribution to the constant term (%)

Detector geometry (short range):
Residual φ modulation, leakage, etc.
Variation of sampling fraction (end-cap only)

0.25
0.35

Mechanics (short range):
Absorber and gap thickness < 0.25

Calibration (short range):
Amplitude accuracy and stability
Difference between calibration and physics signal

0.25
0.3

Long range:
Signal dependence on LAr impurities
Signal dependence on temperature
HV variations
Others (e.g. upstream material, mechanical defor-
mations, cable lengths.)

< 0.1
0.2

<0.1
<0.1
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4.3.6.2 The overall constant term

In order to fully benefit from the good expected local constant term, it is necessary to guarantee
the calorimeter long-range uniformity over the 440 regions. Several potential sources of long-
range non-uniformities can be envisaged.

The liquid-argon pollution can produce non-uniform signal losses as a function of time. Al-
though the use of fast shaping reduces the sensitivity of the response to the pollution, extensive
measurements of all the materials which will be inside the cryostat have been performed, also
under irradiation [4-7]. Furthermore, the calorimeter will be equipped with several probes,
which will monitor the liquid-argon purity as a function of time.

The calorimeter response depends on the temperature of the liquid Argon. The signal drops by
about 2% per degree, which is due to both the variation of the LAr density and the variation of
the electron drift velocity. Detailed calculations of the temperature uniformity inside the barrel
cryostat have started. In addition, temperature probes installed inside the cryostat will monitor
the temperature variation with time [4-8], with a precision of better than 0.1 K.

The material distribution in front of the EM Calorimeter, possible small deformations of the cal-
orimeter, the different lengths of the calibration cables, chosen to compensate for the particle
time of flight in physics events, could give rise to additional response non-uniformities. Howev-
er, these non-uniformities do not vary with time, and therefore corrections should be more
straightforward.

In addition to the monitoring system based on probes, the long-range non-uniformities can be
monitored and corrected in situ by using control physics samples such as Z → ee events. This is
discussed in Section 4.6.2.

4.3.6.3 Detector uniformity measurements

Parts of the EM Calorimeter have already been
built and prototypes of the electronics, opera-
tional in test beams, exist. Preliminary meas-
urements have been performed in order to
check whether the requirements for the con-
stant term are satisfied. A selection of these
measurements is discussed below.

Lead thickness. The lead plates for the whole
EM Calorimeter have been delivered. The
thicknesses have been measured with two
methods: a fast on-line method during the
rolling process based on X-ray absorption, and
a more careful off-line method based on ultra-
sound [4-9]. The distribution of the average
plate thickness, as obtained from the on-line
measurements, is shown in Figure 4-24 for the
full set of 2048 plates equipping the barrel re-
gion |η|> 0.8 (nominal Pb thickness is
1.13 mm). If the plates were assembled ran-
domly, the dispersion (~7 µm) would already

Figure 4-24 Distribution of the thickness of the 2048

lead plates for the half-barrel region |η| > 0.8, as

measured at several positions inside the plates.
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result in a contribution to the constant term of less than 0.2%, which is within the requirements
mentioned above. In order to further minimise the response variation due non-uniformities in
the absorber thickness, an algorithm has been developed to sort and pair the absorber plates [4-
10]. It minimises the thickness dispersion computed over five plates, by considering several
combinations of plates. The contribution of the fluctuations in the plate thicknesses to the con-
stant term is about 0.6 x / , where is the rms of the mean thickness of the five plates
and the nominal thickness of the plates. Table 4-4 shows the improvement due the pairing
procedure for the absorbers of the barrel module zero. For the 1.13 mm plates the dispersion de-
creases by almost a factor of two, whereas no improvement is observed for the 1.53 mm plates
since the original distribution is already very good.

Calibration system. To correct the gain dispersion of the electronic channels, which is of order a
few percent, a precise calibration system is required.

A calibration pulse which simulates the triangular signal from the calorimeter, with a fast rise-
time and a very precise amplitude, is required. Calibration boards, with 128 channels, have
been designed and built for the beam tests. The measurements demonstrate good linearity over
a 16-bit dynamic range and good uniformity. Figure 4-25 shows the pulse amplitude, as a func-
tion of the channel number, for a few boards already characterised. The dispersion of 0.11% is
compatible with the intrinsic limitation of the injection resistors [4-2].

The signal is sent through cables to the motherboards and then distributed to the calorimeter.
Since the calibration cables are terminated at both ends, the amplitude is not very sensitive to
the characteristic impedance of the cables. However, production tolerances on the impedance
dispersion from cable to cable at the level of 4% rms are needed to achieve the required uni-
formity of the calibration system. Such precision has been obtained for the cables built for the
module zero’s [4-11]. The uniformity of the calibration signal has been measured including ca-
bles and pin carrier, in order to simulate the ATLAS set-up, and no sizeable deterioration of the
amplitude dispersion has been observed.

Physics and calibration signals do not follow exactly the same path, which can give rise to dif-
ferences between them. In particular, any inductance in parallel with the calibration signal but
in series with the physics signal introduces amplitude differences. Such inductances exist by
construction in the electrodes and have to be corrected for. Moreover, cross-talk affecting differ-
ently the physics and the calibration signals would also introduce non-uniformities. A careful
design of the motherboards is being developed, in order to minimise additional sources and to
ensure small cross-talk. Measurements of these effects with module zero’s are foreseen in the
near future.

Table 4-4 For the plates of the barrel module zero, the overall dispersion in the thicknesses, and the normalised

dispersion over five absorber plates as obtained without and with pairing.

 Lead plates thickness Rms dispersion

/

without pairing

/

with pairing

1.13 mm 8.5 µm

1.53 mm 6.8 µm

σ 5( )
en σ 5( )

en

σ 5( )
en σ 5( )

en

7.4 10
3–× 4.1 10

3–×

2.3 10
3–× 2.2 10

3–×



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

120 4   Electromagnetic calorimetry

4.3.7 Low-energy tails

Most of the low-energy tails in the energy spectra reconstructed in the EM Calorimeter are
caused by the material in the Inner Detector. A photon/electron shower which starts in the In-
ner Detector is opened in φ by the magnetic field, the effect being larger for smaller particle en-
ergies and interaction radii. As a consequence, the shower energy is not completely contained in
the calorimeter cluster, and low-energy tails appear in the calorimeter energy distributions. For
this reason, asymmetric clusters (larger in φ than in η) are used, which are bigger for electrons
(3x7 cells) than for photons (3x5 cells).

The material distribution in the Inner Detector is shown in Figure 3-5, and the evolution since
the detector TDR’s is discussed in Section 3.2.1.

The dependence of the low-energy tails on the particle interaction radius is illustrated in
Figure 4-26, which shows the distribution of the radius at which the electron has radiated the
hardest bremsstrahlung photon, for electrons of ET = 10 GeV at η = 1.2. At this pseudorapidity,
the material in the Inner Detector reaches 0.8 X0. Clear peaks are visible at the positions of the
Pixel and Silicon layers (at this pseudorapidity the electron track crosses only three SCT layers
before entering the end-cap region), as well as a continuous distribution in the TRT region. The
open histogram is for all electrons and the shape and height of the peaks simply reflect the dis-

Figure 4-25 Normalised output signals from eight calibration boards, as a function of the channel number.
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tribution and amount of material in the various parts of the Inner Detector. The black histogram
is for electrons in the low-energy tails of the calorimeter energy measurement, i.e. electrons for
which the reconstructed energy is smaller than 92% of the true energy. At this pseudorapidity,
the fraction of events in the tails is (19.2 ± 0.6)%. It can be seen that the tails are populated main-
ly by electrons which have interacted in the internal layers of the Inner Detector. A more quanti-
tative estimate of the contribution of the various parts of the Inner Detector to the tails is given
in Table 4-5. Each of the pixel and SCT layers produces about 2% of the tail. A similar contribu-
tion comes from the ensemble of the TRT and the services running at the outer radius, despite
the fact that the total material in this region is much larger than in a single precision layer. Some
decrease of the tail with radius is visible also in the three SCT layers.

Figure 4-27 shows the tails for electrons and photons of various transverse energies, as a func-
tion of pseudorapidity. The distribution of the points in Figure 4-27 reflects mainly the material
profile in the Inner Detector shown in Figure 3-5. By combining the information of the Inner De-
tector and of the calorimeter, it is possible to reduce the tails by 20%. This is discussed in
Chapter 7.

4.3.8 Crack regions

There are regions in the EM Calorimeter acceptance where the detector performance is degrad-
ed. These regions, which correspond to the transitions in η between mechanically independent
detector modules, are:

• A 6 mm wide liquid-argon gap between the two half barrels at η = 0. As already men-
tioned in Section 4.1.1, since the time of the Calorimeter TDR the cold flange, which was

Figure 4-26 Distribution of the radius at which the

electron has emitted the hardest Bremsstrahlung pho-

ton for electrons of ET = 10 GeV at η = 1.2. The white

histogram is for all electrons, the black histogram is for

electrons in the low-energy tail of the calorimeter

spectrum.

Figure 4-27 Fraction of events for which the energy

reconstructed in the EM Calorimeter is smaller than

92% of the true energy, as a function of pseudorapidity

and for electrons and photons of various transverse

energies.
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located at η ~ 0, has been moved to the end of the barrel, thus reducing the amount of ma-
terial in this region. As a consequence, the detector response is degraded over a region of
size |∆η|< 0.01, which is narrower than in [4-1]. No further discussion of this region is
presented here.

• A 3 mm wide liquid-argon gap at |η|~ 2.5 between the outer and the inner wheel of the
end-cap calorimeter, which is preceded by the end-cap intermediate support ring. Since
the detector response is deteriorated over a very small region of size |∆η|< 0.01, and
since nothing has changed with respect to the results reported in [4-1], no further discus-
sion of this region is presented here.

• The transition between the barrel and the end-cap calorimeters at |η|~ 1.5. Since a few
changes have been made to the layout of this region after the Calorimeter TDR, and since
this transition gives rise to the largest crack in the calorimeter acceptance, an update of
the detector response around |η|~ 1.5 is presented below (Section 4.3.8.1).

• Gaps between presampler sectors. A detailed study has been performed of the energy
losses in the small inactive gaps between the barrel presampler modules [4-12]. The re-
sults are presented in Section 4.3.8.2.

The absence of cracks in azimuth is an intrinsic feature of the accordion geometry.

4.3.8.1 Barrel/end-cap transition region

A detailed description of the detector response in this region is given in [4-1], therefore only an
update is presented here.

The layout of the transition between the barrel and the end-cap calorimeter is shown in
Figure 4-i and the material in front of it in Figure 4-iii. The barrel and end-cap calorimeters are
housed in two different cryostats, separated by 9.5 cm of space used to route services and cables
of the Inner Detector. Particles incident at |η|~ 1.5, that is at the end of the barrel calorimeter,

Table 4-5 Contributions to the calorimeter low-energy tails coming from the various layers of the Inner Detector.

The errors are ~0.2%.

Contributions to tails (%)

Beam pipe 0.5

Pixel barrel 1 2.2

Pixel barrel 2 2.3

Pixel barrel 3 2.2

Pixel support 0.4

SCT barrel 1 2.5

SCT barrel 2 2.2

SCT barrel 3 1.9

SCT services 2.4

TRT 2.4

TOTAL 19.2 ± 0.6
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where the dead material in front of the end-cap calorimeter reaches a maximum of 7 X0, cross
six cryostat walls, the edge of the coil, cables and services and several layers of dead liquid be-
fore reaching the end-cap calorimeter. For larger pseudorapidities, the material is smaller be-
cause the coil and the cold wall of the barrel cryostat do not contribute.

Since the time of Calorimeter TDR, the amount of material in this region has slightly increased
(see Figure 4-9). The new tapered wall has a marginal impact on the material at the end of the
barrel, whereas the cold flange of the barrel cryostat adds about 1.5 X0 at η ~ -1.5 and the Inner
Detector services add 0.4 X0 at the end of the barrel, with respect to the layout in [4-1]. It is
stressed again that the increase by about 0.8 X0 at |η|~ 1.7 in Figure 4-9 is due to the fact that in
the detector simulation used for the studies presented here the warm flange had titanium (in-
stead of aluminium) bolts. Therefore these results are somewhat conservative.

Energy losses in this region can be, to a large extent, recovered by using two dedicated devices:
the end-cap presampler, which covers the region 1.5 <|η|< 1.8, and a scintillator slab, which
covers the region 1.0 <|η|< 1.6.

The energy response at the barrel/end-cap transition is shown in Figure 4-28 for low-energy
electrons, which are most sensitive to the dead material. The uncorrected response drops by
more than a factor of two at the end of the barrel calorimeter. By using the energy deposited in
the presampler and in the scintillator, suitably weighted, the average response can be recovered.

Figure 4-28 Ratio between the energy reconstructed in the calorimeter (3x7 cell cluster) and the incident

energy, as a function of pseudorapidity in the barrel/end-cap transition region, for electrons of ET = 10 GeV,

before (left) and after (right) adding the (weighted) energy in the presampler and in the scintillator. The error

bars give the rms spread on the reconstructed energy.
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The correlation between the energy deposited
in the presampler and in the calorimeter,
which is exploited to compensate for the ener-
gy lost upstream of the calorimeter, is depicted
in Figure 4-29. Figure 4-30 shows the energy
resolution in the transition region for electrons
of ET = 10 GeV and photons of ET = 50 GeV. It
can be seen that adding the presampler and
the scintillator weighted energies improves
the energy resolution by up to a factor of three.
The resolution at |η|~ 1.5 is a factor of two
worse than in [4-1], as a consequence of the
larger material in the transition region with
the present layout. For precision physics, fidu-
cial cuts are applied in this region over a ra-
pidity range of size |∆η|~ 0.15.

Figure 4-30 Energy resolutions for electrons of ET = 10 GeV (left) and photons of ET = 50 GeV (right), as a

function of pseudorapidity in the transition region, before (closed symbols) and after (open symbols) adding the

weighted energy deposited in the presampler and in the scintillator. Electronic and pile-up noise are not

included. A 3x7 cell cluster has been used.

Figure 4-29 Calibrated energy reconstructed in the

calorimeter, as a function of the energy deposited in

the presampler, for electrons of E = 30 GeV at η ~ 1.7,

before (closed symbols) and after (open symbols)

adding the (weighted) presampler energy.
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4.3.8.2 Gaps between presampler sectors

There is a gap between the barrel presampler
sectors in the φ direction. At the temperature
of liquid argon, this gap is about 1.8 mm wide:
the clearance between the skirts is around 1
mm while the skirt thickness is 0.4 mm. Fur-
thermore, the distance between the skirt inner
conductive surface and the copper edge of the
anode is 2 mm. The fraction of energy ρ which
is not measured because of these gaps was de-
termined by using a two-dimensional map of
the electric field and full charge collection. The
probability that a fraction ρ of the presampler
energy is lost because of the gaps is shown in
Figure 4-31. For electrons of ET = 10 GeV at
η = 0.9, on average 1.3% of the energy deposit-
ed in the presampler is lost in the gaps, which
corresponds to 0.1% of the total shower ener-
gy. The influence of the presampler gaps on
the energy measured in the presampler and in
the calorimeter is therefore small.

4.3.9 Total energy resolution

The total energy resolution of the calorimeter includes the contributions of the sampling term,
of the constant term (0.7%) and of the electronic and pile-up noise expected at low or high lumi-
nosity, individually discussed in the previous sections.

Figure 4-32 Total energy resolution for photons of

ET = 50 GeV, as a function of pseudorapidity, as

obtained at low (open symbols) and high (closed sym-

bols) luminosity.

Figure 4-33 Total energy resolution for electrons of

ET = 10 GeV, as a function of pseudorapidity, as

obtained at low (open symbols) and high (closed sym-

bols) luminosity.

Figure 4-31 Probability that a fraction ρ of the presa-

mpler energy is lost due to the gaps between sectors

for electrons of ET = 10 GeV at η = 0.9.
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For photons of moderate ET (Figure 4-32) the
total resolution is of order 1.6% or better at all
luminosities over most of the pseudorapidity
coverage. For low-energy electrons (Figure 4-
33) the total resolution is about 5% (3%) in the
barrel (end-cap). This performance ensures
mass resolutions of order 1.5 GeV for H → γγ
and H → eeee decays with mH ~ 100 GeV
(Chapter 7), and therefore good sensitivity to
both these channels (see Chapter 19).

The impact of the electronic noise and pile-up
on the reconstructed energy spectra for low-
energy electrons is further illustrated in
Figure 4-34. Distributions are shown for the
case of no noise and no pile-up, for the noise
and pile-up expected at low luminosity, and
for the noise and pile-up expected at high lu-
minosity. The smearing of the energy spec-
trum with increasing noise is evident.

4.4 Position and angular measurements

The excellent longitudinal and lateral granularity of the EM Calorimeter, in particular of the
strip section, allow several measurements of the shower position to be performed with high
precision. The position in φ can be measured in the middle compartment and the position in η
can be measured in the strip section and in the middle compartment. By combining the meas-
urements of the shower η−position obtained in the first two compartments, it is possible to de-
termine the shower direction in , and therefore to measure the position of the primary vertex
along the z axis (‘pointing’). Indeed, the z-position of the primary vertex is not known unambig-
uously at high luminosity in events with a H → γγdecay, and therefore the angular information
from the calorimeter is needed to obtain a precise reconstruction of the Higgs mass. By using
the same method it is also possible to tag photons which do not come from the primary vertex.
Such photons are predicted by Gauge-Mediated-Supersymmetry-Breaking theories (see
Chapter 20).

The various position and angular measurements provided by the EM Calorimeter are discussed
below.

4.4.1 Measurement of the position in φ

The φ position of a cluster is measured in the middle compartment. Because of the accordion
shape of the cells, the measured position is affected by an offset, which depends on the shower
depth and which is corrected for as described in [4-1]. Figure 4-35 shows the φ-resolution ob-
tained for unconverted photons of ET = 20 and ET = 50 GeV without pile-up and electronic

Figure 4-34 Energy spectra for electrons of
at , as obtained without pile-

up and noise (full line) and with the pile-up and noise

expected at low luminosity (dashed line) and high

luminosity (dotted line). The three distributions are

normalised to the same number of events.
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noise. The calorimeter resolution scales as 4-6 mrad/ , corresponding to 6.5-10.5 mm/ in
the barrel and to 4-5 mm/ in the end-caps. The scaling law 1/ is not valid for electrons,
which emit bremsstrahlung in the Inner Detector. Figure 4-36 shows that the φ-resolution for
electrons degrades faster at low energies.

Electronic noise and pile-up at high luminosity deteriorate the position resolution for
ET = 5 GeV electrons by up to a factor of two if the standard cluster of 3x7 cell is used. A smaller
window (3x5 cells) is therefore more suitable to measure the shower position for low-energy
particles at high luminosity.

The use of the calorimeter φ-position measurement for many physics applications is illustrated
in Chapter 7.

4.4.2 Measurement of the position and direction in η

4.4.2.1 Photons coming from the vertex

In order to reconstruct the H → γγ invariant mass at high luminosity, the calorimeter must be
able to measure the direction of both photons in η with high precision. This measurement
makes use of the reconstructed shower positions and shower depths in the strip and middle
compartments. Corrections for the modulation of the reconstructed position with the particle
impact point (‘S-shapes’) have to be made to achieve a good resolution.

The shower depths in the calorimeter and the S-shape corrections in the first compartment were
determined in the same way as in [4-1]. As the dominant contribution to the final resolution in
the photon direction comes from the S-shape corrections in the middle compartment, an at-
tempt has been made to improve these corrections.

Figure 4-35 Calorimeter resolution in φ, as a function

of pseudorapidity, for unconverted photons of

ET = 20 GeV and ET = 50 GeV.

Figure 4-36 Calorimeter resolution in φ, as a function

of pseudorapidity, for electrons of various transverse

energies.
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The S-shapes depend on:

• The position η* = mod(η, 0.025) of the shower in the cell, relative to the cell boundaries.

• The shower depth, which depends on the material in front of the calorimeter and on the
particle energy. This depth fluctuates event by event and is strongly correlated with the
fraction of energy F1 measured in the first compartment.

• The shower pseudorapidity, especially in the end-caps, because the physical cell size de-
creases with respect to the shower size as η increases.

Two feed-forward multilayer neural networks (NN) have been used to fit the S-shape correc-
tions as a function of (η*, η, F1) in the barrel and in the end-caps. More details about this method
are given in [4-13].

The resolutions of the measurements of the shower η−positions in the first two compartments of
the calorimeter are presented in Figure 4-37. From these two measurements one can obtain the
photon direction in , after dividing by the lever arm, and thus a measurement of the position
of the primary vertex in z. The calorimeter angular resolution obtained in this way is shown in
Figure 4-38. It is of the order of 60 mrad/ , where E is measured in GeV. The resulting resolu-
tion on the reconstructed z-position of the vertex is shown in Figure 4-39. The use of a better cor-
rection in the middle compartment improved the z-resolution by 10% to 20% at all
pseudorapidities with respect to the results presented in [4-1]. If the electronic and pile-up noise
expected at high luminosity are included, the vertex resolution degrades by about 20%.

In H → γγevents, two photons are available in the final state, and the primary vertex can be re-
constructed as the weighted average of the two vertices provided by both photons plus the con-
straint that the nominal vertex position is at z = 0 and has a dispersion of σ = 5.6 cm. The vertex
obtained in this way is compared to the true vertex in Figure 4-40. The precision of the vertex
measurement provided by the calorimeter alone, averaged over the full pseudorapidity cover-
age, is 1.3 cm. Tails are small, given that about 87% of the events are contained within ±2σ,
where σ = 1.3 cm, from the peak of the distribution.

It is expected that the readout electrodes of the EM Calorimeter will be mutually aligned in z
with a dispersion of about ±400 µm. The impact of this non-perfect alignment on the position
and angular measurements has been evaluated, and the results have been used to define the
mechanical tolerances. In the simulation each of the 1024 electrodes was displaced by an
amount randomly chosen in the range ±400 µm or ±1000 µm around the nominal position. The
shower position was reconstructed using corrections determined with perfect alignment. The
results are summarised in Table 4-6.

Table 4-6 Resolution in the position, angle and vertex measurements, as obtained from the calorimeter for pho-

tons of ET = 50 GeV at η = 0.3 and for three dispersions in the electrode alignment.

Dispersion 0 µm ±400 µm ±1000 µm

ση strip section (0.217 ± 0.005)x10-3 (0.215 ± 0.008)x10-3 (0.274 ± 0.009)x10-3

ση middle compartment (0.695 ± 0.013)x10-3 (0.652 ± 0.021)x10-3 (0.657 ± 0.021)x10-3

σθ (mrad) 8.270 ± 0.180 7.180 ± 0.260 7.540 ± 0.250

σz (cm) 1.380 ± 0.030 1.268 ± 0.043 1.260 ± 0.042

θ

E
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The position resolution in the strip section degrades with the increasing dispersion, as expected
since the considered dispersions are comparable to, or larger than, the intrinsic resolution of the
strips. On the other hand, the angular and vertex resolutions are not affected by the misalign-
ment, at least up to ±1000 µm, because when the electrode position is displaced, both compart-
ments are displaced in the same direction and by the same amount.

4.4.2.2 Non-pointing photons

As discussed in more detail in Chapter 20, Gauge-Mediated-Supersymmetry-Breaking (GMSB)
models can give rise to a long-lived lightest neutralino (χ0

1
), which could decay via χ0

1
→ in-

side the volume of the Inner Detector. With typical χ0
1

masses of order 100 GeV, the decay into a
massless photon and a very light Gravitino (mass ≈ keV) often produces a finite opening angle.
Since both the χ0

1
and the Gravitino escape detection, the photon would provide the only evi-

dence of the decay, and the signature would be that of an isolated photon which does not point
back to the main event vertex.

As described previously, the segmentation of the EM Calorimeter has been designed to allow
measurement of photon direction by using the lateral and the longitudinal positions of the
shower in the strip section and in the middle compartment. While the geometry of the EM Cal-
orimeter has been optimised for the case of photons which point back to the interaction point,
the fine segmentation allows reasonable angular precision to be achieved over a wide range of
photon impact angles.

Figure 4-37 Position resolution in the η−direction, as

measured in the strips (dots) and in the middle com-

partment (squares), as a function of pseudorapidity,

for photons of ET = 20 GeV (closed symbols) and

ET = 50 GeV (open symbols).

Figure 4-38 Calorimeter angular resolution in , as

a function of pseudorapidity, for photons of

ET = 20 GeV and ET = 50 GeV.
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To study quantitatively the angular resolution
for ‘non-pointing’ photons, two different sam-
ples of single photons were used. The first
sample consisted of 20000 single photons, as
produced from χ0

1
decays in GMSB events

with the GMSB parameters set to the values
discussed in Section 20.3.2.4. Of these, over
7500 photons were fully simulated in the de-
tector. In addition, the full sample of 20000
events was studied using parametrisations of
the resolution function. The mean ET of these
photons, for which several distributions are
presented in Section 20.3.2.4, is 84.4 GeV. The
GMSB simulation shows that over 75% of the
photons of interest impact the EM barrel calo-
rimeter. For this reason, only photons hitting
the barrel were considered. The second sam-
ple comprised several sets of fully-simulated
50 GeV photons, impacting the calorimeter at
a given value of pseudorapidity and from a
given direction. The sets were generated at
pseudorapidity values of 0.3, 0.7 and 1.2, and with angular deviations from pointing of 0°, ±15°,
and ±30° in θ, as well as 0°, 7° and 19° in azimuthal angle. The electronic noise was not included
in the analysis discussed here, but should have a small impact on the results because of the
large photon energies.

For both samples of photons, the reconstruction of the photon direction was studied as a func-
tion of the impact point and the angular deviation from pointing. Although the φ measurement
would slightly increase the ability to separate pointing from non-pointing photons, only the θ

Figure 4-39 Resolution in the position of the primary

vertex along the z axis, as obtained from the calorime-

ter pointing with single photons of ET = 20 GeV (with

and without pile-up and noise) and ET = 50 GeV.

Figure 4-40 The difference between the recon-

structed vertex, provided by the EM Calorimeter

alone, and the generated vertex, as obtained for

H → γγ events with mH = 100 GeV.
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Figure 4-41 Angular resolution as a function of ∆θ,
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measurement was used in the study presented here.The angular resolution obtained with the
standard reconstruction algorithm (using a 7x7 cell cluster) is shown, as a function of the angu-
lar deviation from pointing (∆θ), in Figure 4-41 for the GMSB photon sample and in Figure 4-43
for the sample of 50 GeV photons with fixed η, ∆θ and ∆φ. Here ∆θ and ∆φ indicate the differ-
ence between the direction of the photon trajectory inθ and φand the direction which goes from
the vertex to the calorimeter impact point. The resolution from the standard reconstruction is
seen to degrade significantly for large absolute values of ∆θ and differently for different signs of
∆θ. This is due to the fact that the S-shape corrections used (see Section 4.4.2.1) are tuned for
pointing events. For large deviations from pointing, these corrections are no longer valid and
actually deteriorate the angular resolution. Also, for severely non-pointing showers, the cluster
window considered by the standard reconstruction (which assumes pointing) is no longer cen-
tred properly on the actual cluster, and starts to lose energy leaking outside the cluster. Finally,
the mean longitudinal positions of the shower in the first and second compartments have been
determined by using the barycentres obtained for pointing showers, and again, for large devia-
tions from pointing, these values are no longer valid. This effect gives rise to systematic shifts of
the mean value θ reconstructed for non-pointing showers (Figure 4-42).

Given this non-optimal performance of the standard reconstruction, two different algorithms
have been investigated to take better into account the feature of non-pointing showers. These
approaches and their performance are discussed briefly below. Details can be found in [4-14].

One approach uses a feed-forward multilayer neural network (NN) with three layers of nodes.
The NN inputs were the uncorrected shower positions in the first and middle compartment, the
position η* = mod(η, 0.025)of the shower in the cell for the first and middle compartment, the
total reconstructed energy of the shower, the energy deposited in the strip section compared to
the sum of the energies in the strip section and in the middle compartment (E1/(E1+E2)), and
the value of θ from the standard reconstruction. The generated θ for each event was used as the
target to train the NN on half of the GMSB photon sample. The results were then tested on the
second half of the sample. The NN resolution is shown in Figure 4-41 and the mean value of the
difference between the reconstructed and generated values of θ is shown in Figure 4-42. The

Figure 4-42 Mean of the deviation of the reconstructed value of θ from the generated value, as a function of

∆θ, for GMSB photons with 0 < η < 0.6 (left) and 0.6 < η < 1.2 (right), as obtained with the standard reconstruc-

tion (open symbols) and with a neural network (closed symbols).
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NN improves the resolution and also gives a smaller systematic shift compared to the standard
reconstruction. The same NN reconstruction was applied to the sample of photons generated at
constant values of ∆θ and ∆φ. It was seen that the θ reconstruction was not significantly affected
by deviations from pointing in φ. Therefore, the results for the θ resolution can be applied inde-
pendently of deviations in φ.

The NN was trained on a sample of photons
with a wide range of deviations from pointing.
Not surprisingly, the resolution for pointing
photons as obtained with the NN is inferior to
that of the standard reconstruction, which has
been tuned to the case of pointing photons.

A second algorithm, called ‘the nearest neigh-
bour clustering’, does not restrict itself to a
specific cluster size. The algorithm begins with
the highest energy cell in the middle compart-
ment of the EM Calorimeter and compares the
energy deposited in the adjacent cells to that
in the most energetic cell. If the fractional en-
ergy deposited in an adjacent cell exceeds a
preset threshold (1.5% of the most energetic
cell), the cell is accepted as a part of the cluster.
This procedure is repeated until no more cells
in the immediate neighbourhood of cells
which form the cluster exceed the fractional
energy threshold. The threshold was chosen
by optimising the energy resolution using a
sample of 50 GeV single pointing photons.
The same principle was employed to deter-
mine the energy weighted position of the shower in the first and back compartment, and a con-
straint was applied requiring that the position of the most energetic cell in the first and back
compartment be near the vicinity of the most energetic cell in the middle compartment.

The angular measurement was made using the position information in the first and middle
compartment only. The angular resolution obtained with this algorithm is shown superimposed
to the standard reconstruction results in Figure 4-43. The performance of the nearest neighbour
algorithm is much better than the standard reconstruction for the case of photons with large de-
viations from pointing. If S-shape corrections are included, the nearest neighbour algorithm
provides results similar to the standard reconstruction for pointing photons and slightly better
for non-pointing photons. This behaviour is expected, since the out-of-cluster showering is im-
portant for non-pointing objects in the case of fixed-cluster algorithms, whilst the nearest neigh-
bour algorithm accounts for this effect.

In conclusion, the EM Calorimeter has a good capability to recognise and measure non-pointing
photons. While the angular resolution with the standard reconstruction degrades for large devi-
ations from pointing, preliminary investigations using neural networks and alternative cluster-
ing methods provide superior performance for non-pointing photons. As discussed in
Section 20.3.2.4, the angular precision obtained so far is already sufficient to efficiently distin-
guish between non-pointing photons and pointing photons, providing excellent sensitivity to
GMSB models. Further optimisation of the reconstruction techniques for non-pointing photons
is in progress.

Figure 4-43 Angular resolution as a function of ∆θ,

the deviation from pointing, for three different impact

points in the EM Calorimeter. The open symbols show

the results from the standard reconstruction, and the

closed symbols show the results from the nearest

neighbour clustering algorithm.
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4.5 γ / π0 separation

The EM Calorimeter must be able to efficiently
reject isolated π0, in order to extract a possible
H → γγsignal over the background. A π0 rejec-
tion factor of about three, for a single-photon
efficiency of 90%, is needed. The calorimeter
performance and the algorithms used for γ/π0

separation have been described in detail in [4-
1]. Since the recent changes to the calorimeter
design do not have a significant impact on this
aspect of the performance, only a few addi-
tional studies and results are reported here.
The effect of the electronic noise and pile-up at
high luminosity has been checked with the
complete simulation procedure described in
Section 4.2.4. The results are summarised in
Figure 4-44. For a fixed photon efficiency of
90%, the electronic noise and pile-up expected
at high luminosity reduce the π0 rejection by
less than 10%.

The impact of a possible cross-talk between
adjacent strips in η has been evaluated. The re-
sults are shown in Figure 4-45. For a cross-talk
of 10%, the π0 rejection is degraded by about
10%. Recent results obtained from the beam
test of module zero’s indicate that the cross-
talk between strips expected in ATLAS is of
order 5%.

The impact of a non-perfect alignment of the
kapton electrodes along the z direction (see
Sections 4.4.2) has been studied, since a dis-
persion in the electrode position may affect the
shower shape. The results are presented in
Table 4-7. The rejection deteriorates by a few
percent for very large misalignments
(±1000 µm), because the shower appears to be
broader, but is not affected for the expected
dispersion of ±400 µm.

Table 4-7 Rejection factors of π0 of ET = 50 GeV, as a function of the dispersion in the electrode alignment.

Results are given at two pseudorapidity points and for 90% photon efficiency.

Dispersion 0 µm ±400 µm ±1000 µm

η = 0.3 3.53 ± 0.18 3.50 ± 0.17 3.35 ± 0.18

η = 1.0 2.89 ± 0.13 2.86 ± 0.12 2.77 ± 0.08

Figure 4-44 Rejection of π0 of ET = 50 GeV for 90%

photon efficiency, as a function of pseudorapidity, with

(open squares) and without (dots) including the elec-

tronic and pile-up noise expected at high luminosity.
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4.6 Calorimeter performance and calibration with Z → ee events

The calorimeter performance, which has been illustrated in the previous sections using single
particles, has also been studied with complete fully-simulated physics events, namely Z → ee
decays. This channel has the advantage of being a simple, background-free, well-known proc-
ess, and therefore ideal for benchmark performance studies in the LHC environment. Moreover,
Z → ee decays are expected to be used to understand several aspects of the detector response,
e.g. calibration of the absolute calorimeter scale, intercalibration of the calorimeter cells.

A sample of 50000 inclusive Z → ee events, which corresponds to an integrated luminosity of
0.07 fb–1, has been generated by using PYTHIA interfaced to PHOTOS [4-15], in order to simu-
late single-photon emission and radiative decays. At the generation level, both electrons were
required to have transverse momenta larger than 15 GeV and to be emitted at pseudorapidities
|η|< 2.5. The generated sample was then processed with the ATLAS full simulation.

Several performance results obtained with these events are presented in Section 4.6.1, whereas
the determination of the global constant term of the energy resolution is discussed in
Section 4.6.2. At the LHC, Z → ee decays will also be used to determine the calorimeter absolute
energy scale, as described in Chapter 12.

4.6.1 Calorimeter performance with Z → ee events

The main calorimeter performance issues have been studied with Z → ee events. These events
are characterised by a realistic pT spectrum of the electrons in the final state, by angular distri-
butions covering more or less uniformly the full pseudorapidity acceptance of the calorimeter,
and by the presence of an underlying activity from the spectator partons.

Electrons were required to have ET > 20 GeV. Events containing a hard photon from internal
bremsstrahlung were removed. Electronic noise and pile-up were not included.

The energy reconstructed in the calorimeter is shown in Figure 4-46 as a function of pseudora-
pidity, over the full calorimeter coverage. The calorimeter was calibrated in this simulation with
single photons of ET = 50 GeV incident at fixed pseudorapidity points. The energy of both elec-
trons was then scaled up by 0.5%, in order to correct for the slightly different response to pho-
tons and electrons, arising from the material in front of the calorimeter.

The reconstructed energy spectrum is shown in Figure 4-47. The overall resolution is 11.4%/
and includes the contribution of the sampling term (averaged over pseudorapidity), of the con-
stant term due to the calorimeter geometry (residual non-uniformities such as the φ-modula-
tion) and of the underlying event. Electrons in the crack region 1.37 <|η|< 1.52 were not
considered. This result is in agreement with the single-particle resolution presented in
Section 4.3.5.

About 80% of the events are contained inside a window of ±2σ around the peak, where σ is the
resolution shown in Figure 4-47. Additional information about the (mostly low-energy) tails is
presented in Figure 4-48, which shows the pseudorapidity distribution for electrons outside the
±2σ window. Excesses of events are visible in the regions of the cracks at η ~ 0, |η|~ 1.5 and
|η|~ 2.5, where the resolution is degraded.

E
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The position resolutions in φ and η are shown
in Figures 4-49 and 4-50 respectively. The φ-
resolution of the middle compartment is about
9.5 mrad/ , the η-resolution of the strip sec-
tion is about 2.7×10-3/ , and the η-resolu-
tion of the middle compartment is about
5.3×10-3/ . These results are in agreement
with those obtained for single particles, pre-
sented in Section 4.4.1 and Section 4.4.2.

In conclusion, no deterioration of the perform-
ance is observed for complete physics event,
as compared to single particles incident at
fixed pseudorapidity points.

4.6.2 Calorimeter calibration and the global constant term

As discussed in Section 4.3.6, good uniformity of response of the EM Calorimeter will be pro-
vided, inside regions of size ∆η×∆φ = 0.2×0.4, by the electronic calibration system and by con-
struction tolerances, which should guarantee a local constant term of 0.5% or smaller. Electron
pairs from Z decays can then be used to intercalibrate the 440 regions of which the calorimeter is
composed.

Figure 4-46 Reconstructed energy in the calorimeter,

divided by the true energy, for electrons from Z decays

as a function of pseudorapidity. The error bars give the

rms spread on the reconstructed energy.

Figure 4-47 Difference between the reconstructed

energy in the calorimeter and the true energy, divided

by the square root of the true energy, as obtained for

electrons from Z decays. The best fit is superimposed.

0.96

0.98

1

1.02

1.04

-2 0 2

η

E
/E

g
en

0

200

400

600

800

-1 -0.5 0 0.5 1

(E-E
gen

)/√E

σ = 11.4% / √E

Figure 4-48 Distribution of the electron pseudorapid-

ity for events which are at more than ±2σ from the

peak of the distribution in Figure 4-47.

0

25

50

75

100

-2 -1 0 1 2

η

E

E

E



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

136 4   Electromagnetic calorimetry

The advantages of using this process are:

• Z → ee decays occur at a very high rate, approximately 1 Hz at low luminosity.

• It is a clean channel, almost background free.

• Since the calibration is performed by imposing the Z-mass constraint, no information
from other subdetectors is needed. Therefore Z → ee decays provide a mean of calibrating
the EM Calorimeter in a standalone way. In this respect this method is complementary to
measuring E/p for isolated electrons (Chapter 7), which is based on the momentum meas-
urement in the Inner Detector.

• The Z resonance is close in mass to several particles which will be precisely measured or
looked for, such as W bosons (see Chapter 16) and the low-mass Higgs boson (see
Chapter 19).

The calibration is done by constraining the two-electron invariant mass to the Z mass.

The long–range non–uniformity of the calorimeter has been simulated by injecting random mis-
calibration coefficients (with an rms of 1.5%) in the 440 regions of size ∆η×∆φ = 0.2×0.4. These
coefficients were then recovered by a log–likelihood fit of the reconstructed Z mass to the ex-
pected Z lineshape, which is shown in Figure 4-51.

Figure 4-49 Difference between the reconstructed φ-

position in the calorimeter and the true position,

divided by the square root of the true energy, as

obtained for electrons from Z decays. The best fit is

superimposed.

Figure 4-50 Difference between the reconstructed η-

position in the calorimeter and the true position,

divided by the square root of the true energy, as

obtained for electrons from Z decays in the strip sec-

tion (full histogram) and in the middle compartment

(dashed histogram). The best fits are superimposed.
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Depending on whether the different compart-
ments of the EM Calorimeter, i.e. the strip sec-
tion and the middle compartment, are
considered separately or not, there are 880 or
440 correction coefficients entering the fit (the
back compartment is always added to the
middle compartment). Simulations done at
the particle level, with the correct energy
smearing and energy fraction deposited in the
strip section, show that for small Z samples
(up to 50K events), it is better to use a 440-co-
efficient correction set, that is to calibrate by
towers rather than by cells, even if the re-
sponses of the strip section and of the middle
compartment fluctuate independently. There-
fore the two compartments have not been dis-
tinguished in the study done with full
simulation.

Due to the fiducial cut |η|< 2.5 for both electrons, a few regions located close to the boundary
had less than 25 electrons. Miscalibration (input) coefficients were injected also in these regions
as in the rest of the calorimeter, but no fit was attempted. The calibration procedure was repeat-
ed ten times, each time with a different set of input coefficients. Figure 4-52 shows the correla-
tion between the miscalibration (input) coefficients and the correction (output) coefficients.

Figure 4-52 The fitted correction coefficients versus

the injected coefficients, as obtained for Z → ee

events.

Figure 4-53 The difference between the injected

coefficients and the correction coefficients after the fit.

Figure 4-51 The Z lineshape as obtained from

PYTHIA and PHOTOS.
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The resulting uniformity after the calibration procedure is shown in Figure 4-53 for regions with
at least 60 incident electrons. Regions located near the crack at η = 1.5 are excluded. After the fit,
the rms non-uniformity (i.e. the global constant term) has been reduced from 1.5% to less than
0.3%. The Z sample used in this example will be collected in less than 48 hours of data taking at
low luminosity. Therefore, by summing the local constant term of 0.5% (Section 4.3.6) with the
global constant term of 0.3% obtained as described here, a total constant term of about 0.6%
should be achieved in a few days of data taking. This is well within the goal of 0.7%.

Several checks have been made of the stability of this procedure, given the large number of un-
knowns and possible strong correlations between coefficients. For instance, the reconstructed Z
mass can be corrected by using only one of the two regions involved. In this respect, the trans-
verse momentum of the Z is essential to stabilise the system of equations. Without some acopla-
nar e+e– pairs, only regions which are back-to-back in φ would be involved, leading to non-
unique solutions of the system. However, only a small fraction (~1%) of events with acoplanar
electron pairs is sufficient to remove such ambiguities. A test was also made, which consisted in
injecting a large offset of 6% over the whole upper half of the calorimeter (0° < φ< 180°) in addi-
tion to the 1.5% non-uniformity. The fit converged without problems.

4.7 Performance of module zero’s

After a rather long period of prototype activities (1990 to 1996), which addressed the detector’s
mechanical structure, the choice between a presampler and a preshower, and the development
of the front-end electronics, the construction of module zero’s was launched in 1996-1997.

Module zero’s have exactly the same dimensions and structure as the detector modules. Their
construction is intended to be a final qualification of all fabrication processes, and a last assess-
ment of the performance. In order to be as close as possible to the ATLAS conditions, mother-
boards, cold cables, feedthroughs, crates and back-planes, which connect a given calorimeter
cell to its electronic circuit on the front-end boards, and the electronic circuit itself, were built ac-
cording to the final design (radiation hardness of the various circuits was the only exception).
The absorbers and support fixtures were built with the final tooling and Quality Control proce-
dure. Detailed mechanical measurements have shown that all tolerances meet the specifications
[4-16].

On the other hand, the construction of the readout electrodes presented some difficulties, which
resulted in significant delays. Therefore, in order to be ready for the beam tests in 1998, the end-
cap module contained only 15 electrodes instead of the foreseen 128, and the barrel module 23
electrodes instead of 128. This allowed studies of the local performance to be made, but did not
permit a test of the uniformity of the calorimeter response over a large area.

The module zero of the barrel presampler, which consisted of two sectors, was complete.

The electronic calibration of both the calorimeter and the presampler modules was made using
prototypes of the 128-channel calibration boards designed for ATLAS. The uniformity of the de-
livered signals, shown in Figure 4-25, is 0.2% rms, which meets the requirement of 0.25%.
Checks are going on to ensure that this uniformity is preserved at the level of the current pulses
generated close to the calorimeter cell.
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The front-end readout boards (128 channels) used in the test of the module zero’s have all the fi-
nal functionalities. Each channel consists of a preamplifier, a three-gain shaper, and for each
gain a 144 cell-deep analog memory (SCA) in which samples of the signals taken every 25 ns are
stored. Digitisation is performed using 12 bits. Calibration and test-beam data were processed
using five samples around the maximum. Using these five samples and the optimal-filtering
technique, all beam events could be used, irrespective of their exact arrival time with respect to
the 40 MHz clock of the SCA. The set-up also allowed to record continuous waveforms of both
beam and calibration events, which proved extremely useful for the detailed understanding of
the signal behaviour (presence of inductive effects, cross-talk, etc.).

The system-aspect information and the data
gathered during the beam tests and their prep-
aration are very valuable and allow the last
details to be frozen before the detector produc-
tion starts. Preliminary results from the beam
tests are discussed in the next sections.

4.7.1 The barrel module zero

The barrel module was tested with 20 GeV
electrons, obtained from a lead-ion beam. The
energy reconstructed in the calorimeter at one
of the beam impact positions, which corre-
sponds to η = 0.3, is shown in Figure 4-54. De-
spite that cuts were applied to suppress pions
in the beam, a small fraction of them remain in
the low-energy tail. The energy resolution
measured after the subtraction of the electron-
ic noise is 10.0%/ . This is somewhat worse
than the performance expected at this pseud-
orapidity (see Figure 4-20). Likely explanations are the contribution of the beam spread, which
was not subtracted, and the fact that the best possible calibration was not used in obtaining
these preliminary results.

The noise levels per cell, 18 MeV in the strip section, 47 MeV in the middle compartment and
35 MeV in the back compartment, are slightly better (15%) than expected. The measured sensi-
tivity is 2.6 µA/GeV, to be compared to the expected 2.74 µA/GeV.

4.7.2 The end-cap module zero

In the past a prototype with a variable thickness of the lead plates had been tested [4-17], there-
fore this was the first time that an end-cap module with the final geometry (constant thickness
of the lead plates) was exposed to beam.

Since the module was only partially equipped with readout electrodes, it was not possible to
perform complete azimuthal scans to look at the response uniformity. However, the calorimeter
energy resolution could be measured at two pseudorapidity positions (η ~ 1.55 and η ~ 2.2).
Electron beams in the energy range 20 to 200 GeV were used for this measurement.

Figure 4-54 Energy spectrum reconstructed in the

barrel module zero for 20 GeV electrons at η = 0.3. A

5x4 cell cluster in ηxφ has been used.

E (GeV)

0

50

100

5 10 15 20 25

E



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

140 4   Electromagnetic calorimetry

The reconstructed energy spectrum for electrons of energy 150 GeV at η ~ 2.2 is shown in
Figure 4-55. The low-energy tails are due to the poor quality of the beam. The resolution is
about 1%.

Figure 4-56 shows the calorimeter energy resolution as a function of the incident beam energy.
At each energy point, the beam spread as well as the electronic noise (see below) were subtract-
ed in quadrature. The local constant term of 0.42 ± 0.05% is somewhat higher than expected
(0.3%). It is, however, good enough given that results are preliminary.

These measurements were done with two dif-
ferent gains of the electronic chain: high gain
up to 60 GeV and medium gain above 60 GeV.
This results in different values of the electronic
noise for the two groups of runs. Since the
number of energy points was limited, instead
of obtaining the electronic noise in a given
cluster from the fit to the energy resolution
curve, the noise levels were directly measured
in random-trigger events.The observed noise
per channel is of the order of 20 MeV in the
strip section and 50 MeV in the middle com-
partment, in agreement with the expectation.
The cross-talk observed between the middle
and back compartment of the calorimeter
(~3%) is larger than expected, and has been at-
tributed to the motherboard design. The line-
arity of the calorimeter energy response,
shown in Figure 4-57, is well within 1%.

Figure 4-55 Energy spectrum reconstructed in the

end-cap module zero for electrons of energy 150 GeV

at η ~ 2.2.

Figure 4-56 Energy resolution of the end-cap module

zero as a function of energy at η ~ 2.2. The best fit

(see text) is superimposed.
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In conclusion, apart from the overall uniformity of the calorimeter, which will be measured in
the future with modules fully equipped with readout electrodes, and apart from some problems
(noise, cross-talk) which have been understood and will be cured, the results obtained so far
from the beam tests of the EM module zero’s indicated that the detector performance meets the
requirements.

4.8 Conclusions

An extensive optimisation work over the past years has led to the design of an electromagnetic
calorimeter which offers good energy resolution, excellent response uniformity and angular res-
olution, and powerful particle identification capability.

The main performance issues presented in this chapter, which are based on a full detailed simu-
lation of the accordion geometry within the rest of the ATLAS detector, can be summarised as
follows. The sampling term of the energy resolution is at the level of 10%/ . Owing to the in-
trinsic uniformity of the liquid-argon technique, and to strict construction tolerances, a global
constant term of less than 0.7% should be achieved in a few days of data taking at low luminos-
ity using Z → ee events. At high luminosity, the total energy resolution for photons of
ET = 50 GeV is 1.6% or better.

By using the fine longitudinal and lateral segmentation, several precision measurements of the
shower position and angle can be performed. In particular, the primary vertex in H → γγevents
can be measured with an accuracy of 1.3 cm by using the calorimeter information alone, and
high sensitivity should be achieved for new physics characterised by the presence of photons
not coming from the primary vertex.

An average rejection factor of three against π0 should be obtained for a photon efficiency of 90%.
More examples of particle identification issues, involving the use of the EM Calorimeter, the In-
ner Detector and the Hadronic Calorimeters, can be found in Chapters 7 and 9.

With respect to the studies reported in the Calorimeter Performance TDR, the results presented
here are based on a more realistic simulation and deeper understanding of several effects. In
particular, the impact on the performance coming from a more correct treatment of the pile-up
and from several imperfections in the mechanics and electronics (cross-talk, electrode align-
ment, non-uniformity of the electric field, etc.) was evaluated.

Finally, preliminary results from the beam tests of module zero’s indicate that the performance
of the detector which is being built is in agreement with the physics requirements and the ex-
pectations from the simulation.
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5 Hadronic calorimetry

The hadronic calorimetry of ATLAS (a view of which is presented in Figure 1-iii) consists of
three main devices. In the barrel region (|η|< 1.7) there is the scintillating Tile Calorimeter. The
Hadronic End-cap LAr Calorimeter (HEC) extends up to |η| = 3.2. The range 3.1 <|η|< 4.9 is
covered by the high density Forward Calorimeter (FCAL). Up to |η|= 2.5 the basic granularity
of the hadron calorimeters is ∆η×∆φ = 0.1×0.1. This region is to be used for precise measure-
ments of the energy and angles of jets and, at low luminosity, of single charged particles. In the
region |η|> 2.5, the basic granularity is approximately ∆η×∆φ = 0.2×0.2. A more detailed de-
scription of all ATLAS calorimeters is given in the Calorimeter TDRs ([5-1], [5-2], [5-3]) and in
Section 1.5 of this document.

Recent test beam results from prototypes and module zero’s of these detectors are presented in
Section 5.1 to illustrate their basic performance. They are compared with predictions of the
hadronic shower simulation package used for the studies presented in this report. In Section 5.2
the changes in the overall design of the ATLAS calorimetry since the Calorimeter TDRs are re-
viewed. The performance of the calorimetry for single particle detection for the full pseudora-
pidity range is described in Section 5.3 (performance for jets and for missing ET measurements
is described in Chapter 9). In Section 5.4 the possibility of calibrating the calorimeters with sin-
gle charged hadrons is discussed.

5.1 Test beam results for pions, muons and electrons

The performance for single particle detection, obtained from recent test beam results, is re-
viewed in this section. Results are presented for the three main sections of the calorimetry: the
barrel, end-cap and forward calorimeters.

5.1.1 Combined tests of the EM LAr and Hadronic Tile Calorimeters

Combined tests of the EM LAr and Tile barrel calorimeter prototypes have been performed in
1994 [5-4] and 1996 [5-5] with a set-up representative of the final configuration. The LAr and
Tile prototype modules used in the test beam have performances similar to the final modules.
The cryostat dead material and the distance between the two prototypes were close to the actual
set-up. One difference was that the Tile prototypes were 1.80 m long and segmented in four lon-
gitudinal compartments, while the final modules are 1.60 m thick and have three compartments
in depth. A presampler in front of the LAr barrel prototype was used to select minimum ionis-
ing particles and thus to remove particles with early interactions which could take place in the
material in front of the calorimeter.

The simplest method to reconstruct the pion energy, denoted as the ‘Benchmark Method’, con-
sists of introducing a set of energy independent corrections. Both prototypes were first calibrat-
ed at the electromagnetic scale. The total reconstructed energy is then expressed as:

. 5-1

Both calorimeter sections are non-compensating and the coefficient a takes into account their
different responses to the pion energy. The quadratic term bEem

2 provides a first order correction
for the non-compensation (the coefficient is negative, it suppresses the signal for events with a

Erec a Ehad⋅ Eem b Eem

2⋅ c a Ehad1 Eem3⋅ ⋅⋅+ + +=
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large fraction of electromagnetic energy). The last term estimates the energy loss in the cryostat
wall separating the two calorimeters. The validity of using the geometric mean of the last LAr
compartment energy (Eem3) and the first Tile Calorimeter compartment energy (Ehad1) has been
tested with the insertion of a mid-sampler between the calorimeters. The values of the coeffi-
cients are obtained by minimising the energy resolution for 300 GeV pions. The resolution for
pions obtained with the Benchmark Method is shown in Figure 5-1. The energy dependence of
the resolution can be parametrised by one of the following formulae:

, 5-2

, 5-3

where the resolution is usually in percent, the sampling term A is in % GeV1/2, the con-
stant term B is in percent and the noise term C is in GeV. Results of the fit with these expressions
are given in Table 5-1. The results are compared to the prediction of the G-CALOR hadronic
shower simulation package [5-6].

Figure 5-1 Energy resolution for pions as obtained

with the Benchmark Method. The solid dots (open cir-

cles) give the results for the 1996 (1994) test beam

data, the crosses show the G-CALOR predictions. The

solid lines give fits with Equation 5-3, the dashed-dot-

ted line gives a fit with Equation 5-2.

Figure 5-2 Relative non-linearity as a function of the

beam energy for the Benchmark Method. The solid

dots (open circles) give the results for the 1996 (1994)

test beam data, the crosses show the G-CALOR pre-

dictions. The points are normalised to the 50 GeV

case.

Table 5-1 Terms of the pion energy resolution as obtained with the Benchmark Method.

A (% GeV1/2) B (%) C (GeV)

Experimental data: Equation 5-2 fit 59.5 ± 0.3 1.8 ± 0.2 2.0 ± 0.1

Experimental data: Equation 5-3 fit 69.8 ± 0.2 3.3 ± 0.2 1.8 ± 0.1

G-CALOR prediction: Equation 5-3 fit 61.7 ± 0.1 2.9 ± 0.3 fixed at 1.5
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With the simple Benchmark Method, the effect of non-compensation is not fully corrected for
and the pion response shows some non-linearity (see Figure 5-2), of the order of 5% in the range
between 50 and 300 GeV. G-CALOR predicts only 2% of non-linearity of the response in the
same energy range.

The degree of non-compensation of the calo-
rimeter e/h, that is the ratio of the calorimeter
response to the electromagnetic and non-elec-
tromagnetic (purely hadronic) component of
the hadron showers, can be determined from
the energy dependence of the e/πratio. This ra-
tio depends on e/h and on the electromagnetic
fraction F(π0) produced in the interaction:

. 5-4

To extract the value of e/h, the pion response
has to be calculated using the electromagnetic
scale only, hence Equation 5-1 becomes simply

and the fraction of π0’s is taken as
[5-7]. The fit results in a

value of e/h of the order of 1.35-1.37 (see Figure 5-3). G-CALOR again predicts a lower level of
non-compensation.

A second method to correct for the effect of non-compensation was applied to the data. This
weighting technique, inspired on a method developed for the LAr calorimeters of the H1 exper-
iment at HERA [5-8], consists of correcting upwards the response of individual cells with rela-
tively small signals, to equalise their response to that of cells with large (typically
electromagnetic) deposited energies. The reconstructed energy is expressed as

.

The weights are characteristic parameters of the calorimeter type, the electromagnetic (em) or
hadronic (had) compartments, and they vary smoothly with the energy of the incident particle.
The energy resolution obtained with this method is shown in Figure 5-4 (see also Table 5-2) and
the relative response as a function of the energy is shown in Figure 5-5. The resolution is im-
proved and the linearity restored to better than 2%.

5.1.2 Tile Calorimeter module zero test beam results

An extensive test beam programme of the Tile Calorimeter barrel and extended barrel module
zero’s has been carried out starting in 1996. The response to charged pions, electrons and muons
has been studied.

Figure 5-3 Energy dependence of the e/π ratio, fitted

with Equation 5-4. The solid dots (open circles) give

the results for the 1996 (1994) test beam data, the

crosses show the G-CALOR predictions.
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5.1.2.1 Response to pions

The response of the detector to pions has been measured in the energy range from 10 to
400 GeV. Figure 5-6 shows the energy resolution obtained in the barrel module zero for pions,
when summing the total energy deposited in the calorimeter without any correction for non-
compensation. The hadronic shower was required to start in the first compartment to avoid lon-
gitudinal leakage, since the thickness of the module (1.60 m) was adapted to the final configura-
tion, i.e. with the additional 1.2 λ of the LAr calorimeter in front. The data are in good
agreement with the results obtained with the 1.80 m thick Tile Calorimeter prototype. The reso-
lution is well fitted with the formulae in Equation 5-2 and Equation 5-3 with the term C = 0,
since the noise contribution is negligible (see Table 5-3). The e/πratio is shown in Figure 5-7. The
fitted level of non-compensation of the calorimeter is e/h = 1.30 ± 0.01. The G-CALOR Monte
Carlo predicts (see Table 5-3) a similar sampling term, as for the experimental data, but a small-

Figure 5-4 Energy dependence of the energy resolu-

tion for pions as obtained with the H1 cell-weighting

method. The solid line is a fit with Equation 5-3, the

dashed-dotted line is a fit with Equation 5-2.

Figure 5-5 Energy dependence of the relative non-

linearity for pions as obtained with the H1 cell-weight-

ing method.

Table 5-2 Terms of the pion energy resolution as obtained with the H1 cell-weighting method.

A (% GeV1/2) B (%) C (GeV)

Experimental data: Equation 5-2 fit 41.9 ± 0.2 1.8 ± 0.1 1.8 ± 0.1

Experimental data: Equation 5-3 fit 52.1 ± 0.1 3.0 ± 0.1 1.6 ± 0.1

Table 5-3 Terms of the pion energy resolution for the module zero of the Tile Calorimeter.

A (% GeV1/2) B (%)

Experimental data: Equation 5-2 fit 43.6 ± 0.8 2.4 ± 0.1

G-CALOR prediction: Equation 5-2 fit 42.6 ± 0.2 1.7 ± 0.2

Experimental data: Equation 5-3 fit 52.0 ± 0.6 4.1 ± 0.1

G-CALOR prediction: Equation 5-3 fit 48.0 ± 1.2 3.3 ± 0.2
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er constant term and a lower level of non-compensation of e/h = 1.22 ± 0.02 [5-9]. A good uni-
formity of the response of the module as a function of pseudorapidity and azimuthal angle was
observed [5-3].

5.1.2.2 Response to electrons

The electron response for the module zero of
the Tile Calorimeter was measured in the ener-
gy range from 10 to 300 GeV [5-10]. The elec-
trons were sent at 90° with respect to the
planes of scintillator tiles. The energy depend-
ence of the resolution is shown in Figure 5-8.
The energy resolution is well fitted with the
modified square sum formula without the
noise term:

. 5-5

The sampling term A of the energy resolution
is (25.6 ± 0.4)% GeV1/2 and the constant term B
is (0.67 ± 0.04)%.

5.1.2.3 Response to muons

The response to muons was extensively stud-
ied in the Tile Calorimeter test beam pro-
gramme. In particular, the response in the

Figure 5-6 Energy resolution for pions, measured in

the Tile Calorimeter barrel modules for incident pion

energies between 10 and 400 GeV. The lines give fits

with Equation 5-3.

Figure 5-7 e/π ratio measured in the Tile Calorimeter

barrel module zero for incident pion energies between

10 and 400 GeV. The solid dots show experimental

data, the open circles show G-CALOR prediction. The

dependencies are fitted with Equation 5-4.
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Figure 5-8 Energy dependence of the energy resolu-

tion for electrons, measured in the Tile Calorimeter

barrel module zero. The line is a fit with Equation 5-5.
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three compartments of the calorimeter as a function of pseudorapidity was measured. The abil-
ity to measure a clean signal above noise allows the Tile Calorimeter to contribute to the muon
identification at the trigger and analysis levels. An example of the total signal deposited by
100 GeV muons in the full Tile Calorimeter is given in Figure 5-9 (left-hand plot). The signal is
fitted with the convolution of a Landau distribution with a Gaussian [5-11]. The peak, or most
probable value, is at 3.32 GeV. The FWHM is 1.3 GeV. The signal is asymmetric; the left-hand
side of the peak is essentially a Gaussian with σ = 0.48 GeV. Typically the signal has to be
summed over three to four cells, or six to eight photomultiplier tubes (PMT). The expected level
of electronic noise is about 20 MeV per PMT, hence about 55 MeV for eight PMTs. In the test
beam, some channels were equipped with different electronics. The actual noise level (see
dashed distribution in the left-hand plot of Figure 5-9) was 100 MeV, dominated by the contri-
bution of the two PMTs of the first compartment. The signal is separated by more than six
standard deviations from the noise.

Since in physics events muons may overlap with other particles and, at high luminosity, mini-
mum bias events may deposit a non-negligible amount of energy in the innermost layers of the
calorimeter, the ability to see a clean muon signal in the outermost compartment is an important
asset. The right-hand plot of Figure 5-9 shows the signal deposited by muons in the third com-
partment. The peak is at 1.06 GeV and the FWHM is 0.55 GeV. The left-hand side of the peak is
essentially a Gaussian with σ = 0.20 GeV. The electronic noise contribution from summing the
signal of two PMTs (shown as a dashed distribution on the right-hand plot) is 40 MeV. The sig-
nal is separated from the noise by five standard deviations. More experimental information
about the response of the muons in the Tile Calorimeter (barrel and extended barrel) modules
can be found in Section 5.3.3.

Figure 5-9 Total deposited energy (left-hand plot) and energy deposited in the third compartment (right-hand

plot) by 100 GeV muons in the Tile Calorimeter extended barrel module zero at a pseudorapidity of 1.3. The sig-

nal is fitted with a Landau distribution convoluted with a Gaussian. The peaks around zero (dashed) are the

electronic noise distributions.
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5.1.3 Hadronic end-cap calorimeter module zero test beam results

5.1.3.1 The test beam set-up

Beam tests of Hadronic End-cap Calorimeter (HEC) module zero’s have been performed in the
H6 beam line of the CERN SPS. Four modules, two of the front wheel and two of the rear wheel,
have been exposed in 1998 to electron, pion and muon beams at energies in the range 10-
200 GeV.

In contrast to the final detector configuration, the impact angle of the beam with respect to the
calorimeter front face was chosen to be 90°, irrespective of the impact position. Thus lateral en-
ergy leakage could be minimised - an important issue given the limited lateral coverage of the
two φ-wedges of the total wheel used. Impact positions were typically within ±25 cm of the cen-
tre of the modules in the vertical and horizontal directions. This allowed detailed measure-
ments to be made of the homogeneity of the response for electrons, pions and muons. In
particular, the response when crossing the inactive regions (e.g. the crack between the modules)
was studied in detail. In addition, energy scans in up to 16 different impact positions were car-
ried out and yielded detailed information on the expected performance of the calorimeter. The
data were analysed using the standard digital filtering technique and signal reconstruction [5-
12].

5.1.3.2 Noise performance

The noise measured for an individual channel was typically 290 (400, 800) MeV for the first (sec-
ond, third) longitudinal compartment. These results were obtained using a digital filtering tech-
nique with five time samplings [5-13]. Digital filtering reduced the noise by a factor of order 1.5.
As expected, the noise per channel was correlated with the related read-out cell capacitance. In
addition, some coherent noise was present, typically at the level of 20%. The source of this co-
herent noise was traced back to the shaper and preshaper card. This part of the read-out elec-
tronics is being redesigned.

5.1.3.3 Results for electrons

The electron signal was reconstructed from a cluster of the most active read-out cells. The clus-
ters use typically from three to seven cells, all located in the first two longitudinal compart-
ments, i.e. in the first wheel only ([5-14], [5-15]). Using all data sets, an overall calibration
constant (from nA to GeV) was determined from a χ2-minimisation of the energy resolution.
The energy resolution was parametrised using Equation 5-3, where the term C reflects the elec-
tronic noise. The noise was determined from the read-out cells of the related cluster for the giv-
en impact point using randomly triggered events or from a three parameter fit to the energy
resolution.
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The parameters A, B and C were obtained
from a fit to the data of each individual impact
point. For four different impact positions, the
results are shown in Figure 5-10. In this figure,
the energy resolution as a function of the elec-
tron energy is shown along with the result of
the fit (solid line). Typical values obtained for
the sampling and constant terms were
A = (21.0 ± 0.5)% GeV1/2 and B = (0.2 ± 0.2)%.
These results agree well with Monte Carlo ex-
pectations. The noise term was determined to
be 0.7-1.0 GeV. Reducing the cluster size to
three cells changed the noise to the level of
0.5 GeV with an energy resolution only mar-
ginally worse. The linearity of the calorimeter
response with respect to the electron energy is
another important issue. The linearity was
measured to be within ±0.5%, in good agree-
ment with Monte Carlo predictions. The later-
al and vertical scans showed a constant
response within ±1% over the active regions of the module.

5.1.3.4 Results for pions

Strongly interacting particles initiate hadronic
showers which cover larger regions of the cal-
orimeter. Some of the secondary particles may
exit the calorimeter, giving rise to a lateral
leakage of energy. This has to be taken into
consideration when comparing to simulations,
before final conclusions on the energy resolu-
tion, linearity and homogeneity of the calo-
rimeter can be made. The most active read-out
cells were selected for each impact position,
when reconstructing the energy. A typical
cluster contained from 39 to 45 channels (see
[5-14], [5-15]). Increasing the signal threshold
reduced the number of read-out cells consid-
ered and therefore the noise, while giving ad-
ditional signal losses which worsened the
energy resolution. As for the electrons, an
overall calibration constant was determined
from a χ2-minimisation of the energy resolu-
tion of all data sets. In addition, at each impact
point, weight factors for the individual longi-
tudinal compartments were determined. They
mostly reflect the different sampling ratio for
the modules of the rear wheel.

Figure 5-10 Energy dependence of the energy reso-

lution for electrons at four different impact positions.

The line shows a fit with Equation 5-5.
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For example, Figure 5-11 shows the energy resolution as a function of the pion energy for four
different impact points. The electronic noise was obtained from the related cluster of read-out
cells using randomly triggered events. The correlation between individual read-out cells was
implicitly taken into account in the fit as well. Concerning the energy resolution, typical results
are the following: for the sampling term A = (75 ± 2)% GeV1/2 and for the constant term
B = (5.0 ± 0.3)%, the corresponding noise term is typically C = 5-6 GeV (as fitted with
Equation 5-3).

5.1.3.5 Comparison of the pion response with Monte Carlo simulation

Monte Carlo simulations modelling the test beam set-up as well as the case of full lateral cover-
age (see Figures 5-12 and 5-13) were performed for comparison. The signals of all read-out cells
were summed in the simulation. This differs from the method employed for test beam data
where the signal is reconstructed by summing read-out cells with signals above a given thresh-
old. Effects caused by the binning in ADC units were ignored in the simulation as well. Never-
theless, the results for the energy resolution, A = 63% GeV1/2 for the sampling term and
B = 5.4% for the constant term, are not far from the measured values. The energy dependence of
the pion response, which reflects the energy dependence of the e/h ratio of this non-compensat-
ing calorimeter, shows good agreement between experimental and simulated data.

Figure 5-12 G-CALOR prediction for pions: energy

dependence of the relative energy leakage as

expected for the test beam set-up.

Figure 5-13 G-CALOR prediction for pions: energy

resolution for the test beam set-up (solid dots) and the

corresponding values for full lateral coverage (open

squares). Energy dependence of the resolution is par-

ametrised by Equation 5-5 with A = (63 ± 1)% GeV1/2,

B = (5.4 ± 0.2)% for the first set and with

A = (56.1 ± 0.9)% GeV1/2, B = (3.9 ± 0.2)% for the

second one.
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G-CALOR [5-6] was employed for detailed
simulations. Noise was added using the re-
sponse measured in randomly triggered
events. To study the lateral distribution of
hadronic showers, the size of the tower, used
to reconstruct the pion response, was varied: a
large tower, medium tower and small tower
were used. The corresponding number of
read-out cells was 44, 22 and 14 respectively.
Figure 5-14 shows the energy resolution of the
data in comparison with the predictions of G-
CALOR. The noise was subtracted quadrati-
cally for both beam test and simulated data.
One overall energy independent calibration
constant was determined from a fit over all
the energy points. In general, G-CALOR de-
scribes the data fairly well, particularly the
shower core.

5.1.3.6  Results for muons

Module zero’s of the HEC were also tested with a 120 GeV muon beam. Muon data are essential
to provide information on the calorimeter response in the region of low energy. In addition, lat-
eral and vertical scans allow testing the homogeneity of the calorimeter over the full depth.

Given the horizontal positioning of the calorimeter modules, the beam particles do not enter the
module parallel to the read-out structure, in contrast to the actual configuration of the ATLAS
detector. Therefore, twice as many read-out cells as in the final detector have to be summed to
reconstruct the deposited energy of a traversing muon [5-16]. As a consequence, the noise con-
tribution is increased and the signal to noise ratio is poorer. Nevertheless, the muon signal is
well reconstructed. Figure 5-15 shows the reconstructed muon signal compared to the electronic
noise obtained from identical towers of read-out cells for a few impact positions. The impact
points covered both φ-wedges, employed with different high voltage technologies: (a) Canadian
and (b) European ones. The ratio of signal to noise is about three in good agreement with Monte
Carlo expectations. Figure 5-16 shows the relative muon response (response in a given cell as a
fraction of the muon response in this longitudinal compartment) when scanning vertically
across a few read-out cells. The read-out cell boundaries can be clearly identified and the transi-
tion to the neighbouring cell is as expected. Figure 5-17 shows the total response to 120 GeV
muons. The mean value as well as the most probable (maximum) value are plotted for individ-
ual runs at different horizontal and vertical positions. The regions of increased inactive material
(tie rods), where the signal is reduced, are clearly visible. The data are from the April 1998 run
for both φ-wedges of the beam test set-up: (a) for the Canadian part and (b) for the European
one. The data from the August run (c) are also shown for the Canadian φ-wedge. The deposited
energy in the two different φ-wedges agrees within 1%. The ratio between the August data and
the April data deviates only by 2% from unity, demonstrating the stability of the absolute cali-
bration between the two run periods.
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Finally, Figure 5-18 shows the distribution of the total deposited energy together with Monte
Carlo expectation. The distributions agree fairly well. This holds also for the absolute value. An
electron-to-muon ratio of 0.96 was obtained for data; the corresponding Monte Carlo prediction
is 0.94. This corresponds to an electron to MIP (Minimum Ionising Particle) ratio of 0.83 for the
data and 0.82 for the Monte Carlo.

5.1.4 Forward Calorimeter module zero test beam results

5.1.4.1 The test beam set-up

Beam tests of module zero’s of the copper FCAL1 modules and the tungsten FCAL2 modules
were performed in the H6 beam line at CERN. The modules were not cylindrical, but consisted
of 45o sectors. These sectors are identical in construction to the final modules. The FCAL1 mod-
ule contained 2350 electrodes grouped in 256 read-out channels, and the FCAL2 module con-
tained 2550 electrodes grouped in 160 channels. Monte Carlo studies indicate that these sector
modules provide 99% lateral containment for 100 GeV pions.

The modules were tested in the H1 cryostat using a beam line arrangement similar to the HEC
tests. The set-up was modified mainly by adding a crude iron/scintillator ‘tail catcher’ calorim-
eter behind the cryostat. This was done in order to detect longitudinal leakage energy from the
FCAL modules, as the combined length of the FCAL1 and FCAL2 modules is only 6 λ. The total
length of the two modules was considerably less than the diameter of the cryostat, so liquid ar-
gon excluders made of low-density foam were positioned in front and behind the modules un-
der test. The modules were oriented in the cryostat such that with the beam impinging on the
central tile of the sector, the angle corresponded to η = 3.7 in the final detector.

Figure 5-15 Reconstructed muon signal and elec-

tronic noise at different impact positions. The scan

extends over both φ-wedges of module pairs.

Figure 5-16 Relative muon signal in read-out cell 1

(open circles), 3 (solid triangles), 5 (stars) and 7 (solid

squares) with respect to the total signal in the first lon-

gitudinal compartment as a function of impact posi-

tion.
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The electronic read-out chain used prototypes of the signal cables, the cold transformer sum-
ming boards, and the warm feedthrough flange. So, the configuration in the cold was close to
the expected final set-up. In the warm, the front-end boards and the cables between them and
the feedthrough were also prototypes of the final design. This allowed meaningful measure-
ments of the electronic noise levels to be performed.

The FCAL beam test was divided into two periods. In the first period, only the tungsten FCAL2
module was in the cryostat. This allowed measurements of the response of the FCAL2 to elec-
trons, which gave the inter-calibration between FCAL1 and FCAL2. In the second running peri-
od, the FCAL1 module was inserted in the cryostat in front of FCAL2. This corresponded to the
final configuration in the detector, and allowed measurements of the behaviour of the combined
system. In both run periods data were collected with electrons and pions of energy between 20
and 200 GeV. Horizontal scans with electrons were also performed over a 16 cm range. The re-
sponse at η = 3.8 was measured for muons with energy 80 and 120 GeV. These data should al-
low deep understanding of the FCAL performance. Here, preliminary results on the response of
FCAL1 to electrons and the response of FCAL1+FCAL2 to pions are presented.

Figure 5-17 Total response to 120 GeV muons, plot-

ted as the mean value and as the most probable (max-

imum) value, for individual runs at different horizontal

and vertical positions. Shown are the data for (a) the

Canadian and (b) the European φ-wedges for the April

98 run, and for the Canadian φ-wedge for the August

98 run (c).

Figure 5-18 Distributions of the total response to

muons of E = 120 GeV for the data (solid dots) and for

the simulation (open circles).

400

600

800

2 4 6

M
u
o
n
 s

ig
n
al

(n
A

)

(a)

400

600

800

2 4 6

(b)

400

600

800

1 2 3 4 5 6 7 8 9

Run number

(c)

 mean muon signal
 most probable muon signal 10

-4

10
-3

10
-2

10
-1

1

0 10000 20000

Muon signal (nA)
A

rb
it

ra
ry

 u
n
it

s

 exp. (9400 events)

 MC (18200 events)



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

5   Hadronic calorimetry 155

5.1.4.2 Noise performance

The major source of ‘noise’ in the FCAL will
come from pile-up of minimum bias events,
whereas the electronic noise should not play a
significant role in the performance of the de-
vice. The test beam energies are small com-
pared with the energies expected in the
experiment, so the electronic noise does play a
role in characterising the device from test
beam data. The noise performance was deter-
mined using random-trigger events. For
FCAL1 the rms noise, summed over the whole
sector, corresponds to 6.8 GeV. Within a cylin-
der of radius 15 cm, centered on the beam di-
rection, the noise is 4.0 GeV. The total rms
noise in FCAL1+FCAL2 is 17 GeV. These are
close to the expected values, and correspond
to 10% of the expected pile-up at high lumi-
nosity.

5.1.4.3 Response of FCAL1 to electrons

The electron signal was studied using the energy collected over cylinders of various radii, cen-
tered on the beam impact point. This allowed the noise contribution to be minimised. In order
to avoid signal saturation, the central portion of each module was instrumented with bi-gain
ADC channels, and this bi-gain feature was used in the analysis. The energy resolution was par-
ametrised using Equation 5-3. It was found that the optimum energy resolution resulted for a
cylinder of radius 6 cm, the resulting fit is shown in Figure 5-19. The sampling term is better
than 30% GeV1/2 as expected, and the constant term is an acceptable 4%. The fitted values from
a three-parameter fit to the resolution are given in Table 5-4. The deviation from linearity of the
response was found to be smaller than 1% (see Figures 5-20 and 5-21).

5.1.4.4 Response of combined FCAL1 and FCAL2 to hadrons

In studying the response of the combined
FCAL1+FCAL2 to pions, the energies in two
modules were weighted with the relative re-
sponse to electrons, which was determined to
be

.

The small size of the hadron signals in FCAL2
resulted in electronic noise having a more sig-
nificant contribution than in the electron runs. There are two possible approaches to allowing
for the effect of electronic noise on the energy resolution. Only summing channels above some
noise cut considerably reduces the level of noise per event. This results in the energy scale being
non-linear, due to the effect of the noise cut varying with beam energy. Therefore results ob-

Figure 5-19 The energy dependence of the FCAL1

energy resolution for electrons. The fitted curve corre-

sponds to the parametrisation from Equation 5-3.

Beam Energy (GeV)
R

el
. 
E

n
er

g
y
 R

es
o
lu

ti
o
n
 [%

]

0

2

4

6

8

10

12

14

0 25 50 75 100 125 150 175 200

Table 5-4 Terms of the electron energy resolution for

FCAL1, obtained with the parametrisation from

Equation 5-3.

Parameter Fitted Value

Sampling term, A (% GeV1/2) 26.63 ± 2.06

Constant term, B (%) 4.23 ± 0.12

Electronic noise, C (GeV) 1.70 ± 0.08

E EFCAL1 2.1 EFCAL2×+=
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tained by summing all the energy in the modules are presented here. The noise contribution is
then removed, energy by energy, by subtracting in quadrature the noise level determined from
random-trigger events.

Due to the length of FCAL1+FCAL2, there is a significant amount of longitudinal energy leak-
age at the higher beam energies. So, from this beam test it was not possible to determine the en-
ergy resolution expected from FCAL1+FCAL2+FCAL3. Nonetheless, the tail catcher allows the
study of the resolution for events with full longitudinal containment in FCAL1+FCAL2, and the
resolution obtained from an unbiased sample of events with no tail catcher requirement. In fit-
ting these results there is no need to include a noise term, and a two parameter model (see
Equation 5-5), with only a sampling term A and a constant term B, is used.

The energy dependence of the energy resolu-
tion obtained for events required to have no
energy in the tail catcher is shown in Figure 5-
22; the fitted parameter values are given in
Table 5-5. The tail catcher requirement clearly
results in a biased event sample. The events
will be those with a shorter shower develop-
ment due, for example, to a higher than aver-
age electromagnetic portion. In general one
would expect that the sampling term of
A = (81 ± 16)% GeV1/2 is an optimistic esti-
mate of the sampling term for the full
FCAL1+FCAL2+FCAL3 configuration. On the other hand, the constant term of B = (8 ± 1)%
may be expected to be a good measurement of the effect of inhomogeneities and channel-to-
channel variations in response.

The energy resolution dependence with no requirement on the tail catcher energy deposition is
shown in Figure 5-23; again the fitted parameter values are in Table 5-5. This is an unbiased
sample of events, with incomplete longitudinal containment. One can expect that sampling
term of A = (98 ± 11)% GeV1/2, and the constant term of B = (10.6 ± 0.6)%, are both overesti-

Figure 5-20 The response of the FCAL1 module as a

function of the electron energy.

Figure 5-21 Deviation of the response of FCAL1 from

linearity.
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Table 5-5 Fitted values of the two parameter fit

(Equation 5-5) to the FCA1+FCAL2 energy resolution

for pions. The column labelled ‘Tail Cut’ corresponds

to the fitted curve in Figure 5-22, and that labelled ‘No

Tail Cut’ to the fitted curve in Figure 5-23.

Parameter Tail Cut No Tail Cut

Sampling, A
(% GeV1/2)

80.9 ± 15.5 98.4 ± 10.6

Constant, B
(%)

7.7 ± 1.2 10.6 ± 0.6
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mates of what would be expected in FCAL1+FCAL2+FCAL3. These results indicate that a final
energy resolution with the sampling term A = 100% GeV1/2 and the constant term B = 7%,
which corresponds to the ATLAS requirement, is attainable.

The results presented here are preliminary. For example no electronic calibration has been ap-
plied, and the results of studies of cross talk, noise, and deficient channels have not been taken
into account.

5.2 Evolution of ATLAS calorimetry since the system TDR

Since the submission of the Calorimeter TDRs, the layout of the calorimetry has evolved to-
wards the final design. Modifications include changes in the cryostat and dead material. The
main changes to the cryostats are discussed in Section 4.1. The final read-out granularity of all
calorimeters has been chosen. The update of the detector description in the simulation includes
as much as possible all elements that contribute significantly to the amount of dead material, in
particular rails or feet which support the detector. Here the main changes which affect simula-
tions are summarised.

The Inner Detector rails and supports have been included. These are aluminium pieces of ∆φ∼ 5°
and radial thickness of 13 mm located at azimuthal angles of 0° and 180° and fixed on the warm
wall of the barrel cryostat. The four 8.5 cm thick iron feet supporting the barrel calorimeter are
described. Each one covers partially 12° in azimuth. Barrel and end-cap rails, made mostly from
aluminium, have been implemented in the simulation. All these elements introduce azimuthal
asymmetry.

Stainless steel support bars of the HEC modules (thickness corresponding to 0.7 interaction
lengths) are now simulated, as well as tie-rods which maintain the structural strength of the
HEC copper plates. This increases the amount of dead material in front of the extended Tile Cal-

Figure 5-22 The energy dependence of the

FCAL1+FCAL2 energy resolution for pions. The

events were required to have no energy deposition in

the tail catcher. The noise was subtracted. The solid

line is a fit with a two-parameter model (Equation 5-5).

Figure 5-23 The energy dependence of the

FCAL1+FCAL2 energy resolution for pions. No

requirement was made on the tail catcher energy. Oth-

erwise the treatment of the data is as in Figure 5-22.
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orimeter and inside the Hadronic LAr Calorimeter respectively. The modified read-out struc-
ture of the HEC has been implemented: four longitudinal compartments instead of three are
now foreseen.

The shape of the cryostat wall in front of the Forward Calorimeter has changed. The outer radi-
us of the FCAL has been reduced by 5 mm: it is now 449.5 mm (in cold) for all modules. The
new read-out scheme for the FCAL has been introduced, according to which FCAL read-out
channels are non-projective in azimuthal angle and pseudorapidity. The total number of elec-
trodes is now 12 255, 10 200 and 8 532 in FCAL modules 1, 2 and 3, respectively.

5.3 Single particle performance

In this section the performance of the calorimetry for the detection of single charged hadrons
and muons is reviewed. The pion energy loss in the dead material is described in Section 5.3.1
and the response to charged pions and muons in Section 5.3.2 and Section 5.3.3 respectively.
Studies are based on the full simulation of the calorimeter response, done with GEANT 3.21 [5-
17] and the G-CALOR hadronic shower package [5-6].

5.3.1 Energy loss in dead material across pseudorapidity

The total thickness of the ATLAS calorimetry as a function of pseudorapidity is shown in
Figure 5-24. The total thickness of the active calorimeters is close to or larger than 10 λ over the
full coverage up to |η|= 4.9. This figure shows also the amount of the dead material in front of
the calorimeters and in the regions between the Tile and EM Calorimeters.

The energy lost in the dead material by neutral and charged pions, the two main components of
a jet, is shown in Figure 5-25. The average energy lost by neutral pions (mostly in the inner wall
of the cryostat and in the coil) increases from about 2% at central pseudorapidity to about 4% at
|η| = 1.2. The profile of the cryostat has been designed to concentrated the dead material in a
small window of about 0.2 in pseudorapidity centred at 1.45. The energy loss in this region
reaches 30-35%. In the end-cap region, the loss is small, as the particles cross the cryostat walls
almost perpendicularly. Significant losses appear in the crack between the end-cap and Forward
Calorimeters at |η|= 3.2.

The profile of the energy lost by charged hadrons is quite different. There are two components
contributing to it: the dead material in front of the calorimeter and the dead material between
the electromagnetic and the hadronic calorimeters due to the outer cryostat wall. The energy
loss of a charged hadron depends on the starting point of the hadronic shower. About 20% of
the charged hadrons do not start showering before reaching the hadronic compartment and de-
posit only the energy of a minimum ionising particle. On the other hand, when the shower de-
velops in the EM Calorimeter, the dead material is close to the shower maximum. The average
energy loss is 7% with large fluctuations. In the transition region between the barrel and the
end-cap, two peaks appear due to the dead material inside the vertical gap between the Tile
central and extended barrel calorimeters (~12%) and due to the barrel and end-cap cryostat cor-
ners (~17%), respectively. In the end-cap region, the loss is small, except in the crack between
the end-cap and Forward Calorimeters, where it is of order 8%.
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5.3.2 Pion response

The performance of the hadronic calorimetry for the measurement of charged pion energy was
studied. Firstly, the intrinsic energy resolution is presented in the different regions correspond-
ing to the different calorimeter components. Then the effects of electronic noise and limited
cone size are discussed.

5.3.2.1 Energy resolution

In the barrel region, the response of the calorimeter was studied at two pseudorapidity values:
η = 0.3 (central barrel) and η = 1.3 (extended barrel) [5-18]. Firstly, the energy sampled in the dif-
ferent calorimeter compartments was converted to a total deposited energy using the electro-
magnetic energy scale (EM scale). Here the energy considered was not restricted to a cone and
electronic noise was not added. These effects are discussed in Section 5.3.2.3. To estimate the
pion energy, an algorithm similar to the Benchmark Method used to reconstruct the combined
LAr-Tile test beam data (see Section 5.1.1 and Equation 5-1) was applied:

. 5-6

Figure 5-24 Total thickness (in absorption lengths) of the ATLAS calorimetry as a function of pseudorapidity.
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The coefficients α and β take into account the different response of the hadronic and EM calo-
rimeters to the pion energy. The quadratic term γEem

2 provides an additional first order correc-
tion for non-compensation. The term estimates the energy loss in the cryostat
wall separating the LAr and Tile Calorimeters. In the central barrel, the energy is taken from the
geometric mean of the energies in the last compartment of the LAr EM barrel and the first com-
partment of the Tile barrel calorimeter, whereas in the extended barrel the energy is taken from
the geometric mean of the energies in the outer wheel of the EM end-cap and the first compart-
ment of the Tile extended barrel calorimeter. The term corrects for the energy loss in the
dead material in the vertical gap between the Tile central and extended barrels. It is sampled by
the two Intermediate Tile Calorimeter (ITC) modules (see Figure 5-i). The last term
corrects for the energy loss in the barrel and end-cap vertical cryostat walls, as sampled by the
three scintillators installed in that region.

The response and the energy resolution for pions in the energy range from E0 = 20 GeV to 1 TeV
at η = 0.3 and 1.3 are shown in Figures 5-26 and 5-27. The open crosses show the results when
the coefficients of Equation 5-6 are independent of energy. There is a residual non-linearity of
the pion response of the order of 4-5% between 20 GeV and 1 TeV, while the test beam data
showed 10% non-linearity between 20 and 300 GeV for the Benchmark Method (see Figure 5-2),
reflecting the fact that G-CALOR predicts a lower degree of non-compensation. The energy de-
pendence of the resolution is fitted with the two-term formula (Equation 5-5). Although the res-

Figure 5-25 Average energy loss in the dead material as a function of pseudorapidity for neutral (top plot) and

charged pions (bottom plot). The error bars correspond to the rms of the distributions.
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olutions obtained for low-energy pions are similar in both cases, at high energy there is some
longitudinal leakage in the central barrel, yielding a resolution at 1 TeV of 3% instead of 2%, as
achieved in the extended barrel. When energy dependent parameters are applied (solid dots),
the linearity of the response is restored and the resolution improved. The results are the follow-
ing: A = (40 ± 1)% GeV1/2, B = (3.0 ± 0.1)% for η = 0.3 and A = (44 ± 3)% GeV1/2, B = (1.6 ± 0.3)%
for η = 1.3.

The response of the calorimeter in the end-cap region was studied with single charged pions of
energies E0 = 100, 200, 500 and 1000 GeV - a range of energies characteristic of the pseudorapid-
ity coverage of the end-cap calorimeter. The pion energy is reconstructed as:

Figure 5-26 Pion energy scan in the central barrel

(η = 0.3). The top plot shows the residual non-linearity,

the bottom plot shows the energy resolution with the

results of the fit with Equation 5-5. Two sets of param-

eters for the pion energy reconstruction have been

used: open crosses - for energy independent parame-

ters; solid dots - for parameters fitted at each energy

and pseudorapidity.

Figure 5-27 Pion energy scan in the extended barrel

(η = 1.3). The top plot shows the residual non-linearity,

the bottom plot shows the energy resolution with the

results of the fit with Equation 5-5. Two sets of param-

eters for the pion energy reconstruction have been

used: open crosses - for energy independent parame-

ters; solid dots - for parameters fitted at each energy

and pseudorapidity.
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, 5-7

where Ei is the energy deposited in the different calorimeters, i.e. the hadronic end-cap, the EM
end-cap, the Tile calorimeter with ITCs and scintillators, the EM barrel calorimeter and the For-
ward Calorimeter. No dead material correction term is needed here because there is no cryostat
separating the EM and the hadronic parts. The parameters Ci are determined by minimising
(Erec-E0)2 at each energy and pseudorapidity.

In Figure 5-28 the parameters for the hadronic and EM end-cap calorimeters are shown as a
function of the initial pion energy and pseudorapidity. The parameters vary significantly but
smoothly with energy and pseudorapidity.

In Figure 5-29 the sampling and constant terms of the pion energy resolution, obtained by the fit
with the two-term formula (Equation 5-5), are plotted (solid dots) as a function of the pion
pseudorapidity. In the pseudorapidity range 1.8 <|η|< 3.05, covered by the end-cap calorime-
ters, these terms are fairly stable: A = 55-60% GeV1/2, B = 2.5-3.0%. The effect of restricting the
reconstruction to a cone around the pion direction is discussed in Section 5.3.2.3.

5.3.2.2 Pseudorapidity scan

A pseudorapidity scan with pions of constant transverse energy ET = 20 and 50 GeV was car-
ried out to check that the linearity of the response can be maintained and that no significant tail
appears in the line shape. In the central and extended barrel region, the algorithm, characterised
by Equation 5-6, with energy and pseudorapidity dependent parameters was applied. The re-
sulting distribution of the mean fitted responses was a Gaussian with σ = 2.6% for pions of
ET = 20 GeV and σ = 1.5% for pions of ET = 50 GeV. In the end-cap and forward regions, the pro-
cedure to reconstruct pion energies was similar to the one described by Equation 5-7. The only
difference was that the energy depositions in individual longitudinal compartments of the
hadronic and EM end-cap calorimeters and of the Forward Calorimeter were used for the terms
Ei.

Figure 5-28 Pion energy scale parameters obtained for the hadronic end-cap calorimeter (solid dots) and for

the EM end-cap calorimeter (open squares), as a function of the initial pion energy at η = 2.45 (left-hand plot)

and as a function of pseudorapidity for E0 = 500 GeV (right-hand plot).
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The energy resolutions obtained for the two scans are shown in Figure 5-30. The solid lines
show the goal for the jet energy resolution of the ATLAS hadronic calorimetry in the region
|η|< 3, set out in [5-1]. The pion energy resolution is close to this line and even better at some
pseudorapidities. In the regions of the cracks between the calorimeters (around |η|= 1.5 and
|η|= 3.2), where the amount of dead material is the largest, the resolution is somewhat worse.
At a pseudorapidity of 4.8, close to the edge of the FCAL, the lateral leakage from the calorime-
ters starts to be important and leads to a significant degradation of the resolution.

Figure 5-29 Pseudorapidity dependence of the sampling and constant terms of the energy resolution for single

charged pions in the end-cap region. The solid dots show the results obtained without restriction on the recon-

struction volume; open squares - with a pion reconstruction cone of ∆R = 0.6; triangles - with a pion reconstruc-

tion cone of ∆R = 0.3.

Figure 5-30 The dependence of the energy resolution on pseudorapidity for charged pions of constant trans-

verse energy: ET = 20 GeV (left-hand plot) and ET = 50 GeV (right-hand plot). The lines correspond to the

energy resolution parametrised using Equation 5-5 with A = 50% GeV1/2 and B = 3%.
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In addition, the tails of the distributions of the reconstructed energy were investigated.
Figure 5-31 shows the events with a pion response more than three standard deviations away
from the mean. No significant tails are present: the fraction of events in the tails does not exceed
1-2%. A few events out of a total of 5000 events per energy scan, mostly from the sample of
pions of ET = 20 GeV, deposit relatively little energy. These correspond to pions decaying to
muons before reaching the calorimeter.

5.3.2.3 Effects of electronic noise and cone size

The results presented so far were obtained without any restriction on the pion reconstruction
volume. These results characterise the intrinsic performance of the calorimeters. The presence of
electronic noise does not allow integration over too wide a region, therefore the measurement of
the pion energy must be restricted to a cone . A compromise has to be found
between the pion energy lost outside of this cone and the noise included inside. The optimum
varies as a function of pseudorapidity, since the showers have a width which is characterised by
the polar angle whereas the calorimeter cells subtend intervals of constant pseudorapidity.
Hence, at higher values of pseudorapidity, the showers extend laterally over more cells.

Figure 5-31 Events in the tails of the distribution of the reconstructed energy as a function of pseudorapidity for

pions of ET = 20 GeV (left-hand plot) and for pions of ET = 50 GeV (right-hand plot). Tails are defined as events

with reconstructed energies more than three standard deviations away from the mean.
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In Figure 5-32 the electronic noise in a cone is
shown as a function of pseudorapidity. For a
cone of ∆R = 0.6, noise is above 3 GeV even in
the barrel region. Digital filtering [5-13] allows
noise suppression (approximately by a factor
1.6). But even this level of noise is large and is
comparable to the intrinsic resolution of the
calorimeters for pions with energy of a few
tens of GeV. A smaller cone of ∆R = 0.3 is pref-
erable from this point of view; after digital fil-
tering, noise can be kept around 1 GeV in the
barrel region and below 3 GeV in the transi-
tion region between the barrel and the end-
cap. The levels of electronic noise in the differ-
ent calorimeters in towers of ∆η×∆φ = 0.1×0.1
are presented in Table 5-6.

The response and the energy resolution in the
barrel region are presented in Figures 5-33 and
5-34 as a function of the cone size used for the
pion energy reconstruction. Energy losses out-
side a cone noticeably increase with decreas-
ing cone size, especially for 50 GeV pions. The
energy resolution also becomes worse, but it is still acceptable for the cone of ∆R = 0.3.

In the end-cap region, the worsening of the energy resolution with decreasing cone size is more
pronounced, especially in the region |η|> 2.5. This can be seen in Figure 5-29.

Selecting cells with energy deposition above a certain threshold decreases the noise contribu-
tion. Studies made for pions in the barrel region enabled optimisation of the cone size and of the
noise cut to obtain the best energy resolution. In Figure 5-35, the energy dependency of the res-
olution is plotted for two pseudorapidities: η = 0.3 and η = 1.3. Results of the fit of these de-
pendencies with the standard formulae are presented in Table 5-7. Using a 2σ-noise cut to select
calorimeter cells within the cone of ∆R = 0.3 leads finally to the best energy resolution, when
electronic noise is taken into account. However, in comparison to the ideal case, i.e. without
noise and without a cut on the cone size (see Section 5.3.2.1 or the first row in Table 5-7), the
sampling and the constant term (especially in the extended barrel region) become worse.

Table 5-6 Electronic noise (in EM scale) in the calorimeter tower of ∆η×∆φ = 0.1x0.1, obtained after digital filter-

ing.

Central barrel region η = 0.3 Extended barrel region η = 1.3 End-cap region η = 2.45

Calorimeter Noise (GeV) Calorimeter Noise (GeV) Calorimeter Noise (GeV)

Tile 0.056 Tile 0.047 Hadronic end-cap 0.366

ΕΜ barrel 0.164 ΕΜ barrel 0.151 ΕΜ end-cap 0.113

Presampler 0.098  Presampler 0.107

Total 0.199 Total 0.191 Total 0.384

Figure 5-32 Level of electronic noise in the calorime-

ter (in EM scale) as a function of pseudorapidity. The

triangles (dots) show the noise for a cone of ∆R = 0.6

(∆R = 0.3). Open symbols correspond to the normal

electronic noise, solid symbols correspond to the

noise after digital filtering.
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5.3.3 Muon response

The response of the hadronic compartments to isolated muons was studied. Figure 5-36 (left-
hand plot) shows the energy deposited by 100 GeV muons in the Tile Calorimeter as a function
of pseudorapidity. The open circles show test beam results. The barrel and extended barrel
module zero’s have been exposed to muons of 100 GeV at various pseudorapidity values. The
most probable value (MOP) resulting from a fit with a Landau distribution convoluted with a
Gaussian to the experimental muon spectrum is shown (see Section 5.1.2.3 and Figure 5-9). Typ-

Figure 5-33 Energy response for 50 GeV (open circles) and 200 GeV (solid dots) charged pions at η = 0.3 (left-

hand plot) and at η = 1.3 (right-hand plot) as a function of the cone size. The points with arrows correspond to

the case without a cone restriction. Energy and pseudorapidity independent parameters were used for the

energy reconstruction (see Equation 5-6).

Figure 5-34 Energy resolution for 50 GeV (open circles) and 200 GeV (solid dots) charged pions at η = 0.3

(left-hand plot) and at η = 1.3 (right-hand plot) as a function of the cone size. The points with arrows correspond

to the case without a cut on the cone size. Energy and pseudorapidity dependent parameters were used for the

energy reconstruction (see Equation 5-6).
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ical values in the barrel are 2 GeV for the MOP and 400 MeV for the σ on the left-hand side of
the peak. The level of expected electronic noise when summing typically six cells (12 PMTs) is
about 70 MeV, hence, the signal is well separated from the noise. In the region of the vertical
crack between the barrel and extended barrel section, the thickness of active calorimeter is re-
duced. Figure 5-36 shows also the Monte Carlo prediction for the muon signal when the energy
deposited in the ITCs is added. Full efficiency is then reached.

Inside jets, muons may overlap with other particles. Low-pT pions tend to be absorbed in the in-
ner part of the calorimeter while muons are much more penetrating. At high luminosity, mini-
mum bias events will deposit more energy in the innermost compartments. The rms of the
energy deposition by minimum bias events is about 100-150 MeV in the first two compartments
and decreases to only 10-15 MeV in the last compartment [5-3]. Hence an efficient muon detec-
tion in the outermost compartment provides a useful muon tagging tool. Figure 5-36 (right-
hand plot) shows the response in the last compartment. Experimental data from the barrel and
extended barrel are compared to the Monte Carlo prediction when the energy in the ITCs has

Figure 5-35 Energy dependence of the resolution for pions at η = 0.3 (left-hand plot) and at η = 1.3 (right-hand

plot). The open circles show results obtained without a cut on the cone size and without electronic noise. The

solid dots show results obtained for a cone of ∆R = 0.3 and without electronic noise. The open squares show

results obtained for a cone of ∆R = 0.3 with a 2σ-noise cut (when electronic noise was included). Curves show

the results of fits with the two-term formula (Equation 5-5) for the first two sets and with the three-term formula

(Equation 5-3) for the third set.

Table 5-7 Terms of the pion energy resolution fitted with the two-term (Equation 5-5) and the three-term

(Equation 5-3) expressions.

Central barrel region η = 0.3 Extended barrel region η = 1.3

A (% GeV1/2) B (%) C (GeV) A (% GeV1/2) B (%) C (GeV)

No cone,
no noise

40 ± 1 3.0 ± 0.1 - 44 ± 3 1.6 ±0.3 -

Cone ∆R = 0.3,
no noise

53 ± 2 3.0 ± 0.2 - 67 ± 4 2.9 ± 0.4 -

Cone ∆R = 0.3,
noise with a 2σ-cut

50 ± 4 3.4 ± 0.3 fixed at 1.0 68 ± 8 3.0 ±0.7 fixed at 1.5
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been added. Only the pseudorapidity gap between 0.7 and 0.8 is not efficiently covered. For
very central pseudorapidity (|η|< 0.075), the muon trajectories are almost parallel to the stag-
gered iron-scintillator structure and the signal varies strongly as a function of the impact point.
The efficiency to detect a muon in the last compartment only with a 3σ significance above the
electronic noise is reduced to 80% in that pseudorapidity interval. If the total signal in the calo-
rimeter is used, then full efficiency is restored.

The effect of pile-up on the muon signal has been studied. Figure 5-37 (top left) shows the signal
deposited by muons of ET = 20 GeV in the Tile barrel calorimeter (0.2 <|η|< 0.6) without (solid
line) and with (dashed line) minimum bias events included. The effect is small: the minimum
bias events deposit in average 150 MeV along the muon track with an rms of 210 MeV. This has
to be compared to the average 2.4 GeV deposited by the muon in the calorimeter. Figure 5-37
(top right) shows the signal deposited by muons in the last compartment of the calorimeter. The
level of energy deposited by minimum bias events in that case is on average 32 MeV with an
rms of 45 MeV, to be compared to the average energy deposited by muons of 0.6 GeV.

The bottom plots in Figure 5-37 show the fraction of events which passed an energy threshold
cut for minimum bias events (solid line) and for muons (dashed line). An efficiency of 99% for
muons is obtained with a fake rate of the order of 0.5%, both for the full calorimeter and for the
third compartment. These are the basic performance numbers, which will be masked by other
effects, such as the acceptance, the road in the calorimeter used for muon reconstruction, the
overlap with other particles in the event. These effects have to be evaluated in their context: on-
line trigger or off-line analysis.

A preliminary study of muon detection in the hadronic end-cap calorimeter was done. The total
noise consists of two parts: electronic noise and noise due to pile-up of minimum bias events.
The use of multi-sampling read-out and the digital filtering method allows suppression of the
total noise. The degree of suppression depends on the relative contributions of electronic and

Figure 5-36 Total deposited energy (left-hand plot) and energy deposited in the outermost compartment (right-

hand plot) by 100 GeV muons in the pseudorapidity range covered by the Tile Calorimeter. The open circles

show results from the test beam. The error bars show the asymmetric contribution to the FWHM. The stars rep-

resent the simulated response in the ATLAS set-up, including the signal in the ITCs. The solid lines show the

expected level of electronic noise.
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pile-up noise and on the parameters of the electronics chain. As an example, in Figure 5-38 the
ratio of the signal from a minimum ionising particle (MIP) and the noise in a cell of the hadronic
end-cap calorimeter is presented. For optimised values of the parameters of the electronics,
even at the highest luminosity, it is possible to keep this ratio above 2.5 in the last longitudinal
compartment for |η|< 2.5.

Figure 5-37 Top: energy depositions in the Tile barrel calorimeter by muons of ET = 20 GeV without (solid line)

and with (dashed line) minimum bias events included. Bottom: the fraction of minimum bias events that are kept

(solid line) and the fraction of signal events with muons that are lost (dashed line) as a function of the threshold

applied. The left-hand plots correspond to the full calorimeter, the right-hand plots correspond to the third com-

partment only.
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5.4 Calibration with E/p from single hadrons

5.4.1 Introduction

The detection of single charged isolated hadrons from τ→hν decays [5-19] where the charged
hadron can either be a pion or a kaon can be used to transfer the calibration from the test beam
to the actual detector and to inter-calibrate the various regions of the calorimeter. The precise
measurement of their momentum p in the tracking detectors, compared to the energy E meas-
ured in the calorimeters could, in addition, provide a cross-calibration between these detectors.

All processes generating isolated single charged hadrons are potentially useful. For simplicity,
the signal considered here [5-20], containing an isolated charged pion coming from τ decay
(τ → πν with a branching ratio of 11.08%), is Drell-Yan W production followed by the decay

Figure 5-38 Expected ratio of the signal from a minimum ionising particle (MIP) and the noise in a cell of the

hadronic end-cap calorimeter. The noise is calculated after digital filtering, applied for two values of luminosity.
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W → τν. The event rate is large and this process could therefore provide a calibration sample
over a large energy range. The lower energy range is constrained by the trigger requirements
whereas the upper is limited by production kinematics: 60 GeV in the barrel calorimeter,
120 GeV in the extended barrel and 250 GeV in the end-cap calorimeters. The main difficulty
with this calibration method arises from background events where the πis accompanied by one
or more photons from π0 decay which could distort the energy measurement. These events must
be rejected by isolation and shower shape cuts that do not bias the measurement for the E/p
matching to be effective. This background is considered below.

Despite the fact that QCD backgrounds are potentially huge, clean signals from W → lν have
been observed at hadron colliders [5-21]. The combination of ET

miss and τ identification using
isolation should be sufficient to reduce the QCD background to a level below 10% of the signal.
Nevertheless, studies need to be done to demonstrate that the residual QCD background does
not distort the E/p calibration with isolated charged pions beyond 1% which is the goal of this
method.

5.4.2 Signal and backgrounds

W events were generated with PYTHIA 6.122 [5-22] (without pile-up of minimum bias events).
The τ decay was performed with TAUOLA 2.6 [5-23]. The fast simulation package ATLFAST
2.20 [5-24] was used to simulate the ATLAS detector response. Table 5-8 summarises the τ decay
channels that are studied and their branching ratios.

The distributions of the transverse momentum of charged pions and of ET
miss are shown in

Figure 5-39. The charged pions are distributed uniformly in pseudorapidity in the range cov-
ered by the Inner Detector.

Figure 5-39 Distributions of the transverse momentum of charged pions from τ→πν decays (left-hand plot) and

missing transverse energy (right-hand plot) for the W → τν events, for an integrated luminosity of 10 fb-1.

10
4

10 5

10 6

0 20 40 60

pT(π±
) (GeV)

d
N

/d
p

T
 (

G
eV

-1
)

10 4

10 5

10 6

0 20 40 60 80

ET
miss (GeV)

d
N

/d
E

T
m

is
s  

(G
eV

-1
)



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

172 5   Hadronic calorimetry

Since QCD backgrounds are assumed to be small the most dangerous source of background are
the τ decays to more than one prong or containing neutral pions which remain undetected in
the tracking detectors. The relevant decay modes are those with one charged particle and with
at least one neutral pion (τ → hν + π0 ( ) with the branching ratio of 37.0%) and those with
multi-prongs (τ → hhhν + π0 ( ) with a branching ratio of 14.9%). The most dangerous
backgrounds are those coming from τ decay to one charged hadron accompanied by neutral
pions, because the additional energy deposited by the π0 in the calorimeters biases the E/p ratio.
Moreover, the exclusive decay channel that has the largest branching ratio has also a topology
which is very similar to the one of the signals, namely τ → ρν with ρ → ππ0 and branching ratio
is 24.2%.

5.4.3 Event selection and results

5.4.3.1 Trigger

The specific trigger available at low luminosity for the signal channel is the τ-jet trigger com-
bined with the missing ET trigger. At LVL1, the trigger is T20+XE30; the jet has pT > 20 GeV and
there is at least 30 GeV of ET

miss, for details see Section 11.2.5.2. The LVL2 trigger is discussed in
Section 11.4.4. At level 2 the τ identification cuts are tightened; the rate for the τ20+xE30 LVL2
trigger is estimated to be 400 Hz at low luminosity (Section 11.7.3.3). A simulation of the LVL1
trigger was performed in order to estimate the efficiency for each of the τ decay modes. It gives
a total rate from W → τν of 0.16 Hz. Table 5-8 summarises the trigger efficiency for τ decay
modes studied in W → τν production. The number of expected signal events, for 10 fb−1 is

 while the number of background events from τ decays with neutral pions is .

5.4.3.2 Event Selection

The signal consists of a single isolated charged energetic hadron which is detected in the Inner
Detector as a single isolated track and in the calorimeter as a narrow jet. A cone of ∆R = 0.15,
centered on the jet direction was constructed and events with one and only one charged track

n n 1≥
n n 0≥

1.59
6×10 9.43

6×10
˙̇

Table 5-8 Branching ratios, trigger, preselection and selection efficiencies for W → τν events. The number of

expected events that pass the selection criteria are given for integrated luminosity of 10 fb−1.

τ decay mode

τ branching

ratio

Trigger

efficiency (%)

Preselection

efficiency (%)

Selection

efficiency (%)

Number of

events

single pion 11.1 7.4 2.3 1.80

ρ→2π mode 24.2 11.4 2.2 0.27

a1→3π mode 13.00 15.4 0.9 0.04

K* mode 1.3 10.2 1.8 0.36

3π π0 mode 1.5 17.3 0.1 0.02

3.9 10× 5

1.2
5×10

9.3
4×10

8.5
3×10

± 1.5
2×10
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inside the cone were accepted. Table 5-8 summarises the preselection efficiencies of τ decay
modes in the W → τν events. Since the topology of the signal and the τ → ρν background are
similar, their preselection efficiencies are similar.

Two additional isolation cuts were used, as these will help to reject QCD background events.
The first one characterises the isolation of the track in the tracking detectors and the second one
characterises the isolation of the calorimeter cluster in the calorimeters. An additional track is
searched for inside a ∆R = 0.3 cone centred on the track direction. Events were rejected if this ex-
tra track had transverse momentum larger than 2 GeV. Additional energy measured in the same
cone in the calorimeter was required to be less than 3 GeV.

Table 5-8 shows the selection efficiency and the numbers of events expected for the relevant
τ decay modes and for 10 fb−1 of integrated luminosity: 389 000 signal events and 138 000 back-
ground events from τ decays with neutral pions remain.

5.4.3.3 Results

The E/p ratio was studied for these events and
is shown in Figure 5-40. The ratio is peaked at
one for the signal process whereas the back-
ground ratio is shifted towards larger values,
because of the energy deposited by neutral
pions. At this level the residual bias of the glo-
bal E/p distribution is 4%; the mean of the E/p
is 1.039 for the full sample as can be seen from
the figure. This must be reduced further if the
calibration goal is to be met.

The fine granularity of the EM Calorimeter
can be used to increase the rejection. A study
of the distance in ∆R between the charged
track and the photons (without any smearing
and with ET larger than 1 GeV) shows that
20% of the photons from π0 decay are inside a
cone, centred on the matching track, of
∆R = 0.025 which is the size of a cell in the EM
Calorimeter over the pseudorapidity range
|η|< 2.5. By rejecting events where energy is
observed outside this cone an additional rejec-
tion factor of order five might be obtained, re-
ducing the residual bias in the E/p distribution below 1%. A study using full simulation is
needed to assess this possibility as the shower spreading must be included.

5.5 Conclusions

An extensive programme of beam tests of prototypes and module zero’s of the hadronic calo-
rimeters was carried out from 1994 to 1998. Beams of charged pions, electrons and muons were
used to evaluate the performance of the calorimeters. These tests have been vital for optimising
and finalising the design, structure, and read-out of the hadronic calorimeters.

Figure 5-40 The distributions of E/p ratio for the sig-

nals (the dotted line, the mean value is 1.005, the rms

is 0.140), the backgrounds (the dashed line, the mean

value is 1.133, the rms is 0.239) and their sum (the

solid line, the mean value is 1.039, the rms is 0.181)

for integrated luminosity of 10 fb−1.
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These tests were accompanied by detailed studies, based on Monte Carlo simulation of the re-
sponse of calorimeter modules to particles. These studies have considerably improved the un-
derstanding of the calorimeters. Comparison between experimental data, obtained in beam
tests, and Monte Carlo predictions was used to verify the different hadronic shower models,
used in simulations.

At the same time, the response of the whole ATLAS calorimeter system to single pions and
muons was investigated using full simulation. In contrast to hadronic jets, analysis of the single
particle data gives a clearer picture of the calorimeter response and of the energy loss in the
dead material and in the crack regions between different calorimeters. Monte Carlo studies of
single-particle response can connect the energy region up to 400 GeV (verified by comparison
with test beam data) and the TeV region, which will be explored at the LHC.

First results, obtained with fast simulation, have shown that it might be possible to use the pre-
cise measurements of the energy and momentum of single isolated charged hadrons to transfer
the test beam calibrations to the actual detector and to constrain the absolute energy calibration
of the hadronic calorimeters.
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6 Muon System

In this chapter the Muon System is described. The first section is devoted to the changes in the
muon spectrometer chamber layout since the muon TDR [6-1]. The geometrical acceptance and
the single muon performance are discussed in the two subsequent sections.

6.1 Muon spectrometer layout

The layout of the muon spectrometer has been described in detail in the muon TDR [6-1], based
on layout version L. The Muon System simulation described here uses layout version M2, the
design as of February 1998. The only significant difference between these layouts concerns the
chambers in the middle and outer end-cap stations. All other modifications are small adjust-
ments which either slightly improve the acceptance and performance or result in minor losses
due to unavoidable constraints from other parts of the detector. These changes are described be-
low in detail.

The layout described here is likely to be close to the final layout except for regions where servic-
es (mainly of the Inner Detector and of the calorimeter) will be routed through the Muon Sys-
tem. This affects mostly the regions around η = 0 and some of the inner end-cap chambers.

6.1.1 The rearrangement of the end-cap chambers

Following the revision of the overall ATLAS access strategy (see Chapter 14 in Ref. [6-2]), the
layout of the middle and outer stations of the end-cap chambers has been modified. The new ac-
cess scheme allows for a simpler arrangement of the EM and EO chambers since no separation
between inner and outer chamber rings is required and all chambers (MDTs and TGCs) within a
station can be located in the same plane. With the new layout of the forward region there is no
need for holes in the muon chambers for the passage of the detector rails, a major simplification
for the construction of the muon chambers and a net gain in acceptance.

A longitudinal view of the new chamber arrangement is shown in Figure 6-1. All end-cap
chambers are now separated by 20 mm (instead of 15 mm) radially from their neighbours. This
follows the same scheme as applied in the barrel. The influence on acceptance should be minor
since there is still full coverage in the transition between two chambers.

In changing the layout of the end-cap chambers, the chamber naming scheme was changed
with respect to muon TDR Chapter 3. All chambers are now called E(nd-cap) chambers and the
numbering of the chambers inside each plane is unique, running from 1 to n with increasing ra-
dius. Thus the names are EMS and EML for the MDT chambers and TM1, TM2, TM3 for the
TGCs in the three trigger planes.

6.1.1.1 EM chambers

The layout of the MDTs in the middle station is shown in Figures 6-2 and 6-3. All chambers
within a plane are mounted on a common support structure the form of a wheel suspended
from two rails connected at a height of about 19 m to the cavern walls [6-3]. On each side of the
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detector there are four such support wheels, one for the MDTs and three for the three TGC
planes. As before, the MDTs are arranged in small and large chambers; now, however, there is
no radial gap between EMx.2 and EMx.3.

The TGC layout is shown in Figures 6-4 and 6-5. It has been considerably simplified by the plac-
ing of all chambers of a trigger plane on the same structure. The acceptance of the TGC system
remains unchanged, with the exception of a small improvement due to avoidance of an overlap
between the movable and fixed chambers of the TDR layout. The layout of the TGCs on the
three wheels is shown for the example of the TGC1 plane in Figure 6-4. The layouts of the TGC2
and TGC3 planes follow the same general scheme with the whole structure at higher radius.
The outer dimensions of the three TGC planes are indicated in Figure 6-1.

6.1.1.2 EO chambers

Like the EM chambers, the EO chambers have also been arranged in a single plane. The inner
ring of chambers (as in the TDR layout) has been moved about 1.1 m closer to the interaction
point (IP) and the outer ring moved about 0.5 m away from the IP. The new positions in z are
21 332 mm for the EOL and 21 746 mm for the EOS chambers. In addition, all chambers have
the same spacer thickness of 170 mm. The internal layout of the chambers is shown in Figure 6-
3. The chambers are mounted on the end-wall scaffolding structure.

6.1.2 The crack region

In the region around η = 0 a gap of 300 mm in the BIL, BML, BMS, and BOL chambers had been
foreseen for the passage of the services of the Inner Detector, the solenoid, and the calorimeters.
The exact space requirements for these services are not yet defined and have not been taken into
account yet. It is clear that, at least in some sectors, the foreseen space is not sufficient and needs
to be increased. Estimates of the required space are difficult to make at this time. It is likely that
different openings will be required for each sector. It is hoped that on average the opening will
not increase by more than a factor two.

6.1.3 Other changes and changes after version M2

The other main change of the layout is the reduction of the longitudinal gaps between the BMS
chambers as the result of decreasing the longitudinal extent of the barrel toroid ribs from
300 mm to 240 mm. This leads to some improved coverage in the barrel, in particular for the
trigger.

Changes to the layout since version M2 are small (excluding the necessary future changes with
respect to the passage of services). They concern some internal rearrangement of chambers
which should have no impact on the acceptance calculations, and some small adjustments in
chamber positions in order to avoid interference with other detector parts.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

6   Muon System 179

Figure 6-1 Longitudinal view of the muon spectrometer; cut in the y-z plane showing the large chambers (solid

lines) and the small chambers (dashed lines).

Figure 6-2 Layout of MDTs in the EM plane; shown is

the segmentation of the EMS and EML chambers in

two neighbouring sectors.

Figure 6-3 Layout of MDTs in the EO plane; shown is

the segmentation of the EOS and EOL chambers in

two neighbouring sectors.
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6.2 Geometrical acceptance

6.2.1 Monte Carlo simulation

In the Monte Carlo simulation used for acceptance studies, particular care has been taken in de-
scribing the different technologies of the Muon System: MDTs, CSCs, RPCs and TGCs are all
simulated in detail from the geometrical point of view but are all treated as generic detectors de-
composing the physical volume of each chamber into sensitive and non sensitive regions. Dif-
ferent layers of sensitive regions are interleaved with layers of passive material following in
detail the layout of the Muon System. In the simulation of the various subdetectors one layer of
tubes, or of strips or wires is defined as a sensitive plane.

Unless otherwise stated, all results presented in this section refer to infinite-momentum muons
generated at the nominal pp interaction point with no interaction with matter. Detector hits are
recorded for each individual sensitive element traversed by the particle. Additional studies,
which are not reported here, were carried out to study the acceptance of the apparatus for low
momentum particles, while Higgs studies (from the acceptance point of view) are reported in a
subsequent subsection.

This simulation also includes the finite length of the interaction region, the electromagnetic and
hadronic calorimeters, the magnet structures, and the magnetic fields, in order to correctly ac-
count for magnetic bending, multiple scattering, and all energy loss processes when necessary.

Figure 6-4 Layout of TGCs in the TM1 plane. Figure 6-5 Layout of TGCs in the TM2 and TM3

plane; shown is here the TGC2 wheel; the TGC3

chamber layout is almost identical.
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6.2.2 Precision chambers

The precision chamber acceptance is computed on the basis of so-called ‘superpoints’. A super-
point is a coincidence of at least six hits in six different sensitive planes in one chamber. Such a
hit multiplicity requirement fully exploits the tracking resolution in most chambers, and en-
sures local vector measurement capability. A ‘half-superpoint’ is a coincidence of at least three
hits in the adjacent layers that form a multi-layer; it allows for momentum measurement, albeit
with slightly degraded resolution.

Figure 6-6 Acceptance for the requirements of one superpoint (dash-dotted line) and three superpoints (solid

line) in the three stations of the precision chamber system, as a function of pseudorapidity and averaged over

azimuthal angle. The acceptance for a coincidence of two superpoints is nearly indistinguishable from that for

one superpoint, and is not shown in the figure.

Figure 6-7 Comparison of acceptance for three superpoints (solid line) and three half-superpoints (dashed line)

in the precision chamber system, as a function of pseudorapidity and averaged over azimuthal angle. The dash-

dotted line shows the difference between the two categories.
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Acceptance for different combinations of superpoint requirements, averaged over azimuth, are
shown in Figures 6-6 and 6-7. Figure 6-6 compares the acceptance for three superpoints, provid-
ing optimal track and momentum reconstruction, to the acceptance for one superpoint, which
provides limited muon identification at low occupancy levels. Acceptance losses due to the me-
chanical structures of the barrel magnet, in the intermediate region between barrel and end-cap
or generated by cracks between adjacent rings of end-cap chambers, are visible for tight multi-
plicity requirements.

Figure 6-7 shows the acceptance for three su-
perpoints in comparison to the acceptance for
three half-superpoints as a function of η aver-
aged over the azimuthal angle. The average
acceptance increases from ~0.90 to ~0.96 on re-
laxing the multiplicity requirement from three
to three-half superpoints.

Figure 6-8 shows the acceptance for three su-
perpoints as a function of azimuth, integrated
over |η|< 2.7. In this view, acceptance losses
are mostly due to the magnet feet centred at
247.5° and 292.5°. The eightfold detector mod-
ularity is clearly seen from the acceptance loss
near the sector boundaries. Precision chamber
acceptance for the different categories, aver-
aged over η and φ, are shown in Table 6-1.

Table 6-1 Geometrical acceptance of the precision chamber system (averaged over |η| < 2.7), for different coin-

cidence requirements discussed in the text. The precision chamber acceptance is averaged over 0° < φ < 360°.

Precision chamber acceptance category Average acceptance

1 superpoint 0.997

2 half-superpoints 0.994

2 superpoints 0.989

3 half-superpoints 0.961

3 superpoints 0.896

Figure 6-8 Precision chamber acceptance as a func-

tion of azimuthal angle, requiring three superpoints,

averaged over pseudorapidity.
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6.2.3 Trigger chambers

The trigger system in ATLAS is composed of the RPCs (|η|< 1.05) and the TGCs
(1.05 <|η|< 2.4). The trigger chamber acceptance has been evaluated and discussed in the LVL1
Trigger TDR [6-4] and in the Trigger Performance Report [6-5].

In the RPC system, a low pT coincidence is defined by those tracks that have hits in at least three
of the four inner trigger planes. A high pT coincidence is the logical ‘AND’ of a low pT coinci-
dence and at least one hit in the two planes of the outer stations. A similar algorithm is used in
the case of the TGCs [6-4]. Here a low pT coincidence is a combination of three out of four hits in
the outer trigger station (two doublet chambers); a high pT coincidence is the ‘AND’ of a low pT
coincidence and at least two hits in the three planes in the inner trigger station (triplet cham-
bers).

The geometrical acceptance is shown in Table 6-2 for the barrel and end-cap independently and
for the combined system. Acceptance loss in the range 0 <|η|< 2.4 averaged over full azimuth
is ~0.06 and ~0.065 for the low pT and high pT coincidences, respectively. No windowing effect
in the LVL1 muon trigger and no contributions from the alignment corridors are considered in
this study.

6.2.4 Acceptance study of H → ZZ* → µµµµ

The Higgs boson decay to four muons is a benchmark process for muon detectors at the LHC.
In order to evaluate in detail the effects of the muon trigger system acceptance on the Higgs de-
tection capabilities, a sample of Standard Model Higgs decays to four muons through the proc-
ess H → ZZ∗ → µµµµ was investigated.

Samples of Higgs events in the mass range 120–180 GeV have been studied in order to evaluate
the geometrical acceptance of the precision chamber system and of the trigger system for multi-
muon event detection. The acceptance of the trigger system, normalised to the precision cham-
ber acceptance, for two muons is very close to 1, for three muons is about 0.96 and for four
muons is about 0.69, independent of the Higgs mass. Details of this analysis can be found in [6-
4].

6.3 Single muon performance

6.3.1 Pattern recognition and reconstruction

Compared to most spectrometers in high energy physics experiments to date, the ATLAS muon
spectrometer is unique in several aspects. It was designed to maintain high performance, in
terms of detection efficiency, momentum resolution and fake track rejection, in the difficult LHC

Table 6-2 Average acceptance for the trigger chambers system.

Trigger chambers Barrel End-cap Combined system

low pT coincidence 0.91 0.98 0.94

high pT coincidence 0.88 0.97 0.93
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environment within a ‘reasonable’ cost. One of the drawbacks of this performance against cost
compromise is that many features of this spectrometer make the pattern recognition and track
reconstruction more challenging.

• The ‘open’ air-core toroid concept leads to a magnetic field which, in addition to being
relatively modest in magnitude (0.5 T in average), is very inhomogeneous, so that particle
trajectories can be very peculiar (especially at low pT) and cannot be approximated by
simple analytical descriptions.

• The unusually large size of the system (22 m in diameter, 44 m in length) implies large
distances between measuring stations which induce significant extrapolation uncertain-
ties.

• Due to the cost constraint limiting the number of detector channels, redundancy is small
and the precision chambers measure only one coordinate (approximately the bending di-
rection). Thus, no precise three dimensional information is available and the accuracy in
the so-called ‘second coordinate’ is two orders of magnitude worse (1 cm with respect to
80 µm) than in the principal coordinate accuracy.

• Furthermore, the high background level in the experimental hall enhances most of the
problems mentioned above.

These features of the muon spectrometer not only put severe constraints on the software that
will exploit its data, but also on its hardware.

• In addition to the sophisticated optical system that will ensure, by means of software cor-
rections, a precision of 30 µm on the alignment of the precision chambers, it is also neces-
sary to be able to mechanically position all these chambers such that, in each octant, their
wires are parallel within one (or at most a few) milliradian(s). In absence of such precise
alignment the inaccuracy of the second coordinate degrades the first coordinate accuracy.

• The magnetic field reconstruction algorithms have been tested with Monte-Carlo simula-
tion and, recently, on a small test superconducting ‘race-track’ coil [6-6]. They can provide
the intended accuracy (roughly 3 Tm) if and only if unforeseen magnetic masses are com-
pletely avoided inside the toroidal magnets and anywhere in its vicinity.

The basic principles and main steps of the pattern recognition software have been described in
muon TDR [6-1]. Since that time, a large number of technical improvements have been intro-
duced to this software essentially to improve the reconstruction efficiency at low pT while keep-
ing the CPU usage at an acceptable level.

To improve the low pT efficiency without introducing too many fake tracks, it is crucial to take
into account as precisely as possible the effects of multiple scattering of muons in the material of
the spectrometer. Indeed, in spite of the air-core toroids, the amount of material traversed by a
muon in the spectrometer can be relatively large and very unevenly distributed along its trajec-
tory. That is why a very detailed description of the passive material of the Muon System (as well
as of the whole experiment) has been introduced, together with the geometry of the active de-
tectors, into the pattern recognition and reconstruction software. This information is retrieved
from a muon database [6-7] where the geometry and composition of the ATLAS detector mate-
rials are described. As an example of the level of detail of the material considered in the recon-
struction software, the Figure 6-i displays a muon track traversing the spectrometer.
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6.3.2 Tracking back to the beam and energy loss in the calorimeters

An additional improvement in the reconstruction, made possible by the accurate material de-
scription, deals with energy losses in the calorimeters as well as in the Muon System itself. Al-
though energy losses and their distribution along the muon track have a very small impact on
muon reconstruction inside the Muon System, they play an important role in tracking back the
reconstructed muon to the beam line. During this ‘backtracking’, the muon momentum can be
corrected for using the energy measured in the calorimeter cells it has traversed. This proce-
dure, however, is potentially dangerous and it is justified only for isolated high pT muons
(which have a higher probability of ‘catastrophic’ energy loss). In most cases, it is safer to cor-
rect the muon momentum only for the mean energy loss, estimated from the reconstructed mo-
mentum as well as from the amount and the nature of the material traversed by the
reconstructed trajectory. This estimated mean energy loss correction is shown in Figure 6-9 as a
function of η, for two extreme values of pT (5 and 500 GeV), and compared to the average ‘true’
energy loss as simulated event-by-event with GEANT.

Figure 6-9 shows that the reconstruction program is able to predict with good accuracy the ener-
gy loss over a wide range of muon momenta. The remaining small discrepancies between the
GEANT simulation and the estimated energy loss will be further studied. Since the agreement
is satisfactory, however, the backtracking procedure has been included in the muon reconstruc-
tion software in addition to methods to compute and to transport the full covariance matrix as-
sociated with each reconstructed track. Reconstructed track parameters with their full
covariance matrices are provided at three locations:

1. At the entrance to the muon spectrometer, i.e. on the cylinder |z|=682 cm, R=425 cm.

2. At the entrance to the calorimeters, i.e. on the cylinder |z|=320 cm, R=105 cm.

3. At the perigee of the track.

Figure 6-9 Mean energy loss versus η for muons of pT = 5 GeV (left) and 500 GeV (right). The open circles

represent the actual ‘true’ mean energy loss, as obtained from a GEANT simulation, whereas the filled circles

represent the estimated mean energy loss as obtained from the detailed representation of the calorimeters

material in the reconstruction program.
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To illustrate the consistency of these covariance matrices, distributions of the pull of the inverse
of the transverse momentum at the perigee of the reconstructed tracks are plotted in Figure 6-10
for four different fixed pT single muon samples. The pull is defined here as the difference be-

tween the reconstructed and the true values normalised to the error on the reconstructed value.
In spite of a very inhomogeneous momentum resolution (see next paragraph), the fact that
these distributions remain roughly compatible with Gaussians of unit width for muons of pT
from 10 GeV up to 500 GeV illustrates the consistency of these covariance matrices.

Figure 6-10 Distribution of the pull of the inverse transverse momentum of the muon spectrometer recon-

structed tracks propagated down to the vertex.
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6.3.3 Momentum resolution

The semi-analytical evaluation of the muon momentum resolution (see Section 12.3.2 of [6-1])
has also benefited from the above mentioned refinements in the material description. The new
version of this software performs full 3D tracking for each given set of (pT, η, φ) and takes into
account all the traversed material whereas earlier versions used only the integrated magnetic
deflection along a straight line and a simplified parametrised description of the material. Com-
pared to resolution figures obtained in the muon TDR [6-1], the structure of the various spikes
in the (η,φ) plane at moderate pT is more detailed and leads to a degradation of the average res-
olution. However this small worsening of the resolution is compensated by two other effects:

1. The holes that were foreseen in the EM plane of muon chamber (to allow for the rails sup-
porting the calorimeters and Inner Detector) have disappeared (the rails are now pre-
sumed to be dismounted after installation – see Section 6.1.1). This has cured the strong
degradation of the φ−averaged resolution that resulted from the absence of measurement
inside these holes (around η = 1.6).

2. The value assumed, in the computation of the expected momentum resolution, for the av-
eraged spatial resolution of an MDT multi-layer as well as the value of the averaged glo-
bal misalignment of the multi-layers were somewhat pessimistic. A more realistic re-
evaluation of these quantities (i.e. assuming 85 µm averaged resolution for each tube and
35 µm misalignment error on the sagitta) leads to a slightly better expected momentum
resolution in those (pT, η, φ) regions which are not dominated by multiple scattering ef-
fects.

6.3.3.1 Standalone muon momentum resolution

As a first check of this analytical evaluation
of the muon momentum resolution, results
of the full simulation at various pT values
are compared in Figure 6-11 to the results of
a model in which the momenta are smeared
according to the analytically computed sin-
gle muon momentum resolution. In order
not to blur the result of the resolution evalu-
ation, this comparison is made for the muon
momentum at the entrance to the muon
spectrometer so that the fluctuations of en-
ergy loss in the calorimeters do not contrib-
ute to the resolutions. The agreement is
reasonable particularly since the resolution
is highly inhomogeneous in the (η,φ) plane.
In this particular study, chamber misalign-
ment was neglected both for calculated and
simulated results.

These results have proved to be independ-
ent of the details of the digitisation scheme
assumed in the full simulation, as long as the mean spatial resolution of a single tube is not
changed. A realistic MDT response simulation including all the effects discussed in Section 6.3.4
yields the same momentum resolution as the simplified digitisation model described in the

Figure 6-11 Simulated (points) and calculated (line)

pT dependence of the muon momentum resolution,

ignoring energy loss fluctuations and for |η| < 1.5.
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muon TDR. It was also found that the presence of non-Gaussian tails in the tube resolution
function does not have any impact. This demonstrates the robustness of the reconstruction algo-
rithm against a few hits with large departures from the track.

The agreement between the full simulation and the analytical calculation is best reflected by the
distribution of the pulls. If the theoretical prediction σth is correct for every track, i.e. the meas-
ured ∆p/p follows to a Gaussian distribution with standard deviation σth, the pull will be dis-
tributed according to a normal distribution. Figures 6-12 and 6-13 show example distributions
for pT = 100 GeV and pT = 1 TeV.

6.3.3.2 Momentum resolution as a function of η and φ

The φaveraged resolution as a function of η is shown in Figures 6-14 and 6-15 for two values of
pT. In these results, all effects such as chamber misalignment or energy loss fluctuations in the
calorimeters are considered. The expected resolutions are slightly better than those quoted in
the muon TDR [6-1] for the reasons explained in Section 6.3.3.

The momentum resolution as a function of both η and φ is shown in Figure 6-16 for
pT = 100 GeV. Compared to the similar figure in the muon TDR [6-1], the wall-like structure near
η = 0 (corresponding to a region of no measurement due to the gap in the muon chambers) has
essentially disappeared. This is explained by the fact that, in this new result, the actual curva-
ture of the tracks is taken into account so that most of the tracks hit at least two stations which is
sufficient for a (crude) momentum measurement. However it is already foreseen that the gap in
the large chambers near η = 0 will be increased in order to provide enough space for the pas-
sage of services (see Section 6.1.2). Compared to the results presented here, a non-negligible loss
of acceptance in the η = 0 region is then to be expected. The small degradation of the resolution
that can be seen in Figure 6-16 in the region 1.7 < η < 2.2 and 20o < φ< 25o and that was not
present in the corresponding figure of the muon TDR, is due to the material of the ‘stay tube’
that connects the two flanges of the cryostat of the end cap toroid magnets. The additional mate-

Figure 6-12 Distribution of the momentum pull for

pT = 100 GeV.

Figure 6-13 Distribution of the momentum pull for

pT = 1 TeV.

0

50

100

150

200

-4 -2 0 2 4

Pull

N
u

m
b

er
 o

f 
E

v
en

ts

pT = 100 GeV Sigma = 0.9343

0

50

100

150

-4 -2 0 2 4

Pull

N
u

m
b

er
 o

f 
E

v
en

ts

pT = 1 TeV Sigma = 0.9402



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

6   Muon System 189

rial traversed by a muon due to this tube is moderate but the averaged location of this matter
being just in the middle of the bending of the muon, it has a non-negligible impact on the mo-
mentum resolution.

Figure 6-14 Momentum resolution for pT = 100 GeV, averaged over φ in one octant, as a function of the pseud-

orapidity. The dashed curve corresponds to the two octants that contain the feet.

Figure 6-15 As Figure 6-14, for pT = 1 TeV.
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6.3.3.3 Acceptance versus momentum resolution

A concise way to visualise the performance of
the muon spectrometer is to plot, for fixed val-
ues of pT, the fraction of the phase space
(|η|< 2.7) over which the momentum resolu-
tion is better than a given value as a function
of this value. The momentum resolution re-
sults discussed above are presented in such a
way in Figure 6-17. Compared to similar plots
presented in the muon TDR [6-1], the curves
are ‘sharper’ which means that the resolution
is somewhat more homogeneous in the (η,φ)
phase space. This improvement, which comes
mainly from the disappearance of the hole in
the EM stations (see above), is welcome be-
cause the homogeneity of the resolution may
be more important than having a very good
resolution in a limited region of the phase
space; in a multi-muon event the resolution on
the reconstructed mass is dominated by the

Figure 6-16 Momentum resolution for pT = 100 GeV as a function of η and φ.
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Figure 6-17 Acceptance as a function of momentum

resolution for various pT (see text).
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most poorly measured muon. This figure also illustrates the fact that the momentum resolution
of the muon spectrometer is better than 5% over 80% of the phase space for a wide range of pT
(roughly from 10 to 300 GeV).

6.3.4 MDT digitisation simulation and impact on reconstruction

First test beams results have allowed the refining of the MDT digitisation simulation relative to
that used in the ATLAS muon TDR [6-1]. The impact of this more realistic digitisation on recon-
struction efficiency and momentum resolution has been investigated.

For each hit in a drift tube the track radius is converted into a drift time using the r-t relation-
ship and smeared according to the time resolution of a single drift tube. For the muon TDR [6-1]
a linear r-t relationship with a maximum drift time of 500 ns and an r-dependent Gaussian reso-
lution with an average of 80 µm (Figure 6-18) were used, which approximates the properties of
the gas mixture Ar (91)/N2 (4)/CH4 (5). In order to achieve a more realistic description of the
MDT response the following effects were added:

• Instead of a linear approximation, the correct r-t relationship of the gas
Ar (91)/N2 (4)/CH4 (5) as measured in a test beam was introduced into the simulation
(see Figure 6-19).

• The spatial resolution was changed to that described by the exact time distributions
which significantly deviate from the Gaussian shape at drift distances smaller than 2 mm
(Figure 6-20)[6-8].

• The description of the Lorentz effect was improved. For the muon TDR a constant devia-
tion angle for the drifting electrons was assumed. In reality, however, this angle depends
on the electric field which is inversely proportional to the distance from the wire. There-
fore the new parametrisation of this effect which was extracted from the results of test-
beam measurements (Figure 6-21) [6-9], differs considerably from the old model.

Figure 6-18 Spatial resolution of a single drift tube as

a function of the track distance from the wire.

Figure 6-19 r-t relationship for the gas mixture

Ar (91)/N2 (4)/CH4 (5). The background below the

main band is due to Delta rays.
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In the reconstruction, the same r-t relationship and resolution as used for the digitisation were
employed. Only the non-Gaussian tails in the tube resolution function (see Figure 6-20) cannot
be taken into account by a reconstruction algorithm based on χ2 minimisation. Therefore in the
reconstruction a Gaussian approximation was made.

6.3.4.1 Reconstruction efficiency and fake track probability.

Reconstructed tracks are classified according
to a hit quality factor, based on Monte Carlo
information, and defined as the fraction of hits
belonging to the track that were actually pro-
duced by the muon.

Fake tracks are defined as those with a hit
quality factor lower than 10%. The fake track
rate is then the average number of fake tracks
per event.

Good tracks are those for which the hit quality
factor exceeds 55%, and whose reconstructed
momentum prec is sufficiently close to the true
muon momentum ptrue at the entrance of the
muon spectrometer. For this purpose the cut
|δ|< 4 was applied to the momentum pull δ
defined by:

Figure 6-20 Non-Gaussian drift time distribution for

0.25 mm < r < 0.3 mm.

Figure 6-21 Drift time increase due to the Lorentz

effect for B = 0.6 T and 0.8 T. The points on the solid

curve represent a numerical solution of the equations

of motion.
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Figure 6-22 Momentum pull versus hit quality ratio

(fraction of real muon hits used for the track recon-

struction) for pT =1 TeV.
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Here σth is the resolution which would be theoretically expected for the generated track taking
into account the momentum, direction and position of the muon at the entrance to the spec-
trometer. Figure 6-22 shows the regions for good and fake tracks in the plane of momentum pull
versus hit quality ratio. The reconstruction efficiency is then defined as the fraction of events
which contain a good track.

Figure 6-23 shows the dependence of the sin-
gle muon reconstruction efficiency and the
fake track probability on the transverse mo-
mentum pT. As pT increases, more secondary
particles are produced by the muon. Hits from
these secondaries can hide the muon hits and
thus lead to wrong drift time measurements.
They also create hits in tubes which are not
traversed by the muon. The consequence is an
increasing probability for reconstructing a
fake track. In the same way the efficiency for
finding good tracks decreases.

Figure 6-23 shows that the reconstruction effi-
ciency does not change significantly if in the
digitisation the MDT response description is
improved from the old model (triangular
markers) to the most realistic parametrisation
(circular markers). Switching off the non-
Gaussian tails in the tube resolution function
has no impact at all (not displayed in the fig-
ure for reasons of visibility). The fake track probability, however, seems to depend on the MDT
response (lower graphs in Figure 6-23). The more realistic and the more complex the description
becomes, the less is the chance to build up a fake track from background hits. The details of this
mechanism are not understood.

6.4 Reconstruction of quasi-stable charged heavy particles

Heavy long lived particles are predicted in some extensions of the Standard Model. If these par-
ticles are charged and are not subject to a strong interaction, they behave as high mass muons.
For masses of about 100 GeV, these particles travel at a speed significantly lower than that of
light. Therefore they reach the Muon System with a time delay with respect to relativistic parti-
cles. For example, a particle with β = 0.5 reaches the Muon System with a 20 ns delay.

The aim of this study is to evaluate to what extent these particles can be reconstructed in the
Muon System, and to estimate the β measurement accuracy. The combination of time and mo-
mentum measurement permits the evaluation of the particle mass [6-10]. The results of this
study have been applied in Chapter 20 to the study of the supersymmetric partners of the τ lep-
ton in models incorporating Gauge Mediated SUSY breaking (GMSB) [6-11]. In the following,
indicates a heavy charged particle. A detailed description of this analysis can be found in [6-12].

Figure 6-23 Reconstruction efficiency and fake track

probability as a function of pT for single muons.
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6.4.1 Particle tracking and reconstruction

The study was performed for particles with a fixed mass of 101 GeV, as suggested by GMSB; the
only relevant parameter is the β of the particle. Table 6-3 shows the list of the generated sam-
ples. Each sample consisted of 500 events. Particles at fixed pT were simulated at η = 0.1 and
φ= 20. In addition, a reference sample of 500 GeV muons was generated in the same region as
the signal samples.

All the simulated events were reconstructed accounting, in the pattern recognition program, for
the time of flight through the detector. The χ2 of the reconstructed track was studied as a func-
tion of β, determining the value where χ2 is minimum. This analysis has shown that β can be es-
timated with an accuracy σ(β)/β2 ≈ 0.03; this is consistent with expectation from the muon
detector time resolution of about 0.7 ns. The momentum resolution is found to be essentially the
same as for muons of the same momentum, except at low energy where it is slightly worse [6-
12].

6.4.2 Reconstructed mass

Combining the reconstructed momentum to-
gether with the reconstructed β, it is possible
to estimate the particle mass. The mass resolu-
tion as a function of β and the mass distribu-
tions for the event samples are shown in
Figures 6-24 and 6-25.

In conclusion, this analysis has shown that
ATLAS can measure the mass of heavy stable
leptons with an accuracy of 5% for values of β
in the range 0.5 to 0.9 for a mass of about
100 GeV. A more detailed investigation needs
knowledge of production cross-sections and
spectra of the produced heavy particles, and
this can only be done by assuming specific
theoretical scenarios for the production of
these particles.

Table 6-3 Generated samples.

Particle type p (GeV) Particle β η,φ

50/76/135/200/500 ~0.5, 0.6, 0.7, 0.8, 0.98 0.1, 20

muon 500 1.0 0.1, 20

τ̃

Figure 6-24 Mass resolution as a function of β for the

heavy particle samples. The dashed line is the contri-

bution from the β measurement error, the dotted line is

the one from momentum.
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7 Electron and photon identification and

measurement

7.1 Introduction

The emphasis of this chapter is a discussion of how the combination of the Inner Detector (ID)
and the EM Calorimeter (and to a lesser extent, the Hadronic Calorimeter) can be used to iden-
tify and measure electrons and photons. Performance obtained using either the ID or the EM
Calorimeter alone is described in the corresponding chapters, namely Chapter 3 or Chapter 4.
For example, the electron-pion separation using transition radiation (TR) is described in
Section 3.4. In this chapter, strategies for identifying electrons and photons originating from dif-
ferent physical processes in the presence of appropriate backgrounds are discussed. Methods
for improving measurements are also presented. In what follows, it is clear that analyses will be
improved as a better understanding of the detector is gained and new software is developed.
Throughout this chapter, ‘low luminosity’ will be used to imply no pile-up.

7.2 Electron measurements

7.2.1 Measurements in the Inner Detector

As can be seen from Figure 3-5, there is a significant amount of material in the ID. The total ma-
terial in the active volume of the ID averaged over |η|< 2.5 is ~50% X0, hence there is a sizeable
probability for an electron to loose a significant fraction of its energy before leaving the ID. Al-
though much of the bremsstrahlung radiation will be collected by the EM Calorimeter, the track
in the ID may be seriously affected causing its pT to be poorly reconstructed and in some cases,
making it difficult to reconstruct the track at all. The probabilities for electrons to radiate a given
fraction of their energies are shown in Figures 7-1 and 7-2. For example, 20% of electrons will
have lost half of their energy by the time they leave the ID barrel. The distributions are shown
for pT = 20 GeV electrons, however, the pT dependence is small.

7.2.1.1 Bremsstrahlung recovery procedures

The track parameters reconstructed from a set of hits in the ID are not uniquely defined, but de-
pend on the fitting procedure. Adjustments are possible using the ID information alone and fur-
ther improvements to the track parameters can be made by using the EM cluster centroid as an
external point. By allowing for bremsstrahlung on an electron track, it is possible to recover
some of the efficiency losses which occur with a simple fit tuned for muons. In the following,
the recovery procedures adopted by three of the ID pattern recognition programs (see
Section 3.1.2) are discussed.

PixlRec allows for a discreet change of curvature at a fitted radius resulting in a seven parame-
ter fit. For tracks where the fraction of TR hits exceeds 15%, xKalman attempts to recover from
the energy loss by bremsstrahlung by incorporating it as an additional noise term in the Kalman
Filtering formalism, in a manner akin to the multiple-scattering treatment. The modified track
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fit is retained if the track quality, measured by the number of precision hits, is improved (default
operation). There exists in iPatRec, the possibility to fit the track in just the first few silicon lay-
ers, thereby reducing the sensitivity to the bremsstrahlung. By giving more weight to the earlier
part of the track, all of these methods reduce the sensitivity to bremsstrahlung at the cost of re-
duced pT resolution.

It can be shown that in the case of a single hard radiation, the energy-weighted barycentre of the
impact points of the electron and the photon in the EM Calorimeter lies on the extrapolation of
the initial electron trajectory. When the bremsstrahlung photon and the final electron both leave
the ID with sufficient energy, these energy deposits merge into a single EM cluster. Hence, in
principle, an unbiassed estimate of the original electron energy can be deduced from a helical fit
using the track segment before the radiation and including the EM cluster barycentre. xKalman
uses this principle to improve the pT estimate by minimising a χ2 containing all the fitted track
information and the EM cluster position.

7.2.1.2 Momentum measurement in the Inner Detector

Electrons with pT = 20 GeV were reconstructed with iPatRec, and fitted using all the track infor-
mation (including the TRT) or just the information from the first four or five silicon planes. The
ratio of the true pT to the reconstructed pT was formed and the core of the distribution was fitted
with a Gaussian. The means and sigmas of the fits are shown as a function of pseudorapidity in
Figures 7-3 and 7-4 respectively. It can be seen that as the track is truncated, the mean is closer to
unity, indicating that there is less sensitivity to bremsstrahlung, but the resolution is degraded.
The results of the fit to the complete track are very similar to those obtained with xKalman.

Figures 7-5, 7-6 and 7-7 illustrate different bremsstrahlung recovery procedures implemented in
the xKalman program for pT = 20 GeV electrons in the barrel. Gaussian fits were made to the
cores (±1.5σ) of the distributions of the ratio of true pT to reconstructed pT. Figure 7-5 shows the
ratios obtained using the ‘muon-fit’, which is appropriate for muons, but makes no allowance
for electron bremsstrahlung. The tail corresponding to lower reconstructed pT is clear. Figure 7-

Figure 7-1 Probability that an electron with |η| = 0.3

(ID barrel) will radiate a given fraction of its energy

within a certain radius. (Upper lines correspond to

smaller losses.)

Figure 7-2 Probability that an electron with |η| = 1.3

(ID barrel/end-cap overlap) will radiate a given fraction

of its energy within a certain radius. (Upper lines cor-

respond to smaller losses.)
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6 shows the ratios obtained using the ‘electron fit’, which does allow for radiation. The distribu-
tion is far more Gaussian, but with worse pT resolution. Figure 7-7 shows the ratios obtained us-
ing the muon-fit combined with the EM cluster position. Although there is a tendency to over-
compensate for the increased curvature, the tails have been reduced while retaining the resolu-
tion of the muon-fit.

The emphasis of the bremsstrahlung recovery algorithms in xKalman is to follow the track
through the ID so as to associate as many hits as possible and to reduce the tails in the pT distri-
bution in order to increase the electron reconstruction efficiency. Figure 7-8 shows the efficiency
for the different fitting procedures. The ‘combined-fit’ is the default fit for identified electrons,
as described in the previous section. This corresponds to the combination of the muon and elec-
tron-fits, where the muon-fit is retained in most cases, but for the few percent of electrons where
the number of precision hits on the track is increased, the electron-fit is kept. The efficiencies
were evaluated for electrons passing the extended ID track quality cuts (see Section 3.1.3) and
satisfying 0.7 < pT

gen/pT < 1.4 (the results are not very sensitive to whether the normalisation is
with respect to the true pT or the ET measured by the EM Calorimeter). The electron-fit increases
the efficiency by ~6% with respect to the muon-fit, although it degrades the pT resolution by a
factor of ~2. The combined-fit increases the efficiency by ~2%, while retaining good resolution.
The use of the EM cluster position significantly improves the tails and hence the efficiency at
higher pT. Around 200 GeV, the intrinsic ID resolution starts to dominate the bremsstrahlung
tails and causes events to be lost by the cut on pT

gen/pT.

Figure 7-3 Ratio of true pT to reconstructed pT for

pT = 20 GeV electrons reconstructed by iPatRec. The

means are obtained from Gaussian fits to the cores of

the distributions as a function of pseudorapidity. Track

fits are made to either the full track or a reduced

number of silicon planes.

Figure 7-4 Resolution of reconstructed pT for

pT = 20 GeV electrons reconstructed by iPatRec. The

sigmas are obtained from Gaussian fits to the cores of

the distributions as a function of pseudorapidity. Track

fits are made to either the full track or a reduced

number of silicon planes.
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7.2.2 Matching the Inner Detector and EM Calorimeter

7.2.2.1 E/p for electron identification

The comparison between the momentum reconstructed in the ID and the energy measured in
the EM Calorimeter is valuable in identifying electrons, as is demonstrated in subsequent sec-
tions. It also serves as an important source of calibration for the EM Calorimeter.

Figure 7-5 Ratio of true to reconstructed pT from

xKalman using the muon-fit for electrons with

pT = 20 GeV and η = 0.3.

Figure 7-6 Ratio of true to reconstructed pT from

xKalman using the electron-fit for electrons with

pT = 20 GeV and η = 0.3.

Figure 7-7 Ratio of true to reconstructed pT from

xKalman using the muon-fit along with the EM cluster

position for electrons with pT = 20 GeV and η = 0.3.

Figure 7-8 Efficiency for reconstructing electrons

(η = 0.3) with xKalman using different fits. Electrons

are required to satisfy the extended ID quality cuts and

0.7 < pT
gen/pT < 1.4.
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Figures 7-9 and 7-10 summarise the shapes of the E/p distributions as a function of pseudora-
pidity for pT = 5 and 20 GeV electrons respectively. To give the narrowest distributions, full fits
were made using all the track information. At pT = 20 GeV, the width of the distributions is
~2.5%.

7.2.2.2 E/p for calibration of the EM Calorimeter

The main tool for calibrating the EM Calorimeter will be Z → ee events, as described in
Chapter 4. The peak of the E/p distribution will provide a valuable cross-check of the calibra-
tion. As a precursor to this, it is essential that the momentum scale of the ID is correctly calibrat-
ed for muons along the lines discussed in Chapter 12. Subsequently, the calibration for electrons
must be made, allowing for dE/dx losses and bremsstrahlung. These corrections will come from
Monte Carlo studies like those illustrated in Figure 7-3, and hence will rely on a good model of
the detector in the simulation and an accurate description of physical processes by GEANT.

The cores of the E/p distributions for different electron energies were fitted with Gaussians. The
means and sigmas of the fits are shown as a function of pseudorapidity in Figures 7-11 and 7-12
respectively. The electrons have been reconstructed by iPatRec using the first four silicon planes
to reduce the sensitivity to the bremsstrahlung. The mean values of E/p have a variation with
pseudorapidity which comes primarily from the ID pT (Figure 7-3). However, there are also
some effects arising from imperfections in the Monte Carlo calibration of the Calorimeter, for
example at ET = 20 GeV, the energy calibration is about (1 ± 1)% too low.

The resolution which can be achieved on E/p (Figure 7-12) leads directly to estimates of how
many events will be required to check the calibration of the EM Calorimeter. Taking the resolu-
tion to be 5%, 400 regions of the EM Calorimeter can be calibrated with a statistical precision of
0.1% with 106 electrons. This should not be a problem, since at low luminosity, it is anticipated
that 30×106 reconstructed W → eν events will be collected in one year. The 5% resolution comes

Figure 7-9 Contour plot showing value of E/p below

which 10, 20, 30, 40, 50, 60, 70, 80 and 90% of elec-

trons are reconstructed at given values of pseudora-

pidity. Curves are shown for pT = 5 GeV electrons

reconstructed with iPatRec using all the track informa-

tion.

Figure 7-10 Contour plot showing value of E/p below

which 10, 20, 30, 40, 50, 60, 70, 80 and 90% of elec-

trons are reconstructed at given values of pseudora-

pidity. Curves are shown for pT = 20 GeV electrons

reconstructed with iPatRec using all the track informa-

tion.
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from the track fit to the first four or five silicon planes. If there is sufficient confidence in correct-
ing for the effects of bremsstrahlung so that the full track information can be used, then the
same statistical precision will be achieved with a quarter of the number of events.

7.2.2.3 Sensitivity to the material of the Inner Detector

The position of the E/p peak depends on the amount of material, especially that located at small-
er radii. To test the sensitivity to this in the simulation, the material in the SCT support struc-
tures was increased. These structures (cylinders in the barrel and disks in the end-caps) are
simulated as simple, uniform surfaces, on which the detectors are mounted. In the barrel, the
material increased from 10% to 14.5% X0. The corresponding change in the E/p distribution can
be seen in Figure 7-13. There is a small shift in the peak of the distribution and the tail of the dis-
tribution has increased, with extra events around E/p = 1.3. With the 45% increase in material in
the SCT, the peak has shifted by 0.0025, so if it is required to understand this shift at the level of
0.1%, the material of the SCT in the barrel must be understood to better than ~20% of its value -
this will be easy. However, should it be desired to understand the shift at the 0.01% level, then
the material must be known to ~2% – this will be far more challenging.

To cross-check the EM Calorimeter calibration at the 0.02% level using E/p will be possible only
if the systematic effects mentioned earlier can be understood. If this can be done, then it will be
necessary to determine the SCT material to ~2%. This requirement is likely to be even tighter for
the Pixel System, which is located at small radius, and in the end-caps, where there is more ma-
terial. The requirements for the Pixels will be examined in future studies.

The material in the ID can be estimated from direct calculation, the conversion rates (see
Chapter 12) or from the E/p distribution itself. Different parts of the E/p distribution will be sen-
sitive to bremsstrahlung from different radii. By making a fit to the distribution, which is sensi-
tive to the different components, it should be possible to estimate the ID material by reference to
simulation. Using this method, CDF understood the material in their tracker to 10% [7-1]. Clear-

Figure 7-11 Ratio of E/p for electrons reconstructed

by iPatRec. The means are obtained by fitting to the

cores of the distributions as a function of pseudorapid-

ity. Fits are made to the first four silicon planes.

Figure 7-12 Resolution on E/p for electrons recon-

structed by iPatRec. The sigmas are obtained by fit-

ting to the cores of the distributions as a function of

pseudorapidity. Fits are made to the first four silicon

planes.
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ly, this will rely on having an accurate description of the physical processes associated with
tracking electrons by GEANT as well as a good description of the detector. The distributions
shown in Figure 7-13 were fitted over a slightly larger range (± 1.5σ) to increase the sensitivity
to the effect of extra SCT material. One such fit is shown in Figure 7-14. The difference in the
widths of the fitted Gaussians was 0.0052, with an uncertainty on measuring the width of
0.0007. To obtain a precision which is 25 times better would require a determination of the
width to 0.0002. The uncertainty on the width was obtained with a sample of 8,800 reconstruct-
ed single electrons; to reduce this uncertainty to 0.0002 would require 1.0×105 reconstructed
electrons. Similar calculations for the end-cap region (|η|= 1.8), indicate that approximately
2.2×105 electrons would be required. With 30×106 reconstructed W → eν events expected for
each year of low luminosity running, this should allow a satisfactory determination of the ID
material as a function of pseudorapidity. By using an inclusive electron sample (as obtained
from the analysis of Section 7.4), larger numbers of electrons could be used. Although it will be
more difficult to resolve deviations from the material expected at different radii, sensitivity to
the different components should be possible by fitting the E/p distribution by functions with
more parameters.

7.2.2.4 Position matching

Tracks and clusters are associated by looking at the matching between the track direction and
the corresponding calorimeter quantities. These are evaluated as follows:

• The pseudorapidity is computed from the position measured in the first compartment of
the EM Calorimeter, an estimate of the shower depth in this compartment and the z-posi-
tion along the beam line, which is measured by the ID with a negligible error.

• The azimuthal angle is computed from the position measured in the second compartment
of the EM Calorimeter and an estimate of the shower depth in this compartment. The
measured transverse energy is used to correct for the curvature of the electron trajectory
in the magnetic field to give an estimate of the azimuthal direction at the beam line.

Figure 7-13 E/p distribution for single electrons with

pT = 20 GeV and η = 0.3, reconstructed by xKalman.

The figure shows the distribution for the default layout

as well as for a layout with 45% more material in the

SCT.

Figure 7-14 E/p distribution for single electrons with

pT = 20 GeV and η = 0.3, reconstructed by xKalman,

for the default layout. Also shown is a Gaussian fit to

±1.5σ around the peak.
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Figures 7-15 and 7-16 show the matching in pseudorapidity and azimuth for pT = 20 GeV elec-
trons, without electronic noise or pile-up. The dashed lines indicate the cuts which are used for
electron/jet (see Section 7.4.2.3) and photon/electron (see Section 7.7.1) separation. At high lu-
minosity, the probability to find a track from the pile-up with pT > 5 GeV pointing to the
∆η = ±0.01, ∆φ = ±0.02 window is about 10−4.

7.2.3 Combined energy measurements

The energy measurement of an electron is degraded, both in the ID and in the Calorimeter by
bremsstrahlung, leading to significant tails and to a worsening of the energy resolution. Both ef-
fects can be reduced by using the following methods, which are illustrated by results for elec-
trons at |η|= 1.1.

Approximately 50% of electrons at |η|= 1.1 are accompanied by a conversion since there are a
large number of bremsstrahlung photons (for example, on average there are 5.8 photons with
E > 10 MeV for 20 GeV ET electrons at |η|= 1.1). In this case the energy measured in a 3×7 win-
dow in the calorimeter is significantly reduced, as shown in Figure 7-17. Conversions can be re-
constructed as described in Section 7.5.1, with an efficiency of only 1% for conversions
accompanying a 10 GeV ET electron (at |η|= 1.1), rising to 21% for a 20 GeV ET electron and to
33% at 50 GeV. The energy in the 3×7 window when a conversion is reconstructed is also shown
in Figure 7-17 – in this case, an appropriate calibration factor can be applied.

The azimuthal width of the shower, measured in the second compartment of the calorimeter, is
correlated with the energy loss outside the 3×7 window. When no conversion is reconstructed,
the energy in the calorimeter is taken as the energy in the window with a calibration factor de-
pending on the width. Finally, below about 15 GeV ET, the resolution in the ID is similar or bet-
ter than in the calorimeter, in which case a weighted average of the two measurements can be
made. At 10 GeV ET and |η|= 1.1, the resolution of the calorimeter is 3.25%, the resolution of
the ID is 2.63% and the combined resolution is 2.32%.

With the methods described above, the amount of the tails, defined as the fraction of events out-
side the interval 0.95 < E/Egen < 1.05 is reduced by about 20%, as shown in Figure 7-18.

Figure 7-15 Matching in pseudorapidity between the

EM Calorimeter and ID for pT = 20 GeV electrons.

Figure 7-16 Matching in azimuth between the EM

Calorimeter and ID for pT = 20 GeV electrons.
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7.3 Low energy electrons

7.3.1 Electron/pion separation

For low energy electrons, the trigger will be provided by something other than the electrons (for
example a muon with pT > 6 GeV in B physics events) and it will not be easy to identify electron
candidates by an unguided search of the energy deposits in the EM Calorimeter. Instead the In-
ner Detector must be used to ‘seed’ the calorimeter clustering.

A study was made of electrons and pions in the range 1 GeV ≤ pT ≤ 7 GeV with |η| ≤ 2.4. The
effects of electronic noise in the EM Calorimeter were included. As the response of both subde-
tectors for low pT varies quite significantly with pT and |η|, the electron/pion separation pa-
rameters were calculated for three pT-ranges:

1 GeV ≤ pT ≤ 2 GeV, 2 GeV ≤ pT ≤ 4 GeV and 4 GeV ≤ pT ≤ 7 GeV

and five |η|-ranges:

0 ≤|η|≤ 0.8, 0.8 ≤|η|≤ 1.4, 1.4 ≤|η|≤ 1.8, 1.8 ≤|η|≤ 2.0 and 2.0 ≤|η|≤ 2.4.

The following method was used to identify electrons. After track reconstruction in the ID, loose
cuts were applied to all tracks: pT ≥ 0.5 GeV, number of precision hits ≥ 8, number of pixel hits
≥ 2, at least one associated hit in the B-layer, number of TRT straws ≥ 6, fraction of high-thresh-
old (TR) hits in the TRT > 0.05. For selected tracks, the predicted point of impact was calculated
for each of the EM Calorimeter compartments. Based on the information in the surrounding EM
Calorimeter cells, the values of the EM Calorimeter and combined ID-Calorimeter separation

Figure 7-17 Reconstructed energy in the EM Calo-

rimeter divided by the true energy for 20 GeV ET elec-

trons at η = 1.1. The histograms correspond to:

electrons with reconstructed conversions (hatched),

electrons with conversions which are not recon-

structed (shaded), electrons without conversions

(unshaded).

Figure 7-18 Fraction of 20 GeV ET electrons outside

0.95 < E/Egen < 1.05 using the raw calorimeter infor-

mation (black circles) and after the combined energy

measurement described in the text (white squares).
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variables were calculated. For each of these, the probability of the track being an electron was
calculated, with the set of probabilities used being determined by the pT and pseudorapidity re-
constructed in the ID. A discriminating function to distinguish between electrons and hadrons
was formed as the product of the above probabilities. Some of the variables used are correlated,
and although the method is valid, its treatment of these correlations is not optimal. Alternative
approaches, such as neural nets, will be considered in the future. For some values of pT and
pseudorapidity, some of the variables were less discriminating and hence were not used.

The variable used in the ID alone was: the fraction of high-threshold (TR) hits in the TRT. The
variables formed in the EM Calorimeter alone were: the energy deposited in the first compart-
ment (E1), the ratio of energies deposited in the third and first compartments (E3/E1), the ratio
of energies deposited in first compartment to the sum in first and second (E1/(E1+E2)), the
shower width (in pseudorapidity) in the first compartment, the ratio of energies deposited
around the predicted impact point in the calorimeter in 3×3 and 3×7 clusters (E3×3/E7×3), and
the asymmetry in the lateral shower profile measured in the first compartment by the three
strips centred on the strip with the largest energy. The cracks between the barrel and the end-
caps were excluded. The variables formed using the combination of the ID and the EM Calorim-

Figure 7-19 Some of the variables used to distinguish soft electrons (hatched) from hadrons (open). The histo-

grams have been normalised to unit area. The distributions correspond to single particles with

2 GeV ≤ pT ≤ 4 GeV and |η| < 0.8. E1,2,3 are the energies in the first, second and third longitudinal compart-

ments of the EM Calorimeter.
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eter were: the ratio of energy measured by the EM Calorimeter to the momentum measured by
the ID (E/p), the difference in pseudorapidity between the point of impact at the first compart-
ment of the EM Calorimeter as predicted by ID extrapolation and as measured by the η-strips
(∆η).

An example of the distributions for some of the more discriminating variables are shown for
single particles in Figure 7-19. The distributions vary strongly with pT and pseudorapidity; in
particular, E/p becomes more discriminating at higher energy, which for a fixed ET corresponds
to higher pseudorapidity.

By cutting at different values of the discrimi-
nating function, different electron efficiencies
can be obtained, each with a corresponding
value of the rejection for single pions. The
pion rejection as a function of the electron effi-
ciency is shown in Figure 7-20 for tracks of dif-
ferent pT.

7.3.2 Identification of low energy electrons in physics events

To identify soft electrons in complete events, it is necessary to apply the methods described
above to each charged particle reconstructed in the event. In this section, the application to
B physics events is described; the application to tagging b-jets is described in Chapter 10.

For this study, an inclusive bb sample was used, with the requirement of a muon with
pT ≥ 6 GeV for triggering. A subsample of these events containing electrons with pT

gen ≥ 5 GeV
were considered to be signal events, while the remainder were considered to be background.
For a given event, the method outlined above was applied to each reconstructed track with
pT > 4 GeV and its discriminating variable was formed. For this, new probability functions were
obtained from bb events.

Figure 7-21 shows the rejection against individual hadrons as a function of the electron efficien-
cy. The electrons mostly originate from heavy flavour or τ decays, however some may come
from conversions or Dalitz decays. To identify signal events containing b → e decays, the elec-
tron identification was applied to each reconstructed track in each event of the inclusive bb sam-
ple. The discriminating function was found for the best electron candidate in each event.
Figure 7-22 shows the rejection of background events compared to the efficiency for identifying
signal events, where the points correspond to different cuts on the value of the discriminating

Figure 7-20 Pion rejection vs electron efficiency for

single particles of different pT.
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function. The performance is worse than for individual particles since in the background
events, there will be several tracks, any of which may be mis-identified as an electron. Further
there will be electrons which do not arise from signal processes.

7.4 Electron/jet separation

7.4.1 Introduction

The identification of isolated electrons with pT ≥ 20 will be essential for physics at the LHC, in-
cluding searches for leptonic decays of the Higgs boson, studies of the production and decay of
W’s and Z’s, the extraction of clean samples of tt events for the measurement of mt as well as
electrons for E/p calibration. This section describes the inclusive electron selection and the rejec-
tion capability against QCD-jets using information from the EM Calorimeter and the Inner De-
tector. More details can be found in [7-2]. To obtain an inclusive electron signal, a jet rejection
O(105) is required.

To separate electrons from jets, cuts were developed which maintained reasonable electron effi-
ciency even in the presence of pile-up at high luminosity while removing a high fraction of jet
events from an inclusive jet sample. The jet sample was analysed to demonstrate that the signal
electrons which it contained could be extracted from the background. In the studies reported in
this section and Section 7.6, the jet rejection was normalised to the total number of jets with
ET > 17 GeV, smeared and reconstructed at the particle-level using ATLFAST [7-3]. This is be-
lieved to give a better reflection of the rejection which can be achieved by ATLAS and corre-
sponds to the performance which would be observed for physical jets in the detector as
opposed to partons. This normalisation results in a rejection which is a factor of three lower
than would be obtained were the ET cut applied at the parton level. The electron efficiencies
have been studied for electrons at the nominal trigger thresholds for single isolated EM clusters
of 20 and 30 GeV for low and high luminosity respectively.

Figure 7-21 Hadron rejection vs electron efficiency

for individual particles in bb events with pT > 4 GeV.

Figure 7-22 Rejection of events without b → e vs effi-

ciency for retaining events with b → e. Electrons have

pT > 5 GeV.
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7.4.1.1 Datasets

A high statistics sample of around 106 fully simulated dijet events was used [7-3]. At the parton
level, each jet had pT > 17 GeV and was produced within |η|< 2.7. Initial and final state radia-
tion were simulated. At the same time, other physics processes such as prompt photon produc-
tion, quark bremsstrahlung, W, Z and top production were generated with the appropriate
cross-sections - the complete set of events is referred to as the ‘jet sample’. These events were
processed by the LVL1 trigger simulation (see Section 11.3.2) to obtain the ‘electron/photon
stream’. The jet rejection factor for jets having ET > 17 (25) GeV was approximately 80 (90) for an
electron efficiency of about 95% at low (high) luminosity. Only events with showers having a
large EM component survived.

For the efficiency studies, samples of single electrons were generated with |η|< 2.5 and with
fixed pT of 20 and 30 GeV. To study the performance at high luminosity, pile-up was superim-
posed on the electrons and jets.

7.4.2 Analysis

The electrons and jets were first processed by the LVL1 and LVL2 trigger algorithms to select
those events containing electron candidates. The events which passed the trigger were further
processed by the offline reconstruction. In the following, the Calorimeter and ID selections of
the offline analysis are explained; the trigger algorithms of the LVL2 trigger are explained in
Section 11.4.3.

7.4.2.1 Offline calorimeter selection

Significant discrimination between electrons and jets can be achieved by the LVL2 Calorimeter
Trigger. Subsequently, the offline calorimeter algorithms can refine the cuts made by the trigger
as well as making additional ones.

Only EM clusters with ET > 17 (25) GeV at low (high) luminosity were considered. These values
correspond to the ET threshold cut of the single object electron trigger, which are chosen to be
efficient for 20 (30) GeV electrons. Figures 7-23 and 7-24 show the ET distributions for all clus-
ters found in the EM Calorimeter for electrons of 30 GeV and dijet events at high luminosity.
The entries at low ET correspond to clusters from low energy particles in the minimum bias
events (in the case of pile-up) or particles in the jets themselves; the peaks arise from threshold
cuts of around 5 GeV. It is clear that clusters from minimum bias events have low ET and can be
completely removed.

The following variables were used to distinguish high-ET electrons from jets (more details can
be found in [7-4]): the ratio of the transverse energy in the first compartment of the Hadronic
Calorimeter divided by the transverse energy deposit in the EM Calorimeter, the ratio of the en-
ergy deposited in a 3×7 window divided by the energy deposited in a 7×7 window in the second
compartment of the EM Calorimeter (see Figure 7-25), the shower width in pseudorapidity in
the second compartment of the EM Calorimeter.

To separate the surviving jets from electrons, the very fine granularity in pseudorapidity of the
first compartment was exploited by looking for substructures within a shower in pseudorapidi-
ty and by analysing the overall shower shape, using a window of ∆η×∆φ = 0.125×0.2. It was re-
quired that the fraction of EM energy in the first compartment exceeded 0.5%. The following
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variable was used: the difference between the energy associated with the second maximum and
the energy deposited in the strip with the minimal value between the first and second maxima
(see Figure 7-26.). In addition, the energy in the strip in which the second maximum was located
had to exceed a value which depended linearly on the ET of the EM cluster. Additional variables
are: the shower width and the fraction of energy outside the three strips in the shower core.

Figure 7-23 ET distribution of all clusters in each

event after LVL1 simulation in the EM Calorimeter for

events with ET = 30 GeV electrons and pile-up corre-

sponding to 1034 cm−2s−1.

Figure 7-24 ET distribution of all clusters in each

event after LVL1 simulation in the EM Calorimeter for

events with jets at both low and high luminosity.

Figure 7-25 Shower shape in the second compart-

ment of the EM Calorimeter for electrons and jets at

low luminosity. Only the LVL1 Trigger was applied

beforehand. The distributions are normalised to unit

area.

Figure 7-26 Difference between the energy found in

the second maximum and the energy found in the strip

with minimal value in the first compartment of the EM

Calorimeter (before any cuts in first compartment).

The distributions are shown for electrons and jets at

low luminosity for |η| < 1.37 and are normalised to unit

area.
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The variables were optimised in several |η| intervals to allow for varying granularities, lead
thickness and material in front of the calorimeter. The quantities calculated using the first com-
partment can be used only in the regions |η|≤ 1.37 and 1.52 ≤|η|≤ 2.37 since there are no strips
in 1.4 <|η|< 1.5 nor beyond |η|= 2.4. The cuts on the variables were tuned in such a way that
they were more than 98% efficient for electrons after the LVL1 and LVL2 triggers.

7.4.2.2 Inner Detector selection

After the calorimeter cuts, the contamination of the inclusive signal from charged hadrons was
greatly reduced and the remaining background was dominated by background from photon
conversions and low multiplicity jets containing high-pT π0 mesons. This background was re-
duced further by requiring the presence of a good ID track pointing to the EM cluster and with
a good energy-momentum match.

Tracks were reconstructed with xKalman (see Section 3.1.2) in a cone ∆η = ±0.1, ∆φ= ±0.1
around the selected EM clusters, and only tracks with pT > 5 GeV were kept. Where possible,
the bremsstrahlung recovery procedures described in Section 7.2.1.1 were used. The recon-
structed track with the highest pT in the cone was required to satisfy the extended ID track qual-
ity cuts (see Section 3.1.3). The cuts on the pixels and impact parameter were particularly
effective against photon conversions, reducing them by a factor of ~5.

7.4.2.3 Inner Detector and EM Calorimeter matching

The LVL2 trigger tends to ensure that there is an associated charged track to the EM cluster
within a cone ∆η = ±0.1, ∆φ= ±0.1. Hence the jet rejection which was achieved by the cuts in the
ID was quite small, around 1.8. This was significantly improved by ensuring consistency be-
tween the EM Calorimeter and ID information. Firstly the angular matching between the track
and the EM cluster was checked, allowing for the track curvature and the vertex position (see
Section 7.2.2.4). It was required that |∆η|< 0.01 (0.02) at low (high) luminosity and |∆φ|< 0.02.
Distributions for these two variables are shown in Figure 7-27. The distributions are shown after
the LVL2 trigger rather than after the ID cuts so as to increase the statistics in the plots.

Subsequently, the energies measured by the two subdetectors were compared - see Figure 7-28.
At low (high) luminosity, it is required that 0.7 (0.6) < E/p < 1.4. The tail at low values of E/p for
conversion electrons arises when one photon from a π0 converts and the second photon was in-
cluded in the EM cluster causing the track fit (incorporating the calorimeter bremsstrahlung re-
covery procedure) to overestimate the momentum.

7.4.2.4 Use of transition radiation in the TRT

The events which survived the selection procedure described so far consisted mainly of signal
electrons. At low luminosity, where the ET cut is at 17 GeV, 80% of the events came from heavy
flavour and 20% from W’s and Z’s; at high luminosity, the ET cut rises to 25 GeV and the frac-
tions became 20% and 80% respectively. The contamination of the jet sample arising from the
mis-identification of charged hadron backgrounds was 30% (40%) of the jets at low (high) lumi-
nosity. The contamination from electrons coming from photon conversions was greatly reduced
by the previous cuts.
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To reduce further the charged hadron contamination, candidate electrons were required to pass
the loose transition radiation cuts described in Section 3.4.1. These cuts retained 90% of the elec-
trons and, with the available jet statistics, reduced the hadrons from 17 (6) events to 0 (1) at low
(high) luminosity, consistent with expectations.

7.4.3 Summary of results

Summaries of the electron efficiencies and corresponding jet rejections resulting from the suc-
cession of cuts applied and in different pseudorapidity intervals are given in Tables 7-1 and 7-2
respectively. The electron efficiencies are determined from the high-statistics electron samples,
while the jet rejection is calculated from the reductions in the jet sample but with the signal elec-
trons explicitly excluded. To normalise the jet rejection, only jets with ET > 17 (25) GeV have

Figure 7-27 Angular matching between charged tracks and EM clusters in pseudorapidity and azimuth for elec-

trons (dashed) and jets. For the ‘jet’ sample, various components are shown: electrons from W ’s and Z ’s

(black), electrons from heavy flavour (dense hatch), conversions (light hatch) and hadrons (open). The normali-

sation between the single electrons and the jet sample is arbitrary.
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been considered at low (high) luminosity. The final jet rejections correspond to 1 (2) events at
low (high) luminosity and the values in Table 7-1 correspond to 90% confidence limits calculat-
ed according to the prescription in [7-5]. In Figure 7-29, the ET distributions of candidates in the
jet sample are shown at low and high luminosity at various stage of the offline analysis.

With the cuts described in this section, it was possible to achieve an overall electron efficiency
for pT = 20 GeV (30 GeV) of 68.6% (72.7%) at low luminosity. The addition of pile-up decreased
the efficiency for the 30 GeV electrons down to 67.5%, which is comparable to what was
achieved at low luminosity for 20 GeV electrons. A corresponding jet rejection of the order of
105 was obtained at both low and high luminosity. For such a large rejection factor, the results
will be sensitive to the details of the fragmentation model at a level which is not well tested.
Hence there may be considerable systematic uncertainties. Compared to the tabulated results
(in particular, Tables 6-2 and 6-4) in the ID TDR [7], the electron efficiency has fallen by 20%

Figure 7-28 Ratio between energy of EM clusters to momentum of reconstructed charged tracks for electrons

(dashed) and jets. For the ‘jet’ sample, various components are shown: electrons from W ’s and Z’ s (black),

electrons from heavy flavour (dense hatch), conversions (light hatch) and hadrons (open). The normalisation

between the single electrons and the jet sample is arbitrary.
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mainly because of the explicit application of the transition radiation (TR) cuts (loss of 10%), the
simulation of the trigger as well as tighter Inner Detector cuts (number of TRT and pixel hits).
The trigger losses can be broken down as follows: 2.3% (5.6%) due to the ID cuts in LVL2, 1.5%
(1.5%) due to the calorimeter cuts in LVL2 and 2% (3%) in LVL1 at low (high) luminosity. At the
same time, the rejection has increased by a factor 50 mainly because of the TR cuts and the im-
proved calorimeter and ID cuts.

The selection procedure outlined above leads to a signal (inclusive electrons) to background
(charged hadrons and conversions) ratio of more than 20 (5) for low (high) luminosity, although
large uncertainties remain on the cross-sections for the different processes. The electron efficien-
cy was cross-checked by considering the signal electrons in the inclusive jet sample. However,
since the fraction of events with electrons in the sample was very small, the statistical errors are
large. For electrons coming from W/Z decays, the efficiency is (54 ± 13)% ((60 ± 15)%) and for
those coming from b and c semi-leptonic decays, it is (14 ± 2.5)% ((3.4 ± 2.4)%) for low (high) lu-
minosity - the errors are from Monte Carlo statistics. With the statistics used, it was not mean-
ingful to analyse the background events because there were so few. At low luminosity, all that
remained was one conversion; at high luminosity, there was one conversion and one mis-identi-
fied hadron.

7.5 Photon measurements

The most demanding requirements for excellent photon measurement and identification arise
from the search for a possible Standard Model Higgs boson in the mass range from the LEP lim-
it to 130 GeV. In this mass region, the most promising discovery channel for the Higgs boson is
its rare decay to two photons. The signal (σ ~ 50 fb) has to be observed above large backgrounds
and the observed width will be dominated by the energy resolution. Photon reconstruction is
mainly based on the information from the EM Calorimeter and is described extensively in
Chapter 4. Because of the significant amount of material in front of the calorimeters, many of
the photons are converted. Since the H → γγsignal is small, it is essential to ensure high efficien-
cy, and consequently to recover the conversions. The Inner Detector helps to reconstruct these
converted photons and to veto tracks around an EM cluster. The available information can im-
prove the energy measurement as well as the photon identification power.

Table 7-1 Effect of different sets of cuts on electron efficiencies (pT = 20 and 30 GeV) and jet rejections

(ET > 17 GeV and |η| < 2.5). The cuts are described in more detail in the text. The numbers shown are the effect

of the cumulative cuts, with the relative changes (percent or absolute numbers) shown in brackets.

Cuts Low luminosity High luminosity

Eff e20 (%) Eff e30 (%) Rej jets (103) Eff e30 (%) Rej jets (103)

LVL1 94.0 99.0 0.08 96.1 0.09

LVL2 Calo 90.5 (96.3) 96.9 (97.8) 0.39 (4.9) 92.1 (95.6) 0.48 (5.2)

LVL2 ID 82.5 (91.1) 87.9 (90.7) 3.5 (8.9) 82.5 (89.5) 3.7 (7.8)

Offline Calo 80.9 (98.1) 86.8 (98.6) 9.8 (2.8) 81.1 (98.3) 8.4 (2.2)

Offline ID 77.4 (93.8) 83.0 (94.5) 16.8 (1.7) 77.2 (93.6) 22.7 (2.7)

Matching 75.4 (97.5) 79.5 (95.7) 40 (2.4) 75.3 (97.4) 35.8 (1.6)

TR 68.5 (90.8) 72.7 (91.4) >150 67.5 (89.7) >45
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Figure 7-29 ET distribution for the jet sample at various stages of the analysis both at low and high luminosity.

For the ‘jet’ sample, various components are shown: electrons from W ’s and Z ’s (black), electrons from heavy

flavour (dark hatch), conversions (light hatch) and hadrons (open).
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Around 30% of all photons convert in the ma-
terial of the ID cavity (R < 115 cm). Figure 7-30
shows that around 75% of these conversions
occur in the volume (R < 80 cm, |z|< 280 cm)
in which they can be efficiently identified. De-
pending on the pseudorapidity, the conver-
sion fraction within this volume varies
between 15% and 30%. Conversions occurring
outside this region are less harmful because
the electrons do not bend much in the azi-
muthal direction before entering the EM Calo-
rimeter, and hence look more like unconverted
photons.

7.5.1 Conversion reconstruction

7.5.1.1 Methods

Conversions are found by the program xConver which combines pairs of oppositely charged
tracks [7-7]. For early conversions (R < 40 cm), both tracks can be reconstructed by xKalman
(see Section 3.1.2), provided the minimum number of silicon hits on a track is relaxed to 4 (cor-
responding to the two outmost SCT layers). For later conversions (R > 40 cm), xKalman fails to
reconstruct the tracks because insufficient silicon hits are available and because the histogram-
ming method used to find the TRT track seed fails.

To maintain efficiency for later conversions which take place in the TRT, an algorithm, xHouRec
[7-7], was written specifically to find tracks from conversions. This histogramming algorithm
generalises the xKalman histogramming by scanning for tracks in the (φ, κ, Rc) space (xKalman
histogramming assumes Rc = 0), where φ is the azimuthal angle at the point of closest approach
to x = 0, y = 0; κ is the signed curvature; and Rc is the radius of the conversion. The track candi-
date is assumed to point to the interaction region from the radius Rc. In the absence of silicon
hits, there is no information on the track in pseudorapidity.

Table 7-2 Electron efficiencies (pT = 20 and 30 GeV) after all cuts as a function of pseudorapidity.

Pseudorapidity Low Luminosity High Luminosity

Eff e20 (%) Eff e30 (%) Eff e30 (%)

0.0 - 0.7 74.7 ± 1.3 75.0 ± 1.4 70.6 ± 1.6

0.7 - 1.37 68.0 ± 1.4 72.6 ± 1.4 68.4 ± 1.7

1.37 - 1.52 45.3 ± 3.3 49.0 ± 3.4 40.4 ± 3.9

1.52 - 2.0 64.3 ± 1.7 75.2 ± 1.7 65.1 ± 2.1

2.0 - 2.5 71.6 ± 1.6 74.3 ± 1.7 72.8 ± 2.1

Figure 7-30 Fraction of photons converted in the ID

cavity (open symbols) and in the region in which con-

versions can be efficiently identified (closed symbols)

as a function of pseudorapidity.
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A search is made by xConver for pairs of oppositely charged tracks with pT > 0.5 GeV recon-
structed from either algorithm (xKalman or xHouRec). A preselection is made on the basis of
the separation of the tracks in the bending plane at the radius of their innermost hits. A χ2 fit is
performed using the parameters of the two tracks with the constraints of a common vertex in
3D, a zero opening angle between the tracks, and the pointing of the reconstructed photon to
the beam-line.

In case more than one conversion is reconstructed in the search region, the combination with
highest photon pT is chosen. A conversion identified by xHouRec tracks is only considered if no
conversion is found using tracks reconstructed by xKalman.

7.5.1.2 Reconstruction efficiency

Figure 7-31 shows that the reconstructed mo-
mentum of a converted photon is measured
better for those photons which convert early
(R < 40 cm) as opposed to the later conver-
sions (R > 40 cm). The inclusion of hits in the
silicon detectors and the larger track length in
the magnetic field improve the pT resolution
significantly. The low energy tails in the distri-
bution of pT/pT

gen are due to instances of hard
bremsstrahlung.

The conversion reconstruction was studied for
photons from H → γγ decays with
mH = 100 GeV. The overall reconstruction effi-
ciency at low luminosity was (86.4 ± 0.4)% per
photon after the kinematical cuts (|η|< 2.5,
ET(γ1) > 40 GeV, ET(γ2) > 25 GeV). This effi-
ciency was normalised to the number of con-
verted photons with a conversion radius
Rc < 80 cm and a z-component of
|zc| < 280 cm at the generator level. Figure 7-
32 demonstrates that the dependence on the
conversion radius is small. The figure also
shows that at low radii, conversions can be
identified by combining xKalman tracks and for higher radii, by combining xHouRec tracks. In
total, around 60% of all identified conversions were reconstructed by xHouRec tracks. The re-
construction efficiency was fairly independent of pseudorapidity (see Figure 7-33) with the ex-
ception of the transition region between the barrel and end-cap TRT, where xHouRec was
inefficient.

At high luminosity, fake conversions arise from combinatorial background. The fake rate is
pseudorapidity dependent and below 1% [7-7]. These fake conversions typically have a pT of 1
or 2 GeV, which is much less than the pT typical of a converted photon from a signal event and
hence, the fakes can be suppressed easily.

Figure 7-31 Reconstructed transverse momentum of

conversions divided by the true transverse momentum

for photons from Higgs events for conversions in which

the two tracks are found by xKalman (solid) and by

xHouRec (dashed). The distributions are normalised

to unit area.

0

0.05

0.1

0.15

0 0.2 0.4 0.6 0.8 1 1.2 1.4

pT/p
gen

Early conversions

Late conversions

T

C
o
n
v
er

si
o
n
s



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

218 7   Electron and photon identification and measurement

7.5.2 Combined energy measurement using the EM Calorimeter and ID

Figure 7-34 shows that the energy deposited by a photon in a 3×5 window of the EM Calorime-
ter exhibits large tails on the low energy side because of conversions occurring in the ID. The
size of the tails, defined as the fraction of events outside 0.95−1.05 of the true energy, is shown in
Figure 7-35 for 20 GeV ET photons. For unconverted photons, the tails are at the level of a few
percent, apart from the crack regions where the energy resolution degrades. For converted pho-
tons, the amount of tails is more than 30% for |η| < 1.8, decreasing at higher rapidities as the ID
material and the integrated magnetic field decrease.

In the Calorimeter Performance TDR [7-8], the tails were reduced by using a 3×7 window for
converted photons, with the conversion being identified from the Monte Carlo truth informa-
tion and corrected by the conversion finding efficiency. In the study presented here, full simula-
tion and reconstruction of the ID and EM Calorimeter were used.

Local energy maxima were searched for in the EM Calorimeter, with ET > 2 GeV. With this ener-
gy threshold, ~6×10−3 clusters per event due to electronic noise and pile-up in the EM Calorim-
eter were found in a window of ∆η×∆φ =0.1×0.1 at high luminosity. The probability to lose a
photon was less than 0.1% for ET > 10 GeV and the probability to reconstruct two clusters for a
single photon was maximal at ET ~ 10 GeV, |η|= 1.7, and was about 4%.

Figure 7-32 Efficiency (solid circles) for reconstruct-

ing converted photons from Higgs decays as a func-

tion of the conversion radius Rc. The contributions of

conversions identified by xKalman tracks (early con-

versions) and by xHouRec tracks (late conversions)

are shown separately.

Figure 7-33 Efficiency (solid circles) for reconstruct-

ing converted photons from Higgs decays as a func-

tion of pseudorapidity. The contributions of

conversions identified by xKalman tracks (early con-

versions - lower band) and by xHouRec tracks (late

conversions - upper band) are shown separately.
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When a conversion was found in the ID, a 3×7
window was used in the EM Calorimeter.
Figure 7-36 shows the fraction of energy re-
constructed in such a window (for converted
photons), as a function of the conversion radi-
us and the transverse energy of the photon. A
calibration which depends on ET and Rconv
was applied (using reconstructed quantities),
and which, to first order, was independent of
|η|. In addition, the transverse momentum of
the conversion measured in the ID was com-
bined with the corrected calorimeter energy,
leading to a reduction in the tails and an im-
proved energy resolution for photons below
20 GeV ET.

Figure 7-37 shows how the energy distribution
was improved for 10 GeV ET converted pho-
tons at |η|= 1.7 by using this algorithm. The
distribution was well centred at 1, and the
fraction of events outside 0.95−1.05 was re-
duced by 20% for |η|< 1.8 and ET < 35 GeV. As shown in Figure 7-38, the energy resolution is
improved by almost a factor two in the absence of electronic noise or pile-up. When they were
included, there was still an improvement in the energy resolution, even at low energies, but it
was quite small.

Figure 7-34 Energy in a 3×5 window divided by the

true energy for all photons (histogram) and for con-

verted photons (grey histogram).

Figure 7-35 Fraction of tails for 20 GeV ET photons,

as a function of pseudorapidity, for non converted pho-

tons (black dots) and converted ones (open squares).
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7.6 Photon/jet separation

7.6.1 Introduction

In this section, the photon/jet separation is presented over the full pseudorapidity range used
for precision physics (|η|≤ 1.37 and 1.52 ≤|η|≤ 2.47) both at low and high luminosity. The sep-
aration relies mainly on the analysis of the shower shape in the EM Calorimeter. Some further
optimisation can be achieved by reconstructing converted photons in the ID (see Section 7.5.1)
and using a track veto. Further information can be found in reference [7-4].

The jet sample (pT > 17 GeV) described in Section 7.4.1.1 was used. In addition, a similar jet
sample of 106 dijet events with parton pT > 35 GeV was used. After the application of the LVL1
trigger simulation, the total jet rejection was approximately 80, while the photon efficiency was
nearly 100%. In this study, the performance for single objects (photons or jets) was considered.
The LVL1 simulation was based on the EM20I object (see Section 11.7.3) associated with a nomi-
nal 20 GeV threshold. At high luminosity, the nominal single isolated EM cluster threshold is
30 GeV. However, H → γγevents may still be selected with the double cluster trigger 2×EM20I.
Hence for both low and high luminosity studies, the nominal 20 GeV threshold was used for
LVL1 calorimeter trigger. To determine the photon efficiencies, a sample of 104 H → γγ events
(|η|< 2.5, ET(γ1) > 40 GeV, ET(γ2) > 25 GeV) was used.

Figure 7-37 Energy distribution for converted pho-

tons using a 3×5 window (histogram) and using the

EM Calorimeter and ID information (dots).

Figure 7-38 Energy resolution for unconverted pho-

tons (black dots), converted photons using a 3×5 win-

dow (open squares) and converted photons combining

the EM Calorimeter and ID information (open circles).

The dashed histograms show the values when elec-

tronic noise and pile-up in the EM Calorimeter at high

luminosity were included.
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7.6.2 Analysis

Photons can be identified by analysing the leakage of EM showers into the Hadronic Calorime-
ter and the shower shape seen in the first and second compartments of the EM Calorimeter. This
analysis can be performed separately for converted and unconverted photons. In this analysis,
the cuts were designed to achieve an 80% photon efficiency, independent of ET and pseudora-
pidity.

7.6.2.1 Offline calorimeter selection

The quantities used for photon identification were the same as used for electron identification
(see Section 7.4.2.1). Energetic photons tend to shower later than a jet consisting of several pho-
tons, where there is a higher chance that one of the photons will initiate an early shower. To be
able to use cuts on the shower profile within the first compartment, it was required that the frac-
tion of EM energy in this compartment exceeded 0.005. Clusters failing this cut were classified
as photons.

In addition to the variables used for electron/jet separation, the shower shape in the azimuthal
direction in the second compartment of the calorimeter helps to distinguish between photons
and jets. Figure 7-39 shows the ratio of energy deposited in a 3×3 window divided by the energy
deposited in a 3×7 window in the second compartment E2(3×3)/E2(3×7). The isolation in the az-
imuthal direction was worse than was seen in pseudorapidity because the electrons from a con-
version bend in the magnetic field in the ID volume.

The cuts in the EM Calorimeter used for photon/jet separation were optimised, using the ID in-
formation to identify converted photons (see Section 7.5.1). In particular, this led to improve-
ments associated with the cuts on the ratio E2(3×3)/E2(3×7) measured in the second
compartment and on the corrected width in the first compartment using the three central strips.

7.6.2.2 Offline Inner Detector selection

To ensure that reconstructed conversions were consistent with coming from single photons, the
momentum of the reconstructed conversion in the ID was compared with the energy measured
in the EM Calorimeter. This was particularly useful for removing π0 decays where one of the
photons had converted but the second had not. For reconstructed conversions at low luminosi-
ty, it was required that p/E > 0.6 (0.4) for early (late) conversions. These cuts were not applied at
high luminosity since the proximity to signal photons of low energy background or fake con-
versions would cause a significant efficiency loss. The p/E distribution is shown in Figure 7-40
for low luminosity. The photons which were lost arose mainly from conversions in which one or
both of the electrons underwent bremsstrahlung causing the tracks to be poorly reconstructed.
Since events containing these photons tend to end up in the tails of distributions, if they are not
removed at this stage, they are likely to removed by subsequent analysis cuts.

To achieve a further improvement in the photon/jet separation, a track veto was applied. In the
case where no conversion was identified satisfying the cut on p/E, an EM cluster was retained
provided there was no track associated (|∆η|< 0.1, |∆φ|< 0.2) which passed the ID quality cuts
and had pT > 5 GeV. This pT threshold ensured that even at high luminosity, a high photon effi-
ciency was maintained.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

222 7   Electron and photon identification and measurement

7.6.3 Results

The jet rejection was tuned for an efficiency of ~80% at all ET’s for photons from H → γγevents.
Photon identification is based mainly on calorimeter information, hence tighter constraints for
the calorimeter quantities were applied than those used for electron/jet separation. As was dis-
cussed for the electron/jet separation, these variables are pseudorapidity dependent and were
optimised in the same pseudorapidity intervals. The transition region between the barrel and
end-cap calorimeters and the region |η|> 2.47 were excluded (see Section 7.4.2.1).

Figure 7-39 Distribution showing the azimuthal shape

for photons from H → γγand jets. The distributions are

normalised to unit area.

Figure 7-40 Ratio of the pT of a conversion recon-

structed in the ID to the ET measured in the EM Calo-

rimeter for converted photons from H → γγand for jets.

The distributions are normalised to unit area.

Table 7-3 Effect of different sets of cuts on photon efficiencies (from H → γγ, with mH = 100 GeV, |η| < 2.5,

ET(γ1) > 40 GeV, ET(γ2) > 25 GeV) and jet rejections (ET > 17 GeV and |η| < 2.5). The cuts are described in

more detail in the text. The numbers shown are the effect of the cumulative cuts, with the relative changes (per-

cent or absolute numbers) shown in brackets. The transition between the barrel and the end-cap is excluded.

Cuts Low luminosity High luminosity

Eff γ (%) Rej jets

ET ≈ 20 GeV

Rej jets

ET ≈ 40 GeV

Eff γ (%) Rej jets

ET ≈ 20 GeV

LVL1 100.0 76 210 99.2 74

Had Calo 95.7 (95.7) 130 (1.8) 430 (2.0) 94.9 (95.7) 110 (1.5)

2nd Compart. 90.2 (94.3) 390 (2.9) 1220 (2.8) 89.7 (94.5) 300 (2.7)

1st Compart. 85.7 (95.0) 1050 (2.7) 2700 (2.2) 84.0 (93.6) 840 (2.8)

p/E for Conv. γ 84.4 (98.5) 1170 (1.1) 2700 (1.0)

Track veto 83.0 (98.3) 1270 (1.1) 2900 (1.1) 83.1 (98.9) 910 (1.1)

0

0.1

0.2

0.3

0.6 0.7 0.8 0.9 1

E2(3×3)/E2(3×7)

C
lu

st
er

s

Photon

Jet

0

0.025

0.05

0.075

0.1

0 0.5 1 1.5 2

pT/ET

Photon

Jet



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

7   Electron and photon identification and measurement 223

The jet rejection after the different cuts are
shown in Table 7-3 for low and high luminosi-
ty. The rejections are normalised to the total
number of jets with ET > 17 GeV reconstructed
at particle level using the fast simulation pro-
gram ATLFAST [7-9]. The variables used for
the calorimeter cuts are correlated, and hence
the actual rejections obtained with each cut
depend on the order of the cuts. The jet rejec-
tions as a function of the jet ET are shown in
Figure 7-41. A total jet rejection of 1270 ± 80
(910 ± 50) is achieved at low (high) luminosity
for jets with ET around 20 GeV - the errors are
from Monte Carlo statistics. For jets with ET
around 40 GeV, the rejection is 2900 ± 300
(3100 ± 800). These rejections are a factor of ~2
less than reported in [7-8] due to the normali-
sation using ATLFAST - see Section 7.4.1. The
corresponding photon efficiencies as a func-
tion of rapidity for H → γγwith mH = 100 GeV are shown in Figures 7-42 and 7-43. The average
efficiencies are (83.0 ± 0.3)% ((83.1 ± 0.6)%) at low (high) luminosity. The cuts applied tended to
reject more converted than unconverted photons, which is due mainly to the cut on the isolation
in azimuth in the second compartment and the corrected width in the first compartment. After
all the cuts, the composition of the jet sample was: 55% (31%) photons from π0, η, η′, ω (domi-
nated by isolated π0’s), 18% (33%) photons from quark bremsstrahlung, 6% (5%) from neutral
hadrons and 21% (31%) direct photons (which should be considered as a signal) for ET around
20 GeV (40 GeV). More details of the breakdown after each set of cuts can be found in
reference [7-4].

Figure 7-42 Photon efficiencies for photons from

H → γγwith mH = 100 GeV at low luminosity as a func-

tion of pseudorapidity. The photon efficiencies are

shown for unconverted (dashed line) and converted

photons (dotted line). Events in the crack

(1.37 < |η| < 1.52) are not used.

Figure 7-43 Photon efficiencies for photons from

H → γγ with mH = 100 GeV at high luminosity as a

function of pseudorapidity. The photon efficiencies are

shown for unconverted (dashed line) and converted

photons (dotted line). Events in the crack

(1.37 < |η| < 1.52) are not used.

Figure 7-41 Jet rejection after photon selection cuts

as a function of jet ET for low and high luminosity.
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If the LVL2 photon trigger (see Section 11.4.3) was applied in addition to the offline analysis,
only 0.06% (0.3%) of the Higgs events which otherwise would be accepted by the offline analy-
sis were rejected by the trigger at low (high) luminosity. The photon identification variables
used in the trigger correspond to a subset of those used in the offline analysis, but with much
looser cuts and slightly different definitions for the clusters.

7.7 Photon/electron separation

Photon/electron separation for ET ~ 40 GeV is essential for the H → γγ search when the Higgs
boson mass is close to the Z mass (this is now close to being ruled out for a Standard Model
Higgs). If electrons are mis-identified as photons, the large Z cross-section at resonance can re-
sult in a significant background to the Higgs boson. To enable the γγsignal to be seen, an elec-
tron rejection of ≥500 is needed to reduce the background to 10% of the signal. An electron may
be mis-identified as a photon if the electron track is not reconstructed because of inefficiencies in
the ID or in the case of very hard bremsstrahlung in the first few layers of the ID. For example,
0.8% of 40 GeV electrons have less than 0.5 GeV when entering the TRT. While it is essential to
reduce the electron mis-identification, it is important not to lose too much in photon efficiency,
since the photons have a significant conversion probability. A photon may be mis-identified as
an electron if it converts early in the detector and only one track is seen, or if a fake or unrelated
track points by chance to the corresponding EM cluster.

To ensure a high rejection of electrons, an algorithm was developed which used two separate
pattern recognition programs in the ID. This enabled the weaknesses of one program to be com-
pensated by the other, and vice versa. The performance of the algorithm was measured on sam-
ples of H → γγevents with and without high luminosity pile-up and a high statistics sample of
Z → ee events without pile-up. Additional cross-checks were performed on single electrons
both with and without pile-up at high luminosity. This study [7-10] was limited to the fiducial
region defined in Section 7.6.2 and to the pT-range of interest: 25 GeV−100 GeV. Photons were
required to satisfy the criteria given in Section 7.6.2, but without the track veto.

7.7.1 Calorimeter reconstruction and matching to the ID

The starting point for the analysis was a 3×7 cluster in the EM Calorimeter. Tracks were
searched for in a fairly large cone ∆η = ±0.1, ∆φ= ±0.1 centred on the direction of the cluster, and
the direction of each track found was compared with the position of the cluster. The electron di-
rection measured by the cluster was corrected as described in Section 7.2.2.4. A track was con-
sidered as pointing to the cluster if ∆η < 0.01 and ∆φ< 0.02 for a PixlRec track. The window
used for xKalman was half the size and for both algorithms it was scaled by a factor 40/ET for
ET less than 40 GeV.

7.7.2 Inner Detector reconstruction

Two complementary pattern recognition programs were used for track reconstruction. Brems-
strahlung recovery was performed in the ID using the ID information alone and not the EM
cluster position (see Section 7.2.1.1). The first one, xKalman (see Section 3.1.2) is relatively im-
mune to silicon detector inefficiencies since it is based on TRT hits and is extrapolated to the sil-
icon detectors. However, it is sensitive to hard bremsstrahlung since this is treated as a
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continuous noise term in the Kalman Filtering formalism and not as a point-like break in the
track curvature. Also xKalman cannot reconstruct tracks which do not reach the TRT or do so
but have pT < 0.5 GeV. 2.8% of the electrons are not reconstructed satisfactorily by xKalman.
xKalman tracks were selected with pT > 1 GeV, less than 50% missing TRT hits, more than seven
silicon hits, and impact parameter multiplied by the sign of the curvature (so that the signed pa-
rameter is positive if the beam line and helix axis lie on the same side of the track) between −15σ
and +5σ were selected.

The second pattern recognition program PixlRec (see Section 3.1.2) builds tracks layer by layer,
starting from the B-layer. Electrons undergoing hard bremsstrahlung can be recovered, provid-
ed they reach the penultimate silicon layer. As the ultimate rejection was provided by PixlRec,
less severe requirements were set on PixlRec tracks: pT > 1 GeV, at least two pixel hits and at
least seven silicon hits were required.

Tracks found in the search cone associated with the EM cluster were accepted only if they did
not form a valid conversion using xConver (see Section 7.5.1.1) with any other opposite charge
track. Tight quality cuts were applied on conversions to avoid mis-identifying as photons elec-
trons which had undergone hard bremsstrahlung followed by conversion. xKalman conver-
sions were required to have a χ2 less than 40 and a pT in excess of 70% of the ET of the cluster.
PixlRec conversion were required to have a χ2 less than 10, a pT between 70% and 120% of the
ET of the cluster; no track associated to a B-layer hit if the radius of the conversion is more than
6 cm; and no track with more than 90% of the pT of the conversion.

7.7.3 Results

The flow of electron and photon events after the calorimeter selection is summarised in
Figure 7-44. After xKalman, clusters with one associated track inconsistent with a conversion
were classified as electron candidates, otherwise they were passed on to PixlRec. If the events
which were passed on were subsequently reconstructed with one associated track inconsistent
with a conversion, they were also classified as electron candidates - the remainder being photon
candidates.

The acceptance of the algorithm for Z → ee at low luminosity was (0.19 ± 0.02)% for electrons
(see Figure 7-45), hence reaching a rejection (reciprocal of efficiency) of 500, while maintaining a
(96.7 ± 0.2)% photon efficiency. The performance of the algorithm was independent of luminos-
ity for electrons, while the photon efficiency degraded to (94.4 ± 0.5)% at high luminosity
(Figure 7-46). 0.02% of the electrons were wrongly assigned to a conversion. A further 0.02%
were lost because final state radiation in Z → ee displaced the EM cluster away from the track.
The rest were not reconstructed by either tracking algorithm, having undergone very hard
bremsstrahlung. 0.5% of the photons at high luminosity had clusters which had random tracks
from pile-up pointing to them. The majority of the photon efficiency loss arose from failures to
tag photon conversions, which increase at high luminosity. The photon efficiency of the algo-
rithm with respect to photons passing the track veto described in Section 7.6.2 was 97.4% at low
luminosity and 95.4% at high luminosity.

Lowering the silicon layer inefficiency from the nominal 97% to 90% degraded only slightly the
performance of the algorithm. Loosening some of the track quality requirements allowed the
same electron rejection to be maintained above 500 while losing a further 1% photon efficiency.
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Figure 7-44 Percentages of electrons (e) from Z → ee at low luminosity and photons (γ) from H → γγ at high

luminosity which are classified as electron or photon candidates depending on whether tracks have been found

(“Yes” or “No”) by xKalman and then PixlRec or conversions found (“Yes” or “No”) by xConver.

Figure 7-45 Electron efficiency measured on Z → ee

events. The rejection is the reciprocal of the efficiency.

Figure 7-46 Photon efficiency measured on H → γγ
events.
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The calorimetric energy of electrons which
pass the photon selection is poorly measured
since inevitably there is additional energy de-
posited outside the main EM cluster. The mass
resolution of the Z resonance for the mis-iden-
tified events is 4.4 GeV (noise and pile-up not
included) which is almost four times larger
than that of well measured γγpairs. Although
Z → ee events misidentified as γγ pairs will
form a peak in the invariant mass distribution,
because the cuts described in this section re-
duce this background to ~10% of the signal
and lead to a broader distribution, this back-
ground should have little effect on the signifi-
cance of a possible signal from a low-mass
Higgs boson (which lies on top of a much big-
ger irreducible background) (see
Section 19.2.2).

7.8 Mass reconstruction

In this section, the mass distributions of important resonances reconstructed through their de-
cays to electrons or photons are presented. The intention is to consider issues associated with
the combined reconstruction in the Inner Detector and EM Calorimeter. Of particular concern
are the effects of material, noise and their consequences for calibration.

7.8.1 H → γγ

7.8.1.1 Mass resolution

The issues associated with the reconstruction of the H → γγchannel were discussed in detail in
the Calorimeter Performance TDR [7-8]. In this section, an update is given which is based on
10 000 fully simulated H → γγ events with mH = 100 GeV, and on 10 000 events with
mH = 130 GeV.

The event selection required two EM clusters with one having ET > 40 GeV and a second having
ET > 25 GeV, both within the pseudorapidity range |η|< 2.4 (chosen so that the π0 background
could be efficiently reduced). Furthermore, events with one photon pointing to the transition re-
gion between the barrel and end-cap EM Calorimeters (∆η ~ 0.15) were rejected. The efficiency
of these cuts was 39%. The usual photon identification criteria, corresponding to an overall effi-
ciency of 80% per photon, were then applied as described in Section 7.6.2. This results in an
overall acceptance for H → γγ events of about 25%.

Figure 7-47 Z → ee mass resolution for all electrons

(dashed), and those electrons mis-identified as pho-

tons (solid) compared to the H → γγ mass resolution

(dotted). All histograms are normalised to the same

number of events.
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The primary interaction point was recon-
structed from the EM Calorimeter alone by a
common vertex fit of the two photons, using
the constraint provided by the beam-spot:
z = 0, σz = 5.6 cm. Photon conversions were re-
constructed with the xKalman, xHouRec and
xConver packages with an efficiency of 80%
(see Section 7.5.1.2). Precise vertex position
was obtained for 60% of the conversions oc-
curring at a radius less than 45 cm. Figure 7-48
shows the distribution of the reconstructed γγ
invariant mass. The mass resolution is
(1.31 ± 0.05) GeV for mH = 100 GeV. The ac-
ceptance in the range of ±1.4σ around the
mass peak is 81% (79%) at low (high) luminos-
ity.

Table 7-4 shows the various contributions to
the Higgs mass resolution, including fully
simulated pile-up noise. At low luminosity,
digital filtering was applied to reduce the elec-
tronic noise. The weights are those computed
in the absence of pile-up, and so are independent of the cluster size [7-12]. At high luminosity,
the default (hardware) electronic shaping was assumed.

At high luminosity, the average pile-up and electronic noise per photon was 930 MeV for
mH = 100 GeV. There was a +20% correlation between the two photons which arises from Pois-
son fluctuations in the number of pile-up events as well as long-range correlations within indi-
vidual events.

7.8.1.2 Use of the reconstructed primary vertex

To reconstruct the γγmass, it is important to know the position of the primary vertex to obtain
the directions of the photons. In principle, greater vertex precision could be achieved by recon-
structing the vertex position in the ID when the information is available. The ID information is

Table 7-4 Breakdown of various contributions to the mass resolution (in GeV) for H → γγ with mH = 100 and

130 GeV at low and high luminosity.

mH = 100 GeV mH = 130 GeV

1033 cm–2s–1 1034 cm–2s–1 1033 cm–2s–1 1034 cm–2s–1

Sampling term 0.91 0.91 1.07 1.07

Constant term 0.47 0.47 0.65 0.65

Pointing – 0.47 – 0.57

Pile-up 0.28 0.52 0.23 0.59

Electronic noise 0.19 0.42 0.27 0.42

Total 1.1 1.31 1.3 1.55

Figure 7-48 Two-photon invariant mass recon-

structed in the EM Calorimeter for H → γγ events with

mH = 100 GeV at high luminosity. The open histogram

is for all events; the shaded histogram, for events con-

taining at least one converted photon. The fitted curve

is a Gaussian with a width of 1.31 GeV.
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fairly unambiguous at low luminosity, but care must be taken not to use the wrong vertex at
high luminosity. This possibility was studied by using general assumptions about vertexing.
Any vertexing algorithm can be characterised by the efficiency εHV to find the H → γγ vertex,
and by the average number NBV of additional background vertices arising from the pile-up of
minimum bias events. This was studied using a simple Monte Carlo simulation whereby verti-
ces were distributed according to εHV and NBV along the beam line around z = 0. The vertex
which was closest to the calorimeter prediction was the one chosen as the candidate for the
H → γγvertex and used to recompute the photon directions. The calorimeter pointing informa-
tion reduces the risk of picking a wrong vertex, but cannot eliminate it. Figure 7-49 shows the
change in the statistical significance of a Higgs signal, as a function of both εHV and NBV, as
compared to what would be achieved by using the EM Calorimeter alone. Large values of NBV
are equivalent to no ID information at all, because under such circumstances there will always
be a vertex very close to the calorimeter prediction. The upper left corner of the figure, εHV ~ 1
and NBV ~ 0, corresponds to the low–luminosity running.

An algorithm to find one or more primary vertices can be implemented in many ways. A very
simple algorithm which proceeds in three steps was tested. First, tracks were preselected ac-
cording to the track quality and a fixed cut on pT. Then tracks were clustered to form vertices,
according to their z impact parameter, until the vertex spread reached 0.5 mm. Finally vertices
with less than four tracks were rejected. Figure 7-49 shows the values of εHV and NBV achieved
in this way, as a function of the pT preselection cut. The results were based on 400 H → γγevents
which were fully reconstructed in the presence of pile–up in the Inner Detector. For comparison,
results obtained at particle–level, which assume 100% track reconstruction efficiency over
|η|< 2.5, are also shown.

The conclusion from Figure 7-49 is that the angular resolution of the EM Calorimeter is already
very good and it will be difficult to enhance the significance of a possible H → γγsignal using
the reconstructed primary vertex information - even with a vastly better vertex finder. In princi-
ple, it would be possible to tag the H → γγvertex by using information such as the number of
high-pT tracks associated with the vertex [7-7]. However, such methods are very sensitive to
possibly large systematics from the modelling of the minimum bias events and of the pT spec-
trum of the Higgs boson.

7.8.2 H → eeee

7.8.2.1 Signal generation and reconstruction

Two samples of fully simulated H → eeee events with mH = 130 GeV and mH = 170 GeV were
studied. The event generation was done using PYTHIA 5.7 and PHOTOS [7-13], in order to take
into account the internal bremsstrahlung (also referred to as ‘final state radiation’) contribution.
Full simulation included electronic noise, the effect of the constant term and low or high lumi-
nosity pile-up.

Electrons were identified above 7 GeV pT from EM clusters reconstructed in 3×7 cells associated
to charged tracks with loose E/p matching. The average electron efficiency was 91%. The elec-
tron 3-momentum was obtained from a combination of track and reconstructed calorimeter in-
formation. Angles were obtained from the track, and a first estimate of the energy was obtained
from the cluster, digital filtering being applied at low luminosity [7-12]. To improve the electron
energy measurement using tracking information without introducing tails, the following proce-
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dure was applied. If the track was consistent with coming from the beam-line within 3σ and
had a B-layer hit, it was refitted using the vertex and cluster position constraint (bremsstrahl-
ung recovery - see Section 7.2.1). If the refit was successful and the refitted pT uncertainty less
than 6%, the track pT and its uncertainty were rescaled in such a way as to avoid biases in the es-
timate. If the track and cluster pT differed by more than 3σ, the uncertainty on the track pT was
increased so that the discrepancy was exactly 3σ. Finally, a weighted mean of the track and clus-
ter pT was formed. This procedure enabled the pT resolution of 60% of the electrons to be im-
proved and was particularly effective at high luminosity.

Kinematical cuts were applied as described in Section 19.2.5, mass cuts being optimised as a
function of mH to maintain good acceptance. A Z mass constraint was applied when the mass of
an electron pair was within 6 GeV of the Z mass. The constraint was imposed by minimising, as
a function of the lepton momenta, a χ2 involving the measured momenta and their uncertain-
ties, as well as the Z mass and its natural width. This improved the Higgs mass resolution by
10%.

Figure 7-49 Changes in the statistical significance of a possible H → γγsignal (mH = 100 GeV) which could be

obtained by reconstructing the primary vertex in the ID. The efficiency to reconstruct the Higgs vertex, εHV , is

shown versus the number of reconstructed background vertices, NBV . The contours show the change com-

pared to using the EM Calorimeter information alone. Also shown are the results obtained for one particular ver-

tex finding algorithm in the presence of pile-up at high luminosity, obtained with full simulation and

reconstruction (black squares) and at particle-level (open squares), where the squares correspond to different

pT threshold applied in the algorithm.
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The mass resolution, obtained from a Gaussian fit in a window [−1.5σ,+2.5σ], was 1.54 GeV
(1.97 GeV) at low luminosity (see Figures 7-50 and 7-51) and 1.81 GeV (2.17 GeV) at high lumi-
nosity for mH = 130 GeV (mH = 170 GeV). The acceptance in the ±2σ mass window was
(83.3 ± 0.6)% ((84.7 ± 0.6)%) at low (high) luminosity for mH = 130 GeV. Similar numbers were
obtained for mH = 170 GeV. Using the momenta measured in the ID improved the mass resolu-
tion by 100 MeV at low luminosity and 200 MeV at high luminosity for both Higgs masses.

In contrast to the H → γγ reconstruction, electrons in the crack region were used. These events
had lower identification efficiency and somewhat poorer resolution: in the original ±2σ mass
window, the acceptance fell by 7% while the mass resolution for these events was 100 MeV
worse (see Figure 7-52). Rejecting these events with one electron in the crack would reduce the
final yield in the mass window by 16%.

Figure 7-50 Four-electron invariant mass (low lumi-

nosity noise and pile-up included) for mH = 130 GeV.

Figure 7-51 Four-electron invariant mass (low lumi-

nosity noise and pile-up included) for mH = 170 GeV.

Figure 7-52 Four-electron invariant mass (low lumi-

nosity noise and pile-up included) for mH = 130 GeV,

at least one electron being in the crack region.

Figure 7-53 Four-electron invariant mass (low lumi-

nosity noise and pile-up included) for mH = 130 GeV,

without inner bremsstrahlung.
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7.8.2.2 Inner bremsstrahlung contribution

When the inner bremsstrahlung contribution was considered, in most cases the emitted photon
lay in the same cluster as the electron and hence the photon was taken into account automatical-
ly. For hard photons (ET > 5 GeV) which were not contained in an electron cluster, their energy
was added to the closest electron in ∆R [7-14] [7-15]. Inner bremsstrahlung degraded the mass
resolution by 100 MeV and decreased the fraction of events in ±2σ by 3%. Figure 7-53 shows the
mass spectrum without inner bremsstrahlung, to be compared to Figure 7-50. In addition, the
reconstruction efficiency fell by 9%, giving an overall loss of 12% in acceptance, due to the inner
bremsstrahlung contribution.

7.8.2.3 Effect of material in front of the EM Calorimeter

The effect of material in front of the EM Calorimeter can be understood from studies which con-
sidered layouts where one Pixel layer or one SCT layer was removed [7-16]. These studies can-
not be compared directly with the current ones because of different kinematical cuts. The effect
on the acceptance in a ±2σ mass window is shown in Table 7-5 (the same value of σ was used for
all three layouts). While the effects of removing a layer in the ID were not huge, it can be seen
that the effect of removing a Pixel layer was much more than that of an SCT layer (they are of
comparable thickness), indicating that the material at low radius is the most critical.

7.8.2.4 Contributions to the mass resolution

The contributions to the four electron invariant mass resolution are shown in Table 7-6. The con-
tributions to the mass resolution are different from the H → γγcase because of the different pT
spectra of leptons and photons. For mH = 130 GeV, there is one (two) electron with pT less than
20 GeV in 95% (46%) of the cases, while the photon pT spectrum starts at 25 GeV in the H → γγ
decays. The acceptance in the ±2σ mass window departs from the theoretical 95% because of a
number of effects. At low luminosity and for mH = 130 GeV, the 12% additional acceptance loss
is made up of: 5% from events for which the reconstructed Z mass is more than 6 GeV from the
nominal mass causing the Z mass constraint not to be applied, 3% from events with internal
bremsstrahlung, 1% from events with one electron in the crack region and 3% from other effects,
mainly bremsstrahlung in the Inner Detector.

7.8.3 J/ψ → ee

In many collider experiments, the decays of the J/ψ and ϒare valuable for calibrating detectors,
and in particular electromagnetic calorimeters (see for example [7-1]). For ATLAS, the most im-
portant physics requiring precise electron measurement will be in the tens of GeV range. For
this, the copious production of Z → ee will be more suitable, as described in Chapter 4. Never-

Table 7-5 Acceptance for H → eeee (mH = 130 GeV) in a ±2σ mass window for the standard ID layout and

reduced layouts.

Acceptance (%)

Standard Remove SCT layer Remove Pix layer

No Inner Brem. 86.2 ± 1.5 88.3 ± 2.0 89.0 ± 1.6

All Events 81.0 ± 1.5 82.6 ± 2.0 85.1 ± 1.5
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theless, it is important to cross-check the calorimeter calibration and to ensure its linearity. This
can be achieved by using the lower energy electrons produced by J/ψ decays. The emphasis of
the preliminary study presented in this section is on the calibration; the reconstruction of
J/ψ → ee decays in the context of B physics is discussed in Section 17.2.2, where it is shown how
to obtain the optimal signal using electron reconstruction and vertexing in the Inner Detector.

The J/ψ → ee final states originate mainly from bb decays, since the semi-muonic decay of the
other b-quark, b → µX, is required to fulfil the LVL1 trigger. No such trigger exists for ϒwhich is
produced predominantly by gluon fusion. The cross-section for pp → bb with a muon of
pT > 6 GeV for the LVL1 trigger and B → J/ψ with J/ψ → ee is estimated to be 2.2×10−4 µb [7-11].
This corresponds to a rate of 0.22 Hz at a luminosity of 1033 cm−2s−1.

An initial study was made using fully simulated bb events at low luminosity in which one B
hadron was forced to decay to a muon of pT > 6 GeV and the other B hadron was forced to de-
cay to a J/ψ, which in turn was forced to decay to electrons. The electrons were identified using
the method described in Section 7.3. The electron candidates were required to satisfy some basic
track quality cuts, have pT > 0.5 GeV and have some minimum value of the discriminating func-
tion. The invariant mass of pairs of electrons and positrons was formed using the reconstructed
tracks. Candidates were selected in the mass window 2.7 to 3.2 GeV.

In the triggered events, there will be a large combinatorial background from pairs formed from
Dalitz decays and conversion electrons as well as misidentified pions. It is not clear what back-
ground can be tolerated for calibration purposes. Significant improvements in the rejection will
be provided by cuts which are sensitive to the B lifetime in the signal events, as shown in the J/ψ
analysis in Section 17.2.2.

The J/ψ mass can be determined from the electron energies and directions. For calibration pur-
poses, the energy will be taken from the EM Calorimeter. The directions could be taken from the
more accurate measurements provided by the ID, albeit with a potential problem of biassing the
ID track direction by bremsstrahlung. Figure 7-54 shows the reconstructed mass using the ID to
provide track directions. The resolution is 450 MeV. Electronic noise has been included in the
EM Calorimeter response and degrades the resolution by 110 MeV. Using the EM Calorimeter
energy results in a lower reconstructed J/ψ mass due to energy losses, in particular those arising
from bremsstrahlung where the radiated photons are not included in the main cluster.

Table 7-6 Contributions to the four electron invariant mass resolution for H → eeee (mH = 130 GeV). Inner

bremsstrahlung, a Z mass constraint and combined Inner Detector track and calorimeter pT measurements are

used.

Term Contribution (GeV)

Low luminosity High luminosity

Sampling term 1.42 ± 0.05

Constant term 0.36

Noise 0.44 0.65

Pile-up 0.10 0.85

Total 1.54 ± 0.06 1.81 ± 0.06
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One may want to determine the mass purely from the EM Calorimeter to control systematic un-
certainties. Figure 7-55 shows the reconstructed mass using the EM Calorimeter only. The reso-
lution is 600 MeV, the electronic noise contributing with 200 MeV. In one year of low luminosity
running (10 fb−1), one can expect 4.4×105 reconstructed J/ψ → ee decays, assuming a 20% recon-
struction efficiency. With a mass resolution of ~20%, this allows a calibration of the ~400 moth-
erboard regions (∆η×∆φ = 0.2×0.4) of the EM Calorimeter at low energy to a statistical precision
of 0.6%. Future study is needed to obtain a better understanding of the rejection of the back-
ground, the J/ψ → ee reconstruction efficiency and the consequences of residual combinatorial
background.

7.9 Conclusions

The combination of the Inner Detector and the EM Calorimeter provides the potential to identi-
fy and measure the energy of electrons and photons in the presence of the known backgrounds.
This will enable ATLAS to achieve the physics goals identified in subsequent chapters.

Electrons and photons are significantly affected by the material in front of the EM Calorimeter.
Nevertheless, the effects of bremsstrahlung and conversions can be partially compensated for
by a number of methods indicated in this chapter. Using E/p from W → eν events, it should be
possible to calibrate the EM Calorimeter in 400 regions (∆η×∆φ = 0.2×0.4) to 0.1% after one week
of low luminosity running. In the same regions, it should be possible to calibrate at low energy
using J/ψ → ee to 0.6% after one year, although the background remains to be studied.

Figure 7-54 Invariant mass of J/ψ → ee candidates -

the dashed histogram corresponds to real J/ψ decays.

To form the mass, the energies of the electrons are

taken from the EM Calorimeter and the directions from

the ID.

Figure 7-55 Invariant mass J/ψ → ee candidates - the

dashed histogram corresponds to real J/ψ decays. To

form the mass, the energies and directions of the elec-

trons are taken from the EM Calorimeter.
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Low energy electrons coming from b → eX or J/ψ → ee can be identified. At higher energies,
ET > 20 GeV, an electron efficiency of ~70% can be achieved with a corresponding jet rejection
of ~105, resulting in an inclusive electron sample of electrons from W/Z decays and heavy fla-
vour. For a photon efficiency of ~80%, a jet rejection of ~1000 (~3000) can be achieved for
ET ≈ 20 (40) GeV - the remaining jet sample being dominated by isolated EM particles.

The mass resolution for a light Higgs boson (mH = 100 GeV) decaying to two photons is 1.1
(1.3) GeV at low (high) luminosity, while the mass resolution for the four electron decay
(mH = 130 GeV) is 1.5 (1.8) GeV. Electrons from Z decays can be sufficiently well identified so as
not to constitute a serious background to a possible nearby Higgs boson signal.
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8 Muon identification and measurements

A robust muon identification and high precision momentum measurement is crucial to fully ex-
ploit the physics potential of the LHC. The muon energy of physics interest ranges over a large
interval from a few GeV, e.g. for B-physics studies (see Chapter 17), up to a few TeV, where one
might expect the presence of new physics (see e.g. Chapter 21).

From the point of view of muon detection, the ATLAS apparatus is characterised by two high
precision tracking systems, namely the Inner Detector and the Muon System, and a thick calo-
rimeter that ensures safe hadron filtering with high purity for muons of momentum
above 3 GeV. In this chapter, the methods for combined reconstruction using these subdetectors
and their physics performance are described.

The combination of measurements made in the Muon System with the ones from the Inner De-
tector improves the momentum resolution in the momentum range 6 GeV < pT < 100 GeV; this
is described in Section 8.1. The matching of the muon track reconstructed independently in the
Inner Detector and in the Muon System also allows the rejection of muons from secondary in-
teractions as well as the ones from π/K decays in flight, as described in Section 8.3. The com-
bined reconstruction allows efficient identification of muons inside jets with low hadron
misidentification as shown in Section 8.4. Low energy muon identification is possible thanks to
the hadron calorimeter; indeed, low rapidity muons with momentum above 3 GeV can be effi-
ciently identified in the outer sampling of the calorimeter; this is described in Section 8.2. The
measurement of the activity around the muon track is important to discriminate between proc-
esses where isolated muons are produced and background reactions where muons are pro-
duced by the semileptonic decay of b- and c-quarks, as presented in Section 8.5. The excellent
momentum resolution and reconstruction efficiency lead to good multi-muon mass reconstruc-
tion (see Section 8.6), which in turn allows tight event selection and hence strong background
rejection.

8.1 Track measurement combination

In this section the methods to combine tracks from the Inner Detector and the Muon System are
described. The combined performance has been evaluated with single muons of fixed trans-
verse momentum. The analysis shows a high reconstruction efficiency for high transverse mo-
menta. Muons with pT < 6 GeV are difficult to identify in the standalone Muon System, in
particular in the barrel. The use of the Tile Calorimeter is mandatory for the identification of low
pT muons produced at small rapidity.

8.1.1 Track combination procedures

In order to combine the tracks reconstructed in the Inner Detector and the Muon System, two
complementary strategies were considered. The first strategy is based on the statistical combi-
nation of two independent measurements using the parameters of the reconstructed tracks and
their covariance matrices. This method is used in the STACO procedure. The second strategy
consists in fitting the global muon track using the hits from the two subdetectors which were
found and used separately by the standalone reconstructions. This strategy was used in the
MUID and COBRA procedures.
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8.1.1.1 STACO

The principle of the STACO method is the statistical combination of two independent measure-
ments by means of their covariance matrices. For two tracks on some reference location defined
by their parameter vectors, P1 and P2, and their covariance matrices, C1 and C2, the parameter
vector of the combined track, P, is the solution of the equation

Its covariance matrix, C, is given by

and the corresponding χ2 is given by

In the present implementation of the STACO procedure, the combination is done at closest ap-
proach to the beam line in the perigee representation using track measurements performed in
the Inner Detector and the Muon System. The track reconstruction in the Inner Detector is per-
formed by the xKalman package [8-1] and the track reconstruction in Muon System is per-
formed by the MUONBOX package [8-2] using the reconstructed track parameters expressed at
the Inner Detector exit. The corrections for energy loss in the calorimeters are done in MUON-
BOX using a momentum dependent parametrisation and a detailed geometrical description of
the detector outside the Inner Detector exit; in addition the effects of multiple scattering and en-
ergy losses fluctuations have been taken into account in the covariance matrix propagation. The
track is then propagated down to the closest approach to the beam line accounting for multiple
scattering effects in the Inner Detector.

Initially, the track combination is tried only for pairs of tracks that show a reasonable matching
in the (η,φ) plane. Then the track combination is accepted only if the global χ2 is below a maxi-
mal value. When different combinations are possible, a simple algorithm has been applied to
solve the ambiguities. The pair giving the best combined χ2 is retained and the corresponding
tracks are removed from the initial samples of the tracks to be combined. The same procedure is
then applied until no more combination is possible.

8.1.1.2 MUID

The MUID muon identification package combines Muon System tracks reconstructed by
MUONBOX with Inner Detector tracks found using the iPatRec package [8-3]. The principle is
to use the hits found in the two subsystems with information from the calorimeters. The pur-
pose of MUID is to identify Inner Detector tracks as muons at all momenta, to obtain improved
parameter resolutions at intermediate momenta, and to clip the tails of badly measured high
momentum muons (such as those resulting from catastrophic bremsstrahlung and the pattern
recognition errors caused by showering in the Muon System).

The first step is to re-express tracks from the Muon System in order to have the same represen-
tation as those from the Inner Detector reconstruction. The muons are propagated through the
magnetic field with energy loss and multiple scattering contributions included to obtain the pa-
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rameters with their covariance at the point of closest approach to the intersection region. This is
performed by applying the iPatRec track fitter to a set of scattering planes representing the calo-
rimeter and Muon System material, an energy loss ‘measurement’ obtained either from the ob-
served calorimeter energy deposition or from parametrisation, and to either the MUONBOX fit
parameters given at the entrance of the Muon System or the drift and strip hits assigned by
MUONBOX. Currently, the alternative treatments of the Muon System data are essentially
equivalent at high energy, whereas at low pT the error propagation works better in the region of
high field gradient. The results presented in this chapter have been obtained using this latter
option. It is hoped that the use of the hits will improve the performance in some cases such as
badly-measured muon phi-coordinates, and enable an extension to use segments from the first
barrel station to improve the low pT efficiency.

In the next step, tracks are matched by forming a χ2 with 5 degrees of freedom from the param-
eter differences and summed covariances. A combined fit is performed to all matches with χ2

probability above 0.001. When no match satisfies this criterion, a combined fit is attempted for
the best match within a road around the muon track. The combined fit is a repeat of the muon fit
from the first step with the addition of the Inner Detector hits and scattering planes assigned by
iPatRec. Finally all matches to the Inner Detector giving a satisfactory combined fit are retained
as identified muons.

For isolated muons the energy loss is taken from the associated calorimeter cells. It is corrected
as a function of η and momentum to account for the difference between true and observed ener-
gy deposition obtained from the simulation. Typically this correction increases the energy loss
correction by about 7%. The benefit of this procedure over parametrisation is to better correct
for Landau fluctuations, in particular at intermediate energies where the calorimeter energy
loss is significant and the Muon System gives a more precise momentum measurement than the
Inner Detector. At low momentum the precision is comparable to that from parametrisation, but
here the purpose of the combined fit is to identify the track as a muon rather than to improve
the parameters measured by the Inner Detector. Near the threshold for penetration into the
Muon System, the calorimeter energy deposition is greater than the remaining track momen-
tum, thus the measured energy provides a valuable consistency check not available from para-
metrisation. A parametrised correction is used for non-isolated muons. The MUID package is
still under development and further improvement in performance can be expected.

8.1.1.3 COBRA

The COmBined Reconstruction for Atlas or COBRA package incorporates the average tracking
and error propagation of the GEANE package [8-4]. In doing so, COBRA can access the descrip-
tion of the material and the ATLAS magnetic field as used by the GEANT simulation program,
thus allowing for an accurate detector description in the reconstruction phase and preventing
any inconsistency with the simulation.

COBRA runs after the Inner Detector and Muon System pattern recognition programs. The
tracks identified by the two subsystem reconstruction program are extrapolated to a common
point, typically the inner surface of the calorimeter or the vertex, correcting for energy loss and
updating the covariance matrix along the trajectory. The global reconstruction is performed by
calculating the χ2 probability of the track parameters at this point that results from the combina-
tion of track pairs from the two subsystems. After a successful combination, a global refit fol-
lows. The refit is a Billoir-like fit, usually called Kalman filter [8-5].
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Encouraging results have been obtained so far with the extrapolation, combination and global
refit procedure. Development is still in progress and it was not possible to use the package for
the studies presented in this chapter. Final results and performance will be published in a sepa-
rate report [8-6].

8.1.2 Performance

The performance of the methods described above is studied for single muons samples of fixed
transverse momenta pT. The high pT and low pT results are shown separately.

8.1.2.1 High pT muons

In Figures 8-1 and 8-2, distributions of the pull of the inverse of the transverse momenta of the
combined tracks obtained using the STACO and MUID procedures are presented for
pT > 10 GeV. The pull is defined here as the difference between the reconstructed and true val-
ues normalised to the error on the reconstructed value. The fact that the width of these distribu-
tions remains close to unity from pT = 10 GeV up to pT = 500 GeV shows that the combination
procedures works well over a large pT range.

The reconstruction and combination efficiencies and the pT resolutions are presented in
Figures 8-3, 8-4, 8-5 and 8-6 for the full pT range. The pT resolutions behave as expected over the
whole range: the Inner Detector and the Muon System measurements dominate the combined
transverse momentum measurement below 10 GeV and above 100 GeV, respectively. Above
10 GeV, the combination efficiency is high. One notes a slow decrease of this efficiency with in-
creasing pT from about 97% at 10 GeV down to about 85% at 1 TeV. This decrease, although
much less pronounced, is also apparent in the standalone Muon System reconstruction efficien-
cy (from about 98% to about 95%). This behaviour is explained by the increasing (with the
muon momentum) probability of occurrence of electromagnetic shower production along the
muon track when crossing dense materials. These local showers can create a large number of
hits in the Muon System chambers that mask or spoil the genuine muon hits. The lack of meas-

Figure 8-1 Pull distributions of the inverse of the transverse momentum of the combined track using the STACO
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urement redundancy resulting from a cost optimisation (there are only three layers of tubes per
multi-layer in the middle and outer stations [8-9]), results in a degradation of the pattern recog-
nition in the Muon System. Some tracks are irretrievably lost leading to an inefficiency of the
standalone reconstruction of 5% at 1 TeV. The momentum of some of the reconstructed tracks is
spoiled leading to an inefficiency of the combination procedure of order 5% at 1 TeV. This indi-
cates the ultimate reconstruction efficiency of about 90% at 1 TeV.

The remaining 5% needed to account for the observed 85% combination efficiency at 1 TeV
comes from pattern recognition errors on transverse position of the reconstructed tracks in the
Muon System. It has been shown that a fraction of these tracks have a good momentum meas-
urement but are slightly shifted in the transverse plane. In these cases, the electromagnetic
showers have spoiled the hit pattern in the second-coordinates chambers. These tracks could be
recovered in the combination procedure by simply increasing the angular errors. The momen-
tum being correctly measured in the Muon System, and the angular measurements being domi-
nated by the Inner Detector measurements, this procedure should be justified; it is under study.

8.1.2.2 Low pT muons

The reconstruction and combination efficiencies and pT resolutions for low pT single muons are
presented in Figures 8-7, 8-8, 8-9 and 8-10. As expected, the pT resolution is completely domi-
nated by the Inner Detector measurements. With respect to high pT muons, the most important
difference concerns the efficiency which decreases very rapidly with decreasing pT. The combi-
nation efficiency follows closely the standalone Muon System reconstruction efficiency and de-
creases down to about 30% at 3 GeV.

Figures 8-11 and 8-12 illustrate the reasons for this decrease. Accurate tracking of low pT muons
in the highly inhomogenous magnetic field is delicate and requires a dedicated algorithm. Fur-
thermore, the importance of multiple scattering in the Muon System superstructures is en-
hanced at low pT and is one of the main reasons for the complexity of the pattern recognition.
As pT decreases, the energy lost by the muons inside the calorimeters becomes comparable to
their energy, specially in the barrel region. Therefore, an increasing fraction of the muons exit
from the calorimeters with too low energy an to reach the medium or outer muon stations, or do

Figure 8-2 Pull distributions of the inverse of the transverse momentum of the combined track using the MUID

procedure.
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not escape from the calorimeters. Figures 8-11 and 8-12 show that the inefficiency is indeed
mainly visible in the barrel region. In the end cap region, even at transverse momentum as low
as 3 GeV, the efficiency remains high since the momentum is larger than the 3-4 GeV energy de-
posited in the calorimeters.

In the absence of a reconstructed track in the Muon System, it is possible to use the straight
track segments which can be reconstructed in the inner stations of the Muon System and are
made available by the standalone reconstruction program. Figure 8-13 shows the fraction of sin-
gle muon events with a reconstructed inner station segment as a function of η compared with
the standalone reconstruction efficiency. The figure shows that in the high η range, |η|> 1.6, the

Figure 8-3 Efficiency of tracks reconstruction in the

Muon System and of track combination using the

STACO procedure as a function of pT.

Figure 8-4 pT resolution of track reconstruction in

Muon System, in Inner Detector and of combined

tracks using STACO procedure as a function pT.

Figure 8-5 Efficiency of track reconstruction in the

Muon System and of track combination using the

MUID procedure as a function of pT.

Figure 8-6 pT resolution of track reconstruction in

Muon System (refitted), in Inner Detector and of com-

bined tracks using MUID procedure as a function pT.
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identification efficiency will be marginally increased by using the inner station segments. In the
intermediate η range, 1.0 <|η|< 1.6, the use of inner station segments could improve the identi-
fication efficiency up to about 90%.

Figure 8-13 seems to indicate that a similar gain can be obtained in the barrel region. In this lat-
ter region, the inner stations segments suffer from a very imprecise measurement in the direc-
tion along the tubes of the precision chamber because of the absence of second-coordinate
chambers in the inner stations. This could lead to a high ambiguity in the association of the in-
ner stations segments to the Inner Detector tracks. An algorithm that uses the inner station seg-

Figure 8-7 Efficiency of track reconstruction in the

Muon System and of track combination using the

STACO procedure as a function of pT.

Figure 8-8 pT resolution of track reconstruction in

Muon System, in Inner Detector and of combined

tracks using STACO procedure as a function pT.

Figure 8-9 Efficiency of track reconstruction in the

Muon System and of track combination using the

MUID procedure as a function of pT.

Figure 8-10 pT resolution of track reconstruction in

Muon System (refitted), in Inner Detector and of com-

bined tracks using MUID procedure as a function pT.
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ments together with the Inner Detector and the Tile Calorimeter measurements (in order to
have a constraint in the transverse plane) could lead to a good identification efficiency of muons
with pT as low as 3 GeV. This method remains to be studied in detail.

8.2 Identification of low pT muons using the Tile Calorimeter

Lepton identification in the transverse momentum range from 3 GeV to 10 GeV is essential to
perform the b-physics studies (see Chapter 17). As already stated in the preceding section, the
muon reconstruction efficiency decreases rapidly below 6 GeV specially at low rapidity. In or-
der to efficiently identify low pT muons, the last sampling of Tile Calorimeter can be used.
Muons with energy above 3 GeV reach this sampling and deposit energy of a minimum ionis-
ing particle while the inner samplings act as a filter for hadrons which leave very little energy
on the last sampling.

Figure 8-11 Efficiencies of track reconstruction in the Muon System (open circles) and of tracks combination

(histogram) using the STACO procedure as a function of η and at different low pT.
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Single muons with pT in the 3-5 GeV range were simulated in the pseudorapidity region
|η|< 1.5 (in the Tile Calorimeter acceptance). Single pions with pT = 5 GeV were also simulated
in the same range in order to get a conservative estimate of hadron contamination.

The principle is to reconstruct tracks in the Inner Detector and to propagate those with
3 < pT < 5 GeV to the third hadronic sampling. Energy deposition in the calorimeter cells that
are hit (on-Road cells) are recorded, as well as energy deposition in the nearest cells (off-Road
cells). The most simple criteria is then to analyse the energy deposition in the last hadronic sam-
pling. Figure 8-14 shows the distributions of these energy deposits. Selection of events with en-
ergy above 0.3 GeV gives the best results. Such selected cells can then be associated with tracks
reconstructed in the Inner Detector. The tracks in a cone of R < 0.4 around the selected cells are
tagged as potential muon candidates.

Figure 8-15 shows the muon identification efficiency as a function of η. The drop of efficiency
for η around 0.7 is due to the gap between the barrel and extended barrel of the Tile Calorime-
ter; the efficiency drop at |η|= 1.1 is due to tracks crossing the extended barrel and depositing

Figure 8-12 Efficiencies of track reconstruction in the Muon System and of tracks combination using the MUID

procedure as a function of η and at different low pT.
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comparable amount of energy in two close cells in the third hadronic sampling. The decrease of
efficiency at η = 0 is due to the large probability of muon absorption in that region. Figure 8-16
shows the probability of hadron misidentification as a function of η. Regions with low rejection
occur where the amount of crossed material is minimal.

Muon detection efficiency and hadron rejection could be further improved by using other meas-
urements as the energy deposition in the inner samplings of the Hadron Calorimeter, the energy
measurement in the EM Calorimeter and the track reconstruction in the inner most stations of
the Muon System

Figure 8-13 Efficiency of track reconstruction in Muon System (hatched histogram) and fraction of events with

reconstructed inner stations segments (empty histogram) as a function of η and at different low pT.
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8.3 Muons from π/K decays

For B-physics studies, the LVL1 trigger is an inclusive muon trigger with pT threshold of 6 GeV.
At low transverse momenta (pT < 8 GeV) in-flight decays of π and K mesons (π → µν and
K → µν) are the dominant source of muons and thus of trigger rate in the LVL-1 Muon System.
The purpose of the LVL2 muon trigger is the identification of the muon tracks using the Muon
System and the extrapolation to the Inner Detector. The comparison of these tracks with those
reconstructed in the Inner Detector gives a possibility to reduce the trigger rate by requiring a
good match. A muon originating from π/K decay and detected by the Muon System has a mo-
mentum lower than the original meson detected in the Inner Detector. In addition, the π−µ or
K−µ trajectory shows a kink where the decay occurs; as a consequence the χ2 of the combined
track is spoiled. However, the multiple scattering and energy loss fluctuations (especially in the
calorimeters) dilutes this effect.

Figure 8-14 Distribution of the energy (in GeV) in on-road and off-road (see text) cells of the third sampling of

the barrel Tile calorimeter (barrel and extended barrel) for 5 GeV pions (densely hatched histogram) and for

3 GeV to 5 GeV muons (hatched histogram).
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To estimate the rejection, non-prompt muons from π/K decays and prompt muons with fixed pT
between 6 and 12 Gev and |η|< 2.5, were simulated. The decay of π/K was limited to the max-
imal radius of 1.40 m. The reconstruction of charged tracks in Inner Detector has been per-
formed using xKalman and in Muon System using MUONBOX. All tracks found in the Muon
System were extrapolated to the Inner Detector.

The analysis starts by looping over all tracks reconstructed in the Muon System and it proceeds
in three steps. In the first step, only muons with pT larger than 4.2 GeV are retained. The value
of this cut allows high reconstruction efficiency of prompt muons with pT > 6 GeV. Figure 8-17
shows the reconstruction efficiency both for prompt and π/K decay muons. In the second step, a
track is accepted if it satisfies the following cuts:

1. Number of precision hits ≥ 9.

2. Number of pixel hits ≥ 2.

3. At least one associated hit in the B-layer.

4. |do|< 1 mm, were do is the transverse impact parameter of the track.

5. χ2 per degree of freedom of track fit procedure ≤ 2.

6. Number of TRT hits ≥ 20.

The first four cuts correspond to quality cuts which have been developed in the context of b-tag-
ging and the last two cuts were added to enhance the rejection of non-prompt muons. Figure 8-
18 shows the efficiencies after these cuts.

Figure 8-15 Efficiency of selection for 3 GeV to

5 GeV muons.

Figure 8-16 Efficiency of selection for 5 GeV pions.
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Finally, the combination of the reconstructed
tracks from the Inner Detector and from the
Muon System is performed using the STACO
procedure described in Section 8.1. Only com-
bined tracks with χ2 per degree of freedom
less than 6 and pT > 5.6 GeV are accepted.

Figure 8-19 indicates that only 10-15% of
muons from K decays and 30-50% of muons
from π decays were misidentified as prompt
muons and that the efficiency for prompt
muons is ~90% in the pT range 6-10 GeV.

The rejection of non-prompt muons depends
strongly on the distance from the beam line
where the decay occurs. Figures 8-20 and 8-21
show the reconstruction efficiency of non-
prompt muons originating from π/K with
pT = 8 Gev as a function of the decay radius af-
ter three steps of the selection algorithm.

The reconstruction efficiency after the first step of the selection does not depend on the radius of
the decay. The rejection of non-prompt muons at the second step increases for decay radii be-
tween 5 and 50 to 60 cm because of the fine-granularity of the semiconductor tracking detectors.
Finally the combination of Muon System and Inner Detector systems in the last selection step
partially removes the non-prompt muons from decays at radii above 50 cm.

Figure 8-17 Reconstruction efficiency at first selec-

tion step (cut on pT reconstructed the in Muon Sys-

tem) as a function of pT.

Figure 8-18 Reconstruction efficiency at second

selection step (cut on quality of Inner Detector track)

as a function of pT.
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Figure 8-19 Reconstruction efficiency at third selec-

tion step (cut on matching quality) as a function of pT.

0

0.25

0.5

0.75

1

0 5 10

µ
π
K

pT(GeV)

E
ff

ic
ie

n
cy



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

250 8   Muon identification and measurements

8.4 Muons inside jets

Non-isolated muons are predominantly produced by heavy flavour (b- and c-quarks) decays.
For this reason, they can be used to identify jets originating from b-quark fragmentation (muon
b-tag; see Chapter 10). The main ingredients of the muon b-tagging are the correct muon identi-
fication and a high rejection power for decayed or misidentified hadrons.

For this investigation, muons were studied in b-jets produced by Higgs decays, where the Higgs
mass was either 100 or 400 GeV. The STACO procedure (see Section 8.1) was used for combin-
ing the tracks measured in the Muon System and in the Inner Detector.

The overall reconstruction efficiency of muons with pT > 6 GeV within the Inner Detector ac-
ceptance is 90%, which is 5% lower than that for isolated muons. Figure 8-22 shows the recon-
struction efficiency as a function of pT for muons in jets (histogram) and for single muons
(triangles). The lower efficiency for non isolated muons can be attributed to the pattern recogni-
tion efficiency in the Inner Detector, and to a wrong match between the Muon System track and
the Inner Detector track due to the large density of tracks in jets. The latter effect is the domi-
nant.

Hadrons can be tagged as muons. Figure 8-23 shows the hadron misidentification probability
for jets which did not contain any primary muon compared to the same probability for jets con-
taining at least one primary muon. In the first case the misidentification is due entirely to decays
in flight of pions and kaons; in the latter case the additional contribution arises from muon
matching errors.

Muons with 2 < pT < 6 GeV and |η| < 1.75 can be tagged through their energy deposit in the
outer segment of the Tile Calorimeter. Figures 8-24 and 8-25 show this energy deposit as a func-
tion of pseudorapidity, for muons and for hadrons respectively, with pT > 2 GeV. Selecting only
cases where the energy in the last segment was in the band limited by the dotted lines, it is pos-
sible to achieve an efficiency of 75% (85% for |η|< 1.25) with a hadron rejection factor of ~10.

Figure 8-20 Reconstruction efficiency as a function of

the radius at which the decay occurs at the different

steps of the selection (solid line: first step, dashed line:

second step, dotted line: last step) for the π sample.

Figure 8-21 Same as Figure 8-20 but for the K sam-

ple.
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Figure 8-26 shows the muon identification efficiency and hadron misidentification rate as a
function of pT for particles with |η|< 1.75. Figure 8-27 shows the muon identification efficiency
and hadron misidentification rate as a function of pseudorapidity for particles in the range
2 < pT < 8 GeV.

Figure 8-22 Muon reconstruction and identification

efficiency as a function of pT. The histogram is for

muons in jets from Higgs decays, the open triangles

are for single muons.

Figure 8-23 Hadron misidentification probability as a

function of pT. Full circles: hadrons in jets containing

at least one primary muon. Open circles: hadrons in

jets not containing primary muons.

Figure 8-24 Energy deposited in the outer Tile Calo-

rimeter segment by muons in jets as a function of

pseudorapidity.

Figure 8-25 Energy deposited in the outer Tile Calo-

rimeter segment by hadrons in jets as a function of

pseudorapidity.
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Since the cells of the last sampling are large (∆η = 0.2, ∆φ =0.1), the energy entering in Figure 8-
25 is not deposited by a single hadron but by several. Thus the probability for a jet to induce a
muon signature cannot be simply deduced from the hadron probability shown in Figure 8-27
and the hadron multiplicity in the jet but depends on the jet topology. This method of identify-
ing muons is also used to tag b-jets (see Chapter 10).

8.5 Muon isolation

The dominant background to the H → ZZ∗ → µµµµ signal consists of four-lepton events from tt
and Zbb production. In these backgrounds, at least two of the muons come from direct or cas-
cade b-decay. Therefore they are non-isolated and one can reject them on the basis of energy de-
posited in the calorimeters.

For this study, muon candidates reconstructed in the Muon System have been selected. A sam-
ple of 1 500 single muons of fixed pT = 20 GeV and a sample of 1 100 events pp → bbX → µX,
where the muon coming from the b decay is required to have a transverse momentum greater
than 20 GeV, have been simulated in the detector. Electronic noise was included and pile-up
was simulated by adding 2.3 (23) minimum bias events for low (high) luminosity.

Figure 8-28 shows the distribution of the transverse energy collected in the electromagnetic cal-
orimeters cells lying in a cone of radius R = 0.3 around the muon direction. The energy deposit
in the calorimeters around the muon direction allows to separate isolated from non-isolated
muons. Figure 8-29 shows the mean value of the transverse energy collected in a cone around
the reconstructed muon direction as a function of cone radius for low and high luminosity and
for isolated and non-isolated muons. This plot suggests the value R = 0.3. This value is a good
compromise between a large value needed to fully contain the energy from hadrons associated
with non-isolated muons and a small value needed to reduce the effect of pile-up and electron-
ics noise.

Figure 8-26 Tile Calorimeter muon identification effi-

ciency (full circles) and fraction of misidentified

hadrons (open circles) as a function of pT for particles

in jets with |η| < 1.75.

Figure 8-27 Tile Calorimeter muon identification effi-

ciency (full circles) and fraction of misidentified

hadrons (open circles) as a function of |η| for particles

in jets with 2 < pT < 8 GeV.
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The contribution from pile-up, which increas-
es with the luminosity, introduces also a pseu-
dorapidity dependence of the transverse
energy deposited in the calorimeters. This is il-
lustrated in Figure 8-30 where the mean val-
ues of the transverse energy is plotted as a
function of η. The dependence shown on this
latter figure has been removed by using a
weight factor in order to get a η corrected
transverse energy independent of η.

A cut on the transverse energy collected in the
EM Calorimeter cells in the isolation cone is
applied to select the isolated muons. At high
luminosity, is preferable to cut on η corrected
transverse energy. Figures 8-31 and 8-32 show
the selection efficiency for isolated and non-
isolated muons as a function of the threshold
energy for low and high luminosity. One notes
that the selection efficiency for non-isolated
muons depends on the luminosity and, to
some extent, on the muon momentum.

Figure 8-28 Transverse EM-energy distribution in

cone of radius 0.3 around muon direction for isolated

and non-isolated muons.

Figure 8-29 Mean value of transverse EM-energy in a

cone around muon direction as a function of the cone

radius R.
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Figure 8-30 Mean value of transverse energy in a

cone of radius 0.3 around the muon direction as a
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8.6 Mass and charge reconstruction

8.6.1 Reconstruction of Z → µµ

The process Z → µµ is a high-statistics control sample which will be used for detector calibra-
tion and monitoring of the detector performance. A sample of events has been generated with
PYTHIA 5.7 [8-7] and PHOTOS 2.0 [8-8] in order to include inner bremsstrahlung. Figure 8-33
shows the reconstructed Z mass using MUONBOX. A Gaussian fit (within a 2σ window) gives
σ = 3.0 GeV, of which about 1.9 GeV comes from the natural width; the measurement accuracy
contributes with an error of 2.0 GeV.

The mass resolution can be improved by combining the measurements from the Muon System
and from the Inner Detector. The combined reconstruction has been performed using the STA-
CO procedure. The combined reconstructed mass is shown in Figure 8-34. A Gaussian fit gives
σ = 2.5 GeV.

8.6.2 Dimuon final state

If the MSSM parameter tanβ is large enough, the process H/A → µµ becomes detectable
(see Section 19.3.2.6). The most critical issue in the detection of such a particle in the few hun-
dred GeV mass range is the suppression of the very large dimuon background. There are two
main sources of opposite-sign dimuons, namely the Drell-Yan processes and tt production. It
has been shown that this background is very high and therefore the mass resolution is crucial to
isolate the signal [8-11].

A sample of A → µµ have been simulated for two higgs masses: 150 GeV and 300 GeV. The
event reconstruction has been performed using the MUID procedure described in Section 8.1.

Figure 8-31 Muon selection efficiency as a function of

the transverse energy threshold at low luminosity.

Figure 8-32 Muon selection efficiency as a function of

the transverse energy threshold at high luminosity.
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The reconstructed invariant mass is shown in Figures 8-35, 8-36, 8-37 and 8-38 when the Muon
System and the Inner Detector are used separately. The low mass tails in these mass distribu-
tions come from inner bremsstrahlung. The result of combined muon reconstruction is shown in
Figures 8-39 and 8-40; with respect to the standalone Muon System reconstruction, the mass res-
olution is improved by about 25% at low mass and 10% at high mass. The dependence on the
mass of this improvement reflects the higher pT of the decay muons. The signal-to-background
ratio achievable with this mass resolution is presented in Section 19.3.2.6.

The dimuon mass resolution is also of interest at high mass, where new neutral heavy bosons
are possible. A study of the 3 Tev Z’ decaying to two muons yields a mass resolution of 8% [8-
11].

Figure 8-33 Distribution of the reconstructed Z mass

using the standalone Muon System.

Figure 8-34 Distribution of the reconstructed Z mass

using the combined information from the Muon Sys-

tem and the Inner Detector.

Figure 8-35 Distribution of the reconstructed dimuon

invariant mass for an A with a mass of 150 GeV using

the Inner Detector only.

Figure 8-36 Distribution of the reconstructed dimuon

invariant mass for an A with a mass of 300 GeV using

the Inner Detector only.
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8.6.3 Four-muon final state

The SM Higgs decay H → ZZ∗ → µµµµ has been studied extensively. Details of the event selec-
tion can be found in Section 19.2.5. The typical reconstruction efficiency of these events using
the Muon System is ~85% for masses greater than 130 GeV (see Table 8-1). This and the follow-
ing reconstruction efficiencies are normalised to the number of events with all decay muons in
the η region |η|< 2.5. Table 8-1 shows the four-muon mass resolution as a function of the simu-
lated Higgs mass. When only the Muon System is used for the event reconstruction, the meas-
urement accuracy ranges from 2.7 GeV to 4.7 GeV for the mass range from130 to 200 GeV. This
result is obtained with a Gaussian fit in a 2σ interval centred on the peak of the distribution.
Table 8-1 shows also the fraction of events that are reconstructed within this interval.

Figure 8-37 Distribution of the reconstructed dimuon

invariant mass for an A with a mass of 150 GeV using

the Muon System only.

Figure 8-38 Distribution of the reconstructed dimuon

invariant mass for an A with a mass of 300 GeV using

the Muon System only.

Figure 8-39 Dimuon invariant mass distribution for

150 GeV A using combined reconstruction.

Figure 8-40 Dimuon invariant mass distribution for

300 GeV A using combined reconstruction.
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The combination of the Muon System and Inner Detector measurements improves the mass
measurement. Figure 8-41 shows the reconstructed mass distribution for 130 GeV Higgs decays
using the standalone Muon System, the Inner Detector and combining the two systems. The
study has been performed using the STACO procedure.Table 8-1 shows that the mass resolu-
tion is improved by about 30-40% and that the non-Gaussian tails are reduced; therefore the de-
tection sensitivity is increased.

In the Higgs search, the kinematic constraint of the Z mass improves the mass resolution. The Z
mass constraint was applied when the mass of muon pair was within 6 GeV of the Z mass.
Figure 8-41 shows the reconstructed mass distribution for mH = 130 GeV after constraining one
muon pair to the Z mass. Table 8-1 shows that the improvement is of about 20%, when the mass
resolution is dominated by the instrumental precision. If the resolution is close to the natural Z
width, the improvement becomes less than 20%. The breakdown of the about 17% of tails at
mH = 130 GeV is, in addition to the expected 5% in the Gaussian case, 5% from events for which
the reconstructed Z mass is more than 6 GeV from the nominal Z mass, 4% from events with
bremsstrahlung and 3% from muon reconstruction tails.

Table 8-2 shows again the reconstruction efficiency, the mass resolution and the size of tails for
event without taking into account the contribution of the bremsstrahlung as it has been done for
the Muon TDR [8-9] and in [8-10]. The present results are consistent with those presented in
these documents.

8.6.4 Muon charge identification

Charge identification is essential for a wide range of physics topics. Examples are the measure-
ment of CP violation using the charge of the muon to tag the Bo or Bo production; search for
strongly interacting Higgs by detecting the same-sign W-pairs; search for supersymmetric parti-
cles by looking for same-sign dileptons, and charge asymmetry measurement to determine the
property of new gauge boson couplings. The Muon System provides excellent charge identifica-
tion covering the full range of the muon momenta for the above physics processes.

Table 8-1 Reconstruction efficiency, mass resolution without/with the Z mass constraint and size of tails for dif-

ferent Higgs masses using the combined information and standalone measurement including bremsstrahlung.

Higgs mass

(GeV)

Reconstruction

efficiency in %

σ Muon System

(GeV)

σ Inner Detector

(GeV)

σ Combined

(GeV)

% of tails

Combined

130 83.6 2.7/2.1 1.8/1.6 1.6/1.4 17.5

170 84.7 3.6/3.1 2.4/2.1 2.1/2.0 16.8

200 85.3 4.7/4.0 3.5/3.0 3.1/2.9 20.2

Table 8-2 Same as Table 8-1 but without bremsstrahlung.

Higgs mass

(GeV)

Reconstruction

efficiency in %

σ Muon System

(GeV)

σ Inner Detector

(GeV)

σ Combined

(GeV)

% of tails

Combined

130 83.7 2.6/2.0 1.7/1.5 1.4/1.3 14.0

170 84.7 3.4/2.9 2.2/2.0 2.0/1.8 14.4

200 85.3 4.5/3.7 3.2/2.7 2.8/2.4 18.9
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As an example, W’ → µν events simulated and reconstructed with the Muon System reconstruc-
tion program have been studied [8-11]. The probability of charge misidentification is deter-
mined by the ratio of the reconstructed muon events with the wrong charge determination to
the total numbers of reconstructed events. The charge misidentification probability as a function
of the W’ mass is shown in Figure 8-42. The probability of charge misidentification for a W’ of
1 TeV mass is in the range of 0.2% to 0.9%. Even at a W’ mass of 6 TeV, the charge misidentifica-
tion probability is below 4%.

Figure 8-41 Reconstructed mass distribution for the Higgs decay H0 → ZZ → µ+µ–µ+µ (130 GeV) using

the combined information (a), standalone Muon System (c), and Inner Detector (e) without applying a Z con-

straint and with applying a Z constraint (b), (d), and (f). Inner bremsstrahlung has been taken into account.
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8.7 Conclusion

The ATLAS combined muon measurements provide a highly performant muon reconstruction
in a very large momentum range. The global reconstruction based on information from the In-
ner Detector and the Muon System allows the reconstruction of high energy muons with pT
from 6 GeV up to the limit of the muon spectrometer (pT ~ 2 TeV); the reconstruction efficiency
is better than 85%. The correct matching of Muon Spectrometer and Inner Detector tracks al-
lows rejection of background muons, such as those produced in π/K decays, and allows identi-
fying muons correctly in heavy-flavoured jets. Muons with pT below 6 GeV can be efficiently
identified and measured combining the Inner Detector track reconstruction with the energy
clusters available in the Tile Calorimeter, using the last compartment to recognise muon tracks.

The accurate momentum reconstruction in a large energy range permits a precise invariant
mass measurement of multi-muon final states. The Z-boson mass is reconstructed with a resolu-
tion of 2.5 GeV, comparable with the intrinsic width; Higgs decays to four muons are recon-
structed with a mass resolution of about 1.1% for Higgs masses below 200 GeV.
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0

1

2

3

4

5

1 2 3 4 5 6

MW
,(TeV)

E
ff

ic
ie

n
cy

 (
%

)

|η| < 1 a)

0

1

2

3

4

5

1 2 3 4 5 6

MW
,(TeV)

E
ff

ic
ie

n
cy

 (
%

)

|η| > 1 b)



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

260 8   Muon identification and measurements

8-7 T. Sjostrand, PYTHIA 5.7 and JETSET 7.4, CERN-TH.7112/93.

8-8 E. Barberio and Z. Was, CERN TH 7033/93.

8-9 ATLAS collaboration, Muon Spectrometer Technical Design Report, ATLAS TDR 10,
CERN/LHCC/97-22 (1997).

8-10 L. Poggioli et al., ‘Detection sensitivity for intermediate mass Higgs through muon final
state with the ATLAS detector’, ATL-PHYS-98-116 (1998).

8-11 J. Shank et al., ‘Studies on Ao, Z’ and W’ with ATLAS Muon Detector’, ATLAS Internal
Note, ATL-MUON-97-161 (1997).

8-12 CDF II Detector Technical Design Report, Fermilab-Pub-96/390-E.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

9   Jet, ET
miss, and mass reconstruction 261

9 Jet, ET
miss, and mass reconstruction

In this chapter, the reconstruction of the physics quantities relevant to the overall calorimetry is
reviewed. There are three main sections. The measurement of jets is discussed in Section 9.1: ex-
perimental aspects of jet energy reconstruction and performance of various jet finding algo-
rithms are reviewed, low-pT jet measurements and forward jet tagging are discussed, finally the
special case of τ-jet identification and measurement is studied. Section 9.2 describes the meas-
urement of missing transverse energy. Finally, in Section 9.3, the reconstruction of the mass of
objects decaying to jets is discussed: the cases considered include light quark jets, bb and ττ jet fi-
nal states.

9.1 Jet measurement

Jets will be widely used in the analysis of many physics channels at the LHC. Various factors
play a role in the chain that goes from the initial parton produced in the hard-scattering process
to the reconstructed jet in the calorimeter. Physics effects such as fragmentation, initial and final
state radiation, and the co-existence of the underlying event or additional minimum-bias events
are intrinsic properties of the events. Detector effects, on the other hand, such as different calo-
rimeter response to charged and neutral hadrons, non-linearities, magnetic field, effects of dead
material, cracks between calorimeters, longitudinal leakage, lateral shower size and granularity,
and electronic noise, relate to the performance of the detector, which can be optimised.

In the study of physics channels, jets are used in many different ways, for example: in the recon-
struction of resonances such as W → jj, Z → bb or t → bW, in measuring jet multiplicity and total
jet energy in SUSY searches, for jet vetoes in the central region down to low-pT’s of ~15 GeV for
background rejection, for jet tagging in the forward region, and in QCD studies. Specific physics
analyses may put emphasis on different requirements such as controlling the energy scale rath-
er than achieving the best efficiency or the best resolution. Minimum-bias events at high lumi-
nosity will restrict the area of the calorimeter over which the jet energy can be integrated, hence
the optimum ‘cone’ size will be different for different luminosity conditions. Physics effects
such as final state radiation or colour recombination in fragmentation are channel dependent.
Hence, there is no unique optimum strategy for jet reconstruction, and the efficiency and cali-
bration will depend on the algorithm, the level of minimum-bias events and the physics chan-
nel. In this chapter, the different ingredients to the problem are reviewed in order to disentangle
the detector effects from the physics effects. Section 9.1.1 reviews the detector aspects of jet ener-
gy reconstruction: calorimeter response, effect of dead material or ‘cracks’ using a classical
‘cone’ algorithm as well as the determination of the jet energy. Section 9.1.2 introduces various
jet algorithms and discusses some of their basic properties. Section 9.1.3 treats the question of
low-pT jet reconstruction and Section 9.1.4 of forward jet tagging. Section 9.1.5 reviews all the
aspects of τ-jet reconstruction and identification. The question of the absolute jet energy scale
calibration is treated more specifically in Section 12.5.1.
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9.1.1 Experimental aspects of jet energy reconstruction

In this section, aspects of jet reconstruction re-
lated to detector performance are reviewed.
The sample of jets used are back-to-back qq di-
jet events generated with PYTHIA 5.7 / JET-
SET 7.4. The energy deposited in the sensitive
parts of the various calorimeter compartments
is first converted to total energy using the elec-
tromagnetic (EM) scale. The various calorime-
ters have different degrees of non-
compensation and hence a different response
to the charged hadrons jet component. Any re-
construction algorithm will have to apply ad-
ditional weights to take that effect into
account. In addition, the energy loss as a func-
tion of η is different for the neutral and
charged hadron components of the jets (see
Figure 5-25). The energy loss for jets is shown
in Figure 9-1. Due to the width of the jets, the
impact of the dead material in the vertical
crack at |η|≈ 1 and of the corners of the cryo-
stat walls at|η|≈ 1.45are merged and affect a broader region than in the case of single particles
(see Figure 5-25).

9.1.1.1 Performance for jet energy reconstruction with the ‘Benchmark procedure’

In the ‘Benchmark procedure’ for jet energy re-
construction, a standard fixed-cone jet algo-
rithm is applied. Transverse energies in towers
are projected in a matrix of (0.1×0.1) granulari-
ty in (∆η×∆φ) with tower energies calibrated
at the EM scale. The highest ET tower, above a
cut, is selected as a jet seed and a cone is creat-
ed, centred on the seed. Two cone sizes have
been considered: ∆R = 0.4 and ∆R = 0.7. In or-
der to disentangle the effect of fragmentation
and of calorimeter response, the reconstructed
energy in the calorimeter inside the cone (Erec)
is normalised to the sum of the momenta of
the generated particles inside the cone (Ekin),
taking into account the effect of the magnetic
field. Figure 9-2 shows an example of the
mean ratio of (Erec/Ekin). No correction for en-
ergy loss in the dead material is applied. This
ratio is typically of the order of 0.8 and varies
as a function of the parton energy and the
cone size. This results from the fact that the en-
ergy spectrum of the particles contained in the
cone depends on the parton energy, and the

Figure 9-1 Fractional energy loss of 200 GeV jets in

dead material as a function of pseudorapidity.

0

2

4

6

8

10

12

14

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Figure 9-2 Average ratio of the reconstructed jet

energy Erec over the particle level jet energy Ekin as a

function of Ekin for di-jet events at |η| = 0.3 for three

cone sizes ∆R = 0.4 (black triangles), ∆R = 0.7 (open

triangles) and ∆R = 1.5 (black dots). The calorimeters

are calibrated at the EM scale. No correction for

energy loss in the dead material is applied.

Ekin(GeV)

E
re

c/
E

k
in

0.6

0.7

0.8

0.9

1

10 10
2

10
3



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

9   Jet, ET
miss, and mass reconstruction 263

e/π ratio varies with the hadron energy. Out-of-cone losses due to lateral hadronic shower size
are larger for a smaller cone. A procedure that minimises is
then applied to adjust the calibration coefficients for each parton energy and for each cone size.
This ‘Benchmark procedure’ includes weights for each calorimeter compartment, the presam-
pler, the EM and hadronic calorimeters. Correction terms for the energy loss in the dead materi-
al between the EM and hadronic compartments of the central barrel and extended barrels are
added. Special weights for the two intermediate tile calorimeters in the vertical gaps and the
scintillators covering part of the end-cap cryostat front wall are adjusted to compensate for the
energy loss in the dead material located in the cracks (see Section 5.3.2.1 and Figure 5-i) [9-1][9-
2][9-3].

Energy scan

Jet energy scans were performed at various values of pseudorapidity. The coefficients used in
the jet energy reconstruction algorithm were fitted at every energy point (see Section 9.1.1.2 for
a discussion of their energy dependence). In the central region, the range of energies considered
was 20 GeV to 1 TeV, while in the end-cap region, the energies relevant for the physics start at
about 100 GeV. No electronic noise or pile-up was included at this level. The performance of the
barrel and end-cap calorimeters are shown in Figure 9-3 and Figure 9-4, respectively.

The results are shown for the total sum of energies in the calorimeter and for two cone sizes
∆R = 0.7 and ∆R = 0.4. The resolution was fitted with the expression . As the
cone size becomes smaller, there is a deterioration of the resolution. In the barrel region, the ef-
fect is confined to the sampling term which suffers from the fluctuations of the out-of-cone loss-
es from the fragmentation and magnetic field effects. The high energy jets are only slightly
affected, since, due the boost, the particles in the jet are more collimated and well contained in

Figure 9-3 Energy resolution in the range from

20 GeV to 1 TeV at |η| = 0.3. Black circles are

obtained using energies summed in cone size of

∆R = 1.5; open triangles for cone size ∆R = 0.7 and

black triangles for cone size ∆R = 0.4.

Figure 9-4 Energy resolution in the range 100 GeV to

1 TeV at |η| = 2.45. Black circles are obtained using

the total energy in the calorimeter; open triangles for

cone size ∆R = 0.7 and black triangles for cone size

∆R = 0.4.
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the cone. In the end-cap, at |η|= 2.45, both the statistical and the constant terms are affected,
because the hadronic shower size becomes non-negligible with respect to the cone size and en-
ergy is lost out of the cone even for high-energy jets.

Scan across pseudorapidity

As shown in Figure 9-1, there are non-uniformities in the calorimeter. In the transition region
between the barrel and the end-cap, the larger amount of dead material affects jets with pseud-
orapidity from 1.0 to about 1.8. In the transition region between the end-cap and the forward
calorimeters, the region affected extends roughly from |η|= 3.0 to 3.5. Scans across pseudora-
pidity were carried out with jets of various energies. Figure 9-5 shows the resolution obtained
for jets with a constant energy of 200 GeV, and Figure 9-6 for 1 TeV jets. Values are compared to
the target resolution of for precision jet energy measurement in the cen-
tral pseudorapidity region, and the target resolution of for jet tagging
and ET

miss measurements in the forward region. Only a relatively small deterioration of the res-
olution is observed in the crack region around |η|= 1.5 when the total energy in the calorimeter
is used. The effect is more pronounced when a cone algorithm is applied. The deterioration of

Table 9-1 Coefficients of the jet energy resolution fitted by the expression .

Barrel region η=0.3 End-cap region η=2.45

a (%GeV1/2) b (%) a (%GeV1/2) b (%)

Full calorimeter 48.2 ± 0.9 1.8 ± 0.1 55.0 ± 2.5 2.2 ± 0.2

Cone ∆R=0.7 52.3 ± 1.1 1.7 ± 0.1 64.2 ± 2.4 3.6 ± 0.2

Cone ∆R=0.4 62.4 ± 1.4 1.7 ± 0.2 68.4 ± 3.4 4.4 ± 0.2

Figure 9-5 Energy resolution for jets of constant

energy (200 GeV) across the full pseudorapidity cov-

erage of the calorimeter. Black dots are for total

energy in the calorimeter; open triangles for cone size

∆R = 0.7 and black triangles for cone size ∆R = 0.4.

Figure 9-6 Energy resolution for jets of constant

energy (1 TeV) across the full pseudorapidity cover-

age of the calorimeter. Black dots are for total energy

in the calorimeter; open triangles for cone size

∆R = 0.7 and black triangles for cone size ∆R = 0.4.

Jets of 1 TeV have been simulated at fewer pseudora-

pidity values than 200 GeV jets.

σ E⁄ a E⁄ b⊕=

0

5

10

0 1 2 3 4

Pseudorapidity

σ/
E

(%
)

σ/E=50%/√E  ⊕  3%

σ/E=100%/√E  ⊕  7%

0

5

10

0 1 2 3 4

Pseudorapidity

σ/
E

(%
)

σ/E=50%/√E  ⊕  3%

σ/E=100%/√E  ⊕  7%

σ E⁄ 50% E⁄ 3%⊕=

σ E⁄ 100% E⁄ 7%⊕=



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

9   Jet, ET
miss, and mass reconstruction 265

the resolution is also observed in the transition region between the end-cap and the forward cal-
orimeters. In the FCAL region, the resolution is shown only for the total energy in the calorime-
ter, a more detailed discussion of the reconstruction of jets in the FCAL is given in Section 9.1.4.

The energy dependence of the resolution has been fitted at various points in pseudorapidity
with the parametrisation . The resulting statistical term a and constant term b
are shown in Figure 9-7 and Figure 9-8. When all calorimeter energy is summed, the constant
term deteriorates from 2% to about 3.5% in the crack region around |η|= 1.5 and increases to
4% as one approaches |η|= 3.2. In the central region out-of-cone losses due to fluctuations in
the fragmentation affect mostly lower energy jets and thus only the statistical term. More ener-
getic jets have more collimated fragmentation products and their corresponding hadronic
shower is well contained. But as the pseudorapidity increases, a cone of constant size in
(∆η×∆φ) decreases in terms of the solid angle sustained. Therefore the hadronic shower size be-
comes increasingly larger with respect to the cone size. Losses due to hadronic shower leakage
affect the more energetic jets, resulting in an increase of the constant term.

Effect of electronic noise and pile-up

The effect of electronic noise was studied in the barrel region at |η|= 0.3. The noise was simu-
lated applying the digital filtering method. The rms of the noise is of the order of 200 MeV per
tower of 0.1×0.1 in ∆η×∆φ, a value estimated for the calorimeter calibrated at the EM scale
(Chapter 5). The noise contribution in cones of ∆R = 0.4 and ∆R = 0.7 is 1.4 GeV and 2.5 GeV, re-
spectively. When the jet energy was reconstructed, additional factors were applied to correct for
the effect of the non-compensation. Figure 9-2 shows that these factors are of the order of 1.25.
The level of noise at the ‘hadronic’ scale is then equivalent to 1.9 and 3.3 GeV for cone sizes
∆R = 0.4 and ∆R = 0.7, respectively. The data were fitted by the expression

.

Figure 9-7 Statistical term of the fitted energy resolu-

tion for jets as a function of pseudorapidity. Black dots

are for total energy in the calorimeter, open triangles

for cone size ∆R = 0.7 and black triangles for cone

size ∆R = 0.4.

Figure 9-8 Constant term of the fitted energy resolu-

tion for jets as a function of pseudorapidity. Black dots

are for total energy in the calorimeter, open triangles

for cone size ∆R = 0.7 and black triangles for cone

size ∆R = 0.4.
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The results are given in Table 9-2 and shown in
Figure 9-9 for the two cone sizes. The statistical
term a and noise term c are correlated and there
are only four energy points available, hence
they have large errors. The procedure used was
to keep the statistical term a and constant term
b fixed at the values obtained when no electron-
ic noise was added, and, to fit only the noise
term c. When no cell cut was applied, the noise
term found was in good agreement with the es-
timated contribution. Compatible values were
obtained when the three coefficients were fitted
simultaneously. Different cell cuts were used
and the corresponding noise evaluated. Sym-
metric thresholds were applied to minimise the
bias induced on energy. The scan was done be-
tween zero and three times the rms of the noise by steps of 0.5. The optimal cut depends on the
energy of the jet and the cone size. The best overall performance was obtained for a 2.5σ cut.
The noise contribution was then reduced, the main improvement being found for a cone size
∆R = 0.7 where the noise term decreases from 3 to 2 GeV. The resolution obtained for the two
cone sizes, once the electronic noise contribution is included, are similar.

The effect of the pile-up from minimum-bias
events was studied in the barrel region at
|η|= 0.3. In addition to the pile-up, electronic
noise was added without applying digital fil-
tering (see Section 4.2.4). The contribution of
the pile-up and noise in a tower of 0.1×0.1 in
∆η×∆φ is slightly asymmetric. The mean value
is 50 MeV and the rms about 0.5 GeV. In a
cone of ∆R = 0.4 (∆R = 0.7), the pile-up contrib-
utes 3.5 GeV (11 GeV). Once the jets are cali-
brated to the ‘hadronic’ scale, the equivalent
noise term is 4.7 GeV (14 GeV). The resolution obtained for jets reconstructed with cone size
∆R = 0.4 are given in table Table 9-3 and Figure 9-10. No ET tower cut, nor cell energy cut, were
applied to the data.

9.1.1.2 Determination of the jet energy

In beam tests, several algorithms for reconstructing the energy of pions have been applied [9-
4][9-5][9-6][9-7]. The performance of two of them for the determination of the jet energy are pre-
sented in this section [9-8]. The algorithms are the Sampling-dependent weighting technique [9-
4] with weights applied to the different calorimeter compartments, and the H1 based approach
with weights applied directly to the cell energies [9-9]. The data samples used were the fully
simulated back-to-back di-jet events with quark energies E0 equal to 20, 50, 200 and 1000 GeV at
|η|= 0.3, contained in the Barrel Calorimeter. The cell electronic noise contribution to the EM
Calorimeter response was simulated applying the digital filtering method. The jets were recon-
structed using the fixed-cone jet algorithm [9-10]. The jet seed threshold on the transverse ener-
gy in a tower was set to Es = 2 GeV. The cone sizes used in this analysis were ∆R = 0.4 and 0.7.
Events in which two, and only two, reconstructed jets have a transverse energy larger than the

Table 9-2 Coefficients of the jet energy resolution fit-

ted by when electronic

noise is included. The coefficients a and b are fixed to

the values obtained without noise.

cell cut a (%GeV1/2) b(%) c (GeV)

no cut
∆R = 0.7

52.3 1.7 3.0 ± 0.1

 2.5σ
∆R = 0.7

52.3 1.7 2.0 ± 0.1

no cut
∆R = 0.4

62.4 1.7 2.0 ± 0.1

 2.5σ
∆R = 0.4

62.4 1.7 1.7 ± 0.2

σ E⁄ a E⁄ b c E⁄⊕ ⊕=

Table 9-3 Terms of the jet energy resolution fitted by

when pile-up and elec-

tronic noise are included. First row: a and b fixed to

the values obtained without electronic noise. Second

row: only b fixed to that value.

a (%GeV1/2) b(%) c (GeV)

62.4 fixed 1.7 fixed 4.7 ± 0.2

81.3 ± 2.9 1.7 fixed 3.9± 0.3

σ E⁄ a E⁄ b c E⁄⊕ ⊕=
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threshold value ET = 5 GeV for E0 = 20 GeV and ET = 20 GeV for E0 larger than 20 GeV were re-
tained. To reduce the effect of the electronic noise on the determination of the energy, the abso-
lute values of the cell energies were required to be larger than two times the rms of the
electronic noise of the cells and the transverse energy per tower of size 0.1×0.1 in ∆η×∆φwas re-
quired to be larger than 0.2 GeV.

The offline calibration: general procedure

As was shown in the previous section, the ATLAS calorimeters are not compensating and a cal-
ibration procedure has to be applied to determine the jet energy and to improve the resolution.
In a general form, the reconstructed energy of a jet k can be expressed as a parametric function
of the cell energy  as

9-1

where i defines the calorimeter sampling to which the cell belongs, j is its position in pseudora-
pidity, and l runs from one to the total number of parameters used. Here, and in the following,
the symbol overline on top of an energy indicates that these values were obtained using the EM
scale calibration. For each parton energy, the values of the parameters al minimise the quantity

Figure 9-9 Effect of the electronic noise on the jet

energy resolution: black dots (open dots) are for cone

size ∆R = 0.7 (∆R = 0.4) when no electronic noise is

included; black squares (open squares) are for cone

size ∆R = 0.7 (∆R = 0.4) with electronic noise

included; black triangles (open triangles) are for cone

size ∆R = 0.7 (∆R = 0.4) with a cell energy cut at 2.5σ
of the noise. The data are fitted with the expression

. The full lines (dashed

lines) show the fit to the data with cone ∆R = 0.7

(∆R = 0.4) without and with noise (no cell cut), see

Table 9-2.

Figure 9-10 Jet energy resolution obtained with elec-

tronic noise and pile-up included for cone size

∆R = 0.4: stars are for jets with pile-up and electronic

noise, open squares with electronic noise only (digital

filtering applied). The data including pile-up are fitted

with . The full lines show

the result when a and b are fixed to the values

obtained without pile-up or noise and the dashed line

when only b is fixed (see Table 9-3).σ E⁄ a E⁄ b c E⁄⊕ ⊕=

σ E⁄ a E⁄ b c E⁄⊕ ⊕=

εi j,

E
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∑ al εi j,;( )=
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9-2

This function is minimised simultaneously with respect to the Lagrange multiplier that forces
the reconstructed energy in the cone to reproduce the reference energy , the particle level
energy inside the cone. In the real experiment, the particle level energy of a jet is unknown.
Therefore the parameters al were parametrised in turn as a function of using smooth func-
tions

. 9-3

The values of the parameters bn were determined by fitting Equation 9-3 to the values al ob-
tained using the knowledge of the energy of the particles associated with the jet. The correla-
tions between the parameters were not taken into account. The following iteration procedure
was then applied: a) define a starting value for the reconstructed energy, here the value obtained
applying the EM scale calibration was used; b) determine the parameters al using Equation 9-3
and reconstruct the energy using Equation 9-1; c) recompute the weights using the energy re-
constructed in b); d) iterate the procedure until the change in the energy is smaller than 1 MeV.
Typically, less than ten iterations are needed.

First example of the offline calibration: the Sampling method

The energy of the jet k, , is expressed as a linear combination of the energies deposited in
the presampler, in the EM Calorimeter, and in the Hadronic Tile Calorimeter (i = 1, 2 and 3 re-
spectively):

.

The fourth term in the equation describes the deposited energy in the cryostat. The quantity
was parametrised according to :

,

where and are the electromagnetic scale energies deposited in the third compart-
ment (‘sampling’) of the EM Calorimeter and in the first compartment of the Hadronic Tile Cal-
orimeter respectively. This is the ‘Benchmark method’ applied in the previous section. Using
eight parameters instead of four, that is one for each longitudinal calorimeter compartment plus
the cryostat term, did not improve the results significantly; therefore, the simpler approach was
selected.

Second example of the offline calibration: the H1 method

The H1 method is based on the study of the energy deposited by the particles of the jet in the in-
dividual cells of the calorimeters. The parametrisation chosen for the reconstructed energy of a
jet inside the cone was

9-4
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where the first term is the total energy deposited in the presampler, the second and third terms
are the sums of the energies of all the cells in the EM and hadronic calorimeters, and the fourth
term is the cryostat correction defined as before. The are coefficients that multiply the
energy in the cells in the EM Calorimeter (α2) and the hadronic calorimeter (α3). They are para-
metrised by functions that depend on two parameters:

,  and α4 = a5. 9-5

The response of a cell with a small signal is corrected upwards to make its response equal to
that of cells with large (typically electromagnetic) deposited energy. Introducing a parametric
function of the same type that multiplies the energy deposited in the presampler cells did not
improve the reconstruction of the jet energies significantly and therefore was not used.

Figure 9-11 H1 method: dependence of the parameters (i = 2, 3) on the cell energy for = 200 GeV, a)

EM Calorimeter with ∆R = 0.4, b) Hadronic Tile Calorimeter with ∆R = 0.4, c) EM Calorimeter with ∆R = 0.7, d)

Hadronic Tile Calorimeter with ∆R = 0.7.
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To determine the functions of Equation 9-4, the distributions of the energies deposited
in the cells belonging to the EM and Hadronic Tile Calorimeters were divided into ten bins of
equal statistics. In this case, the functions are represented by two vectors of dimension
10: (i = 2, 3; l = 1, 10), where l defines the interval in the cell energy. The minimi-
sation of Equation 9-2 produced the values of the vectors shown in Figure 9-11. The errors
in the figure are the rms values of five independent determinations of the parameters obtained
by breaking the data samples at each energy into five separate sets of equal statistics and solv-
ing the minimisation equation for each set. The fits of the function given in Equation 9-5 have a
good and the corresponding curves are also shown. The results obtained for resolution and
linearity with the simple parametrisation of Equation 9-5 are very close to the results obtained
using ten parameters for each calorimeter.

Parametrisation of the al’s as a function of the beam energy

As an example, Figure 9-12 shows the parametrisation with the particle level jet energy of the
al’s obtained using the Sampling method. Also the values of the parameters resulting from the
fits are shown in the figures. Similar smooth shapes were obtained with the H1 method. The re-
sults for resolution and linearity obtained without prior knowledge of the energy, applying an
iterative process based on these parametrisations, are very close to the results obtained using
the knowledge of .

Results

The jet fractional energy resolutions and linearities are given in Table 9-4 and Table 9-5 respec-
tively. All the results were obtained fitting a Gaussian function to the data using the full line-
shape. As in the previous section, the jet fractional energy resolution was calculated as the
width of the distributions of divided by the mean value of the reconstructed energy.
The normalised response is given by .The H1 method gives better resolutions
than the Sampling method. Enlarging the cone size does not improve significantly the energy
resolution due to the increase of the electronic noise, except for the low energy 20 GeV point.
The residual non-linearities are smaller than 2% and 3% using the H1 and the Sampling method
respectively.

Table 9-4 Jet energy resolutions obtained with the Sampling and the H1 methods (|η| = 0.3).

Sampling method: σ/E [%] H1 method: σ/E [%]

E0 [GeV] ∆R = 0.4 ∆R = 0.7 ∆R = 0.4 ∆R = 0.7

20 15.7  0.7 13.7  0.6 14.5  0.7 12.5  0.5

50 10.2  0.3 9.8  0.3 8.5  0.3 8.0  0.2

200 5.3  0.2 4.7  0.1 4.0  0.1 4.0  0.1

1000 2.4  0.1 2.4  0.1 2.2  0.1 2.3  0.1
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Figure 9-12 parametrisation of the al’s obtained using the Sampling method with ∆R = 0.7, as a function of the

particle level jet energy.

Table 9-5 Residual jet energy non-linearities (see text): (1-µ) in percent (|η| = 0.3).

Sampling Method H1 Method

E0 [GeV] ∆R = 0.4 ∆R = 0.7 ∆R = 0.4 ∆R = 0.7

20 0.1  0.9 -0.2  0.7 1.1  0.8 2.1  0.6

50 -2.5  0.4 -2.9  0.3 1.3  0.3 -1.5  0.3

200 0.1  0.2 0.2  0.2 -0.3  0.2 -1.4  0.1

1000 2.4  0.2 2.5  0.1 1.7  0.1 2.1  0.1
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The energy resolutions have been parame-
trised according to:

.

The results obtained for the two cone sizes and
the two calibration methods are shown in
Figure 9-13 and summarised in Table 9-6. The
results obtained with the Sampling method
can be compared to the values shown in
Figure 9-9 obtained with the ‘Benchmark pro-
cedure’ after applying a 2.5σ symmetric cut on
the noise. They show consistent results except
for the 20 GeV point which shows a better res-
olution in this analysis, as a result of the tight-
er selection cuts applied. The method
presented here could be improved by taking
into account the correlations existing between
the al’s when parametrising them as a function
of the energy.

In summary, it is found that the jet energy can be determined reliably without prior knowledge
of the particle level energy of the jet by using simple smooth functions to describe the energy
dependence of the calibration coefficients. The results have been obtained in the central barrel
region, at |η|= 0.3. A total of five parameters are used for the Sampling method and six for the
H1 method. Essentially the same performance for the energy resolution and linearity is ob-
tained as when the particle level jet energy is known. The H1 method gives better performance
both in resolution and residual non-linearities.

9.1.1.3 High-pT jet energy calibration

Physics processes involving known processes such as Z+jet events or W → jj decays from top
events will provide in situ jet energy calibration up to about 500 GeV (see Chapter 12). It will be
necessary to extrapolate the jet energy calibration up to the highest jet energies that will be
reached at the LHC.

A test was made with the parametrisation of the energy dependence of the calibration coeffi-
cients discussed in the previous section. The parameters of the energy dependence, the bn pa-
rameters of Equation 9-3, were fitted using the jets produced by 20, 50 and 200 GeV quarks.

Table 9-6 Parameter values obtained fitting the energy dependence of the jet energy resolution (|η| = 0.3).

Sampling Method H1 Method

∆R = 0.4 ∆R = 0.7 ∆R = 0.4 ∆R = 0.7

a (%GeV1/2) 66.0  1.5 61.2  1.3 53.9  1.3 51.5  1.1

b (%) 1.2  0.3 1.4  0.2 1.3  0.2 2.5  0.2

χ2 prob. (%) 1.6 0.8 27.3 66.7

Figure 9-13 Jet energy resolutions obtained with the

sampling and H1 methods for the two cone sizes: the

full lines represents the fitted resolution for cone size

∆R = 0.7 and the dashed lined for cone size ∆R = 0.4.
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Afterwards the 1 TeV jets were reconstructed using the extrapolated coefficients. Using the H1
method with a ∆R = 0.7 cone, the same resolution was obtained and the non-linearity was
(2.9 ± 0.1)%, about 1% more than when the full energy range was fitted.

Since very high-pT jets will not be available for in situ calibration, the extrapolation of the cali-
bration coefficients can only be checked on jets fully simulated by Monte Carlo. In addition to
the uncertainties arising from physics effects such as fragmentation and cone size, the response
of the calorimeter to hadrons plays a non-negligible role. It was shown in Chapter 5 that the e/π
ratio is larger than one and depends on the hadron energy. The ratio is given by the formula

9-6

The two ingredients of the hadron response are the intrinsic responses to purely electromagnet-
ic energy (e) and purely hadronic energy (h), and the fraction of π0’s produced in the hadron in-
teraction F(π0). For example, in the barrel calorimeter, typical values of e/π from test beam data
are 1.25 (1.10) at 20 GeV (300 GeV). A fit to the test-beam data gives a value for e/h of 1.37 ± 0.01,

while a fit to data simulated with the G-CALOR Monte Carlo results in 1.31 ± 0.01. Different
hadronic shower Monte Carlo packages give different predictions for the degree of non-com-
pensation of the calorimeter, with differences of the order of ±0.2 [9-11]. The failure of the
hadronic shower Monte Carlo package to reproduce e/h has been simulated [9-12]. A parametri-
sation of the hadron response based on Equation 9-6 has been implemented in ATLFAST. The
fraction of π0’s in pion and proton induced showers were generated according to the parametri-
sation given in [9-13]. A sample of QCD di-jet events were generated: one parton was required
to be in the central region (|η|< 0.5) and initial and final state radiation and multiple interac-
tions were not switched on. Figure 9-14 shows the reconstructed jet energy for three values of

Figure 9-14 Reconstructed jet energy for different

levels of non-compensation (e/h = 1.0, 1.3, 1.5) and

for two cone sizes (∆R = 0.7 and 0.4).

Figure 9-15 Relative difference in the calibration for

two degrees of non-compensation (e/h = 1.3, 1.5). In

the top plot, the responses are equalised at 100 GeV

and in the bottom plot at 500 GeV.
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e/h: 1.0, 1.3 and 1.5 when the calorimeters were calibrated at the EM scale. At 200 GeV for exam-
ple, the shift between the parton energy and the reconstructed jet energy is 10% (14%) for
e/h = 1.3 (1.5), while at 2 TeV the shift reduces to 6% (8%).

Assuming that in situ calibration will provide
the absolute jet energy scale at least in part of
the energy range, it is interesting to look at the
residual differences in non-linearity for differ-
ent values of e/h. Figure 9-15 shows that they
are of the order of 2 to 3% below 200 GeV and
2% in the range 200 GeV to 4 TeV. The conse-
quence of such an uncorrected non-linearity
was studied in the case of the measurement of
the inclusive high-pT jet cross-section. Since
the cross-section falls rapidly with pT, a mis-
calibration generates an apparent disagree-
ment with the QCD prediction. Figure 9-16
shows the ratio of the measured cross-section
and the QCD prediction in the range 500 GeV
to 4 TeV in the case where the degree of non-
compensation e/h is overestimated by 0.2, i.e. is
equal to 1.5 instead of 1.3. See Chapter 15 and
Section 21.5 for a more detailed discussion of
the implications for the physics.

9.1.1.4 Conclusions

The intrinsic calorimeter jet energy resolution is very good across the full pseudorapidity range.
The effect of limited cone size in the jet reconstruction on the jet energy resolution increases
with pseudorapidity as the hadronic shower size becomes larger. A deterioration of the resolu-
tion is observed in the crack regions, the effect being more pronounced when the jet reconstruc-
tion is limited to a cone. In the barrel calorimeter, the electronic noise, with digital filtering
applied, contributes 3.0 GeV (1.7 GeV) to the jet energy resolution when the jet is reconstructed
in a cone of ∆R = 0.7 (∆R = 0.4). The combined effect of pile-up and electronic noise, for a cone
size of ∆R = 0.4, is 4.7 GeV. The performance of two algorithms for jet energy determination
have been compared. The ‘H1 method’ applying weights to individual calorimeter cells pro-
vides a better energy resolution than the ‘Benchmark method’ which applies weights to the cal-
orimeter compartments. The jet energy can be determined without prior knowledge of the
particle level energy by using simple smooth functions describing the energy dependence of the
calibration coefficients without deterioration of the energy resolution. The residual energy non-
linearities in the calibration are smaller than 2% and 3% using the ‘H1 method’ and the ‘Bench-
mark method’, respectively. Effects of the order of few percent, that affect the extrapolation of
the calorimeter calibration for very high-pT jets, beyond the reach of in situ calibration, have
been discussed.

Figure 9-16 Apparent deviation from the QCD cross-

section due to the mis-calibration of the calorimeter.

Relative deviation from QCD
induced by an uncorrected non-linearity
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9.1.2 Jet algorithms

In this section, various types of jet algorithms are introduced and some of their basic properties
are discussed in the context of the reconstruction of a sample of medium-pT W’s, for which the
two decaying jets are in general well separated. More specific aspects linked to jet overlap or ef-
fects of final state radiation are discussed in Section 9.3 (mass reconstruction) and Section 12.5.1
(jet energy scale).

9.1.2.1 Description of a representative set of jet algorithms

There are two basically different approaches used in jet algorithms. The classical ‘cone’ algo-
rithm which builds a jet around a seed which is representative of the core of the jet and identi-
fied usually as the tower with highest ET. The ‘KT clustering’ algorithm [9-14] starts from the full
set of final hadrons, approximated by the towers in the calorimeter, and pairs the ‘closest’ ones,
the distance being evaluated typically as , and progres-
sively merges all ‘particles’ into jets.

The cone algorithm has several variants. The most basic approach consists of using the tower
with the highest ET as the jet seed and building a cone around that seed. Cells belonging to the
cone are not available for subsequent jet finding. The parameters are the ET

seed cut, the cone
opening radius and the minimum ET of the jet. Usually the centroid of the jet is recalculated
from the list of towers contained in the cone. This is the baseline algorithm used by ATLFAST.
An improvement to this simple approach is obtained by iterating the position of the centroid of
the cluster and the corresponding cone. Various strategies for jet energy sharing or jet merging
in the case of close jets or hard final state radiation have been considered.

Variants of the KT clustering algorithm use different merging criteria [9-10], and different ways
of ending the merging process, for example applying a cut on the distance or stopping at a cer-
tain predefined jet multiplicity. Intrinsically, there is no predefined jet size in this clustering al-
gorithm and the actual size of the jet will vary from event to event adapting to the
fragmentation or the presence of final state radiation. This clustering algorithm follows a combi-
natorial approach that requires looping many times over the towers and therefore is more time
consuming than the cone algorithm.

In a third strategy, all towers are classified in order of decreasing ET. The first tower is assigned
to the first cluster, the next tower will be assigned to the same cluster or a new one depending
on the distance ∆R= . One parameter of the algorithm is the ‘resolution’, the min-
imum distance between two jets. All towers in the list are sequentially assigned to the closest
cluster or a new cluster is started, the cluster centroid being re-evaluated each time a tower is
added. This mechanism provides automatically energy sharing, while the shape and size of the
cluster are not predefined. Optionally a fixed cone size can be required. This algorithm is de-
scribed in [9-15] and will be referred to as MGS in the figures.

9.1.2.2 Performance of the jet algorithms

The performance of various algorithms is reviewed in this section. The following cases have
been considered: the fixed cone algorithm (∆R = 0.4 and 0.7), the KT clustering algorithm with a
distance parameter Rcut used to stop cell merging set to 0.4, and the MGS algorithm with the
two-jet resolution parameter ∆R set to 0.3 (see [9-10] for a more detailed description of the pa-
rameters).

dij min ETi

2
ETj

2,( ) ∆η ij( )2 ∆φij( )2
+( )=

∆η( )2 ∆ϕ( )2+
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The differences arising from the jet algorithms
are illustrated here using a sample of W+jet
events with pT

W larger than 100 GeV. A mini-
mum ET of 20 GeV was required for the par-
tons. The range of ET

parton studied in this
sample extends from 20 to about 200 GeV.
Figure 9-17 shows the angular distance ∆R be-
tween the two jets.

Results from a particle level study using ATL-
FAST at low luminosity are shown in Figure 9-
18. The cone algorithm with ∆R = 0.7 shows
the best performance in that energy range: the
ratio of reconstructed jet energy to parton en-
ergy is almost independent of energy and
close to 1. The cone algorithm with ∆R = 0.4
shows losses varying from 10% at low ET to
about 3% at 200 GeV. The KT and the MGS al-
gorithms show a flatter distribution in ET but
with an average loss of about 8%.

The effect of minimum-bias events has been studied by adding an average of 50 minimum-bias
events generated with PYTHIA (with Poisson fluctuations). This number of events corresponds
roughly to the effective number of minimum bias events obtained when applying the calorime-
ter shaping functions. The events were simulated by ATLFAST and added at the level of the
projected ET (∆η×∆φ) matrix. A pT cut of 2 GeV per tower was applied. The result is shown in
Figure 9-19. The cone algorithm with ∆R = 0.7 suffers most from the effect of pile-up. For a cone
size ∆R = 0.4, the shift in the reconstructed jet transverse energy, compared to the case without
pile-up, is about 12% at 40 GeV and 2% at 100 GeV. The effect is slightly smaller in the case of
the KT algorithm. The same is true for the MGS algorithm even though it has a variable jet size.

Figure 9-18 Reconstructed ET of the jet divided by the ET of the parton for the W+jet sample: the left figure

compares the results of the fixed cone algorithm with cone size ∆R = 0.7 and ∆R = 0.4; the right figure shows

the results of the KT algorithm (Rcut = 0.4) and the MGS algorithm (resolution ∆R = 0.3).

Figure 9-17 Distance in η−φ space between the two

partons from W decays in W+jet events. The average

angular opening between the jets is 1.6.
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The figures demonstrate that the conversion from jet energy to parton energy depends on the jet
algorithm and on the amount of pile-up. Differences of the order of 10% may arise, the low-ET
end of the spectrum being most affected. In addition, the underlying physics affecting the rela-
tion of the jet energy to parton energy, such as the parton shower process and the subsequent
hadronisation together with initial state and final state radiation, depends on the physics proc-
ess and introduces additional differences. The issue of the calibration of the jet energy scale with
different physics processes is discussed in Section 12.5.

9.1.3 Low-pT jet reconstruction

The ability to veto events by detecting the presence of additional low-pT jets is a powerful tool
for the reduction of the background in many physics channels. An example of the power of a jet
veto is the case of Z+jet(s) events where the pT balance between the Z and the jet can be used for
in situ jet energy calibration, but multi-jet final states have to be vetoed efficiently to avoid bias-
es in the correction. Another example is the rejection of tt background that, due to its large
cross-section, affects many rarer physics processes. tt events tend to have high jet multiplicity
and jets with small transverse energy. An efficient detection of these jets down to low-pT is
needed for a good rejection of that background.

A study of the jet veto efficiency in Z+jets was carried out with ATLFAST and full simulation
(see Section 12.5.1.3 for more details). The standard fixed cone algorithm with cone size ∆R = 0.7
was used. Figure 9-20 shows the fraction of events where more than one jet is reconstructed as a
function of the pT threshold applied. In the full simulation, jets are reconstructed starting from
the projected ET matrix in (∆η×∆φ) with the calorimeters being calibrated at the EM scale.
Figure 9-2 shows that the reconstructed jet energy is typically of the order of 80% of the particle

Figure 9-19 Reconstructed ET of the jet divided by the ET of the parton for the W+jet sample, with an average

of 50 pile-up events added to the events and with an ET tower cut of 2 GeV: the left figure shows the results of

the fixed cone algorithm with cone size ∆R = 0.7 and ∆R = 0.4; the right figure shows the results of the KT algo-

rithm (Rcut = 0.4) and the MGS algorithm (resolution ∆R = 0.3).
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level jet energy. A good agreement is found between ATLFAST and the full simulation when
this factor is taken into account to define the equivalent pT threshold in the two sets of data, as
seen in Figure 9-20.

Particle level and full simulation studies have been carried out in the search for a heavy Higgs
signal ([9-16], [9-17], Section 19.2.10.2). The relatively low jet activity in the central region in this
case can be used to reject the backgrounds, specifically tt events which have two additional jets.
The efficiency of a jet veto, applied in the central region (|η|< 2), has been studied as a function
of the jet pT threshold. The jet veto efficiency, defined as the fraction of events with no additional
jet with pT larger than the threshold, is given in Figure 9-21. At low luminosity, the particle level
simulation gives efficiencies that are about 5% higher than the efficiency obtained for the fully
simulated Higgs signal. For the background of tt events, the agreement between particle level
and full simulation is good. At low luminosity the jet veto threshold can be lowered to 15 GeV
without losing much efficiency for the signal and while retaining a good rejection of the back-
ground. In the presence of high luminosity pile-up, minimum-bias events tend to generate low-
pT jets and the jet veto threshold has to be raised to 25 GeV to avoid a significant loss of efficien-
cy for the signal (see Figure 9-21).

9.1.4 Forward jet tagging

Jet tagging at large pseudorapidities is one of the main tools to reduce backgrounds in the
search for a heavy Higgs. For large Higgs masses [9-16][9-17], the dominant production process
is vector boson fusion: qq → q'q'WLWL → q'q'H. The two accompanying jets are typically detect-
ed in the region 2 <|η|< 5. This region is covered by the end-cap and FCAL calorimeters.

Figure 9-20 Fraction of events from the Z+jet(s) sam-

ple where more than one jet is reconstructed as a

function of the pT threshold applied. The black circles

are for fully simulated events and the open circles are

for particle level simulation with ATLFAST.

Figure 9-21 Comparison of the jet veto efficiency for

the Higgs signal and the tt background obtained at

particle level (open dots and triangles, respectively)

and with full simulation (black dots and triangles) for

low luminosity. For the Higgs signal, the black squares

show the efficiency at high luminosity.
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The granularity of the End-cap Calorimeter is
(0.1×0.1) in (∆η×∆φ) for |η|< 2.5, and (0.2×0.2)
for larger rapidities. The cells are projective in
pseudorapidity and azimuthal angle. This al-
lows the use of fixed transverse energy cuts in
the jet finding. On the other hand, the FCAL
read-out cells do not have a projective geome-
try in pseudorapidity and azimuthal angle,
but are constructed as cells in x and y, as
shown in Figure 9-22. There are two tile sizes
in two regions: one from |η|≈ 3.2 to|η| ≈ 4.2
and the other from |η|≈ 4.2 to the acceptance
limit at |η|≈ 4.9. Therefore it is not possible to
apply a fixed ET cut on the calorimeter towers
since the tile sizes change continuously in
pseudorapidity space. It is important to note that even if the towers were projective, the use of
fixed ET cuts would not be optimal. This is due to the fact that in the very forward regions, the
lateral spread of the hadronic showers becomes very significant. This can be seen in Figure 9-23
which shows the reconstructed jet pT inside a cone compared to the total pT reconstructed in the
FCAL. Energy losses at large pseudorapidities are clearly seen. The effect depends on the cone
radius; the smaller the cone, the larger the losses due to the lateral shower size. On the other
hand, the intrinsic response of the calorimeter is rather linear, as can be seen in Figure 9-24
which shows the total jet signal in the calorimeter calibrated at |η|= 4.1 with E = 1000 GeV jets
using one calibration factor for each of the three FCAL compartments. Deviations from non-lin-
earity appear only in the low-energy range: about 10% at 200 GeV and 20% at 100 GeV. Howev-

Figure 9-23 Reconstructed jet pT inside a cone nor-

malised to the total pT reconstructed in the FCAL as a

function of pseudorapidity and for various cone sizes.

The sample of jets used here are back-to-back di-jet

events (see Section 9).

Figure 9-24 Total energy measured in the FCAL for

various jet energies at different values of pseudorapid-

ity. The calibration coefficients have been adjusted for

E = 1000 GeV jets at |η| = 4.1. The hatched area rep-

resents the rms contribution of high luminosity pile-up

events in cones of ∆R = 0.4 to ∆R = 1.0.

Figure 9-22 Tile read-out scheme in x and y for the

FCAL.
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er, these low energies are not relevant for the FCAL as can be seen from the hatched area in the
figure that represents the rms of high luminosity pile-up in jet cones of ∆R = 0.4 to ∆R = 1.0.
Cuts based on the significance of the signal in the cells are more appropriate for the FCAL, the
significance being defined as the signal divided by the rms of the (high luminosity) pile-up
noise collected in a given cell.

The forward tagging efficiency has been studied with fully simulated events in the case of a
1 TeV Higgs produced via vector boson fusion where the two associated quarks are detected
typically in the region 2 <|η|< 5 (see [9-17] and Section 19.2.10.2). At lower rapidities
2<|η|< 2.9, in the End-cap Calorimeter, jets are tagged in the standard way. Each 0.1×0.1 tower
in (∆η×∆φ) above a 3 GeV ET threshold was considered as a potential jet seed. This threshold
was 6 GeV when pile-up noise was included. The energy of each tower within a radius of
∆R = 0.4 was added to the energy of the jet candidate. An ET threshold of 1.5 GeV was imposed
on the energy in the towers when pile-up was included. The energy of the jet was calibrated
without pile-up noise using the known value of the quark energy. The jet energy scale was ad-
justed to take into account the effect of the cuts and pile-up noise. Finally, a jet had to have a
minimum corrected transverse energy of 15 GeV to be ‘tagged’.

In the region 2.9 <|η|< 4.9, in the FCAL, the energies deposited in each tube of a given tile were
summed to form the cell signal. The pile-up energy rms was calculated for each tile in the three
longitudinal segments separately. The jet reconstruction proceeded as follows: tiles having a
significance higher than four were considered as potential jet seeds. The significance was de-
fined as the signal divided by the rms of the high luminosity pile-up noise collected in the cell.
This cut could go as high as 10 when high luminosity pile-up noise was added (see left plot of
Figure 9-25). The energy in a tile was added to the candidate jet energy if its significance was
greater than 1.0 and it was within a radius of ∆R = 0.4 of the seed cell. With pile-up noise, a cut
was imposed on the significance in a ∆R = 0.2 cone around the seed cell (see right plot of

Figure 9-25 The left plot shows the significance of the jet seed cell in the FCAL region. The significance is

defined as the signal divided by the rms of the high luminosity pile-up noise collected in the cell. The right plot

gives the total significance in a ∆R = 0.2 cone (the sum is linear) around the seed cell.
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Figure 9-25). This cut proved to be the most efficient discriminator between pile-up jets and sig-
nal jets. Finally, after calibration and the adjustment of the energy scale, which depended on the
cuts used, a corrected transverse energy of 15 GeV was required for the jet to be tagged.

The results obtained with this procedure for
the case of the 1 TeV Higgs are described be-
low. In the upper plot of Figure 9-26, it is im-
portant to note that the average pT of forward
quarks decreases as a function of pseudora-
pidity and that the tagging efficiency is not
only a function of the calorimeter acceptance
alone but depends also on the kinematics of
the physical process considered. Therefore, the
jet tagging efficiencies obtained here are not
directly applicable to other physics processes.
The lower plot of Figure 9-26 gives a compari-
son of the jet tagging efficiency without pile-
up between the full simulation and ATLFAST.
The ATLFAST results show good agreement
with the full simulation up to |η|= 4.0. Be-
yond this value, the transverse shower devel-
opment leads to energy losses in the full
simulation. The lower plot of Figure 9-26
shows also the forward jet tagging efficiency
obtained when high luminosity pile-up is in-
cluded. The various significance cuts de-
scribed earlier, as well as an energy cut on the
tagged jets in addition to the ET cut, were
tuned to optimise the jet efficiency while keep-
ing the fake jet rate at the level of 10% in the
whole 2 <|η|< 5 range. Compared to the low
luminosity case the efficiency decreases by less than 10%.

9.1.5 τ identification and measurement

Efficient reconstruction and identification of all lepton species are crucial at the LHC. τ-leptons
are the most difficult ones in this respect, since they produce neutrinos and hadrons among
their decay products. An example of the relevance of τ identification is given by the fact that,
over a large region of the MSSM parameter space, the heaviest Higgs bosons can only be ob-
served through their decays to pairs of τ-leptons (H/A → ττ, H± → τν). The sensitivity to these
channels depends strongly on the quality of the τ identification, since backgrounds from jets are
potentially very large (see Chapter 19).

The τ identification capability of ATLAS was evaluated by using fully-simulated events contain-
ing a Higgs boson A decaying to ττ , where one of the τ’s decays hadronically and the other lep-
tonically.

The τ identification is based on criteria, such as shower shape in the calorimeters, that can be
evaluated realistically only by using a detailed GEANT-based simulation of the detector re-
sponse. Therefore, high-statistics samples of fully-simulated events were used for this study.

Figure 9-26 The upper plot shows the average pT of

forward quarks produced in association with a 1 TeV

Higgs. The lower plot gives the jet tagging efficiency

for particle level and full simulation at low luminosity

for a 15 GeV ET threshold. It also shows the jet tag-

ging efficiency obtained with high luminosity pile-up,

adjusting selection cuts to maintain a constant fake

rate of 10% across pseudorapidity.
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They consisted of ∼ 21 000 H/A → ττ signal events (direct A production and bbA associated pro-
duction), corresponding to eight different A masses in the range 100-500 GeV, and of ∼ 11 000
background events (tt, bb, W+jets). About 16 000 τ’s and 15 000 jets with ET > 30 GeV and
|η|< 2.5 were available in the signal and background samples respectively [9-18][9-19]. In addi-
tion, a sample of ∼ 26 000 jets from QCD processes was used. Finally, a sample of 1000 isolated
τ’s decaying to hadrons, generated at fixed pT = 60 GeV and η = 0.3 (’single τ’s’), was used for
some checks. Low-luminosity operation was assumed in most cases, therefore approximately
two minimum-bias events were superimposed on the fully simulated events.

9.1.5.1 τ reconstruction

A jet was labelled as a τ-jet if the distance ∆R of the jet barycentre from the barycentre of the
hadronic part of the τ decay (hτ), as computed at particle level, was less than 0.3. By applying
this criterion, 98% of τ’s from A → ττ events with pT(hτ) > 30 GeV were labelled as τ-jets. The τ-
jet energy was reconstructed from the calorimeter cell energies, by applying the same calibra-
tion constants as used for the QCD jet reconstruction (Section 9.1). As a consequence, the τ ener-
gy was overestimated by ∼ 5% because the electromagnetic content of a τ-jet is on average larger
than that of a normal jet. The τ transverse momentum was defined as the pT of the visible decay
products. The τ charge was calculated from the charge of the associated tracks. Using the recon-
structed tracks associated to the jet within a cone of size ∆R < 0.4, the weighted jet charge was
defined as the sign of Σi|pi|qi, where qi is the charge of a track of momentum pi. In this way, the
sign of the τ charge was determined correctly in 92% of cases.

9.1.5.2 τ identification

Jets from hadronic τ decays and QCD can be distinguished by using the information from the
Calorimeters and the Inner Detector. Since hadronic τ decays are characterised by low multiplic-
ity (in 77% of the cases only one charged track is produced), a τ-jet consists in general of a well-
collimated calorimeter cluster with a small number of associated charged tracks. The following
variables were used to distinguish τ-jets from normal jets:

• Rem, the jet radius computed using only the electromagnetic cells contained in the jet. It is de-
fined as

where i runs over the cells of the EM Calorimeter contained in a cone of size ∆R = 0.7 around the
barycentre of the cluster, the coordinates of which are (ηcluster, φcluster).

• ∆ET
12, the fraction of transverse energy in the EM and hadronic calorimeters, which is con-

tained in a region defined by 0.1 < ∆R < 0.2 around the barycentre of the cluster. This is an isola-
tion criterion.

• Ntr, the number of charged tracks with pT above a given threshold (1, 2 and 5 GeV were used),
pointing to the calorimeter cluster within ∆R = 0.3.
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ETi
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The performance for τ/jet separation was studied in two cases, which are discussed below. The
first case is for A → ττ searches, where very stringent τ identification criteria must be adopted,
since a large rejection of the potentially large background is crucial. Here the goal was to select a
very pure τ sample, with a small contamination of QCD jets. In the second case, the τ efficiency
was studied as a function of the jet rejection over a broad range of efficiencies and rejections.
This gives rise to τ samples of different purities which can be used in a variety of physics chan-
nels according to the specific requirements.

τ / jet separation for A → ττ searches

A jet with ET > 30 GeV and |η|< 2.5 was identified as a τ-jet if it satisfied the cuts on Rem, ∆ET
12

and Ntr listed in Table 9-7. This table also shows the cumulative efficiency of these cuts for τ-jets
from direct and associated A production, for QCD jets and for the jets contained in typical back-
ground events to the A → ττ channel.

The criteria based on the calorimeter information (Rem and ∆ET
12) provide a rejection of about

170 against QCD jets for an efficiency of 40% for hadronic τ decays. This performance can be
further improved by cutting on the number of tracks associated with the calorimeter cluster. In
the Inner Detector, tracks belonging to a low-multiplicity jet are expected to be reconstructed
with high efficiency and negligible fake-track rate down to pT = 1 GeV even at the highest lumi-
nosities expected at the LHC [9-20]. Therefore, by requiring only one track with pT > 2 GeV as-
sociated to the calorimeter cluster, it was possible to improve the rejection against jets by a
factor between three and nine, depending on the physics channel. This performance can be fur-
ther improved by identifying photon conversions, which was not done for the study presented
here. On the other hand, requiring one or three tracks associated to the calorimeter cluster in-
creases the τ efficiency by a factor of 1.5, but does not improve the overall sensitivity because
the jet background increases by a factor larger than two. These results were obtained by using
generated tracks. When tracks reconstructed in the Inner Detector are used, the number of τ’s
with one associated track increases by 10%, due to inefficiencies in the track reconstruction. For
one-prong τ decays, the reconstructed track with the largest pT is within ±5 GeV of the generat-
ed track with the largest pT in 87% of cases. The impact of varying the track pT cut was also
studied: results are not significantly different for 1, 2 or 5 GeV thresholds [9-19].

The rejection against jets in tt events is larger than the rejection against jets in W+jet events, due
to the different jet type (quark or gluon) and pT distribution. The b-jet rejection is larger than the
rejection against light-quark or gluon jets.

Table 9-7 τ identification criteria used in the search for A → ττ events and their cumulative efficiency (in per-

cent) for various signal and background samples at low luminosity.

Variable Cut bbA → ττ A → ττ QCD jets b-jets tt W+jets

<pT> of
τ−jet (GeV)

80 73 44 58 65 52

Rem < 0.07 56 ± 1 45 ± 1 1.1 ± 0.1 1.9 ± 0.4 1.3 ± 0.2 2.9 ± 0.5

∆ET
12 < 0.1 40 ± 1 32 ± 1 0.6 ± 0.05 0.9 ± 0.2 0.7 ± 0.2 1.8 ± 0.5

Ntr (pT > 2) = 1 21 ± 1 17 ± 1 0.09 ± 0.02 < 0.06 0.08 ± 0.06 0.6 ± 0.3

Ntr (pT > 2) = 1 or = 3 32 ± 1 25 ± 1 0.19 ± 0.03 0.18 ± 0.1 0.2 ± 0.1 1.1 ± 0.3
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The results shown in Table 9-7 were obtained by using all clusters with pT > 30 GeV and
|η|< 2.5 reconstructed in the signal and background events. For a fixed set of selection cuts,
the τ identification efficiency increases with increasing pT (from 15 to 130 GeV) and the jet rejec-
tion shows a fast increase with pT up to 20 GeV and a smooth dependence above. The τ efficien-
cy depends also on the pseudorapidity, being higher in the central region of the acceptance [9-
19].

According to preliminary studies, additional selection cuts based on the information from the
strip section of the EM Calorimeter [9-19] provide no significant improvement on the τ efficien-
cy and jet rejection. This is due to the strong correlation with the criteria discussed above. How-
ever, the use of the η-strips for τ identification was not optimised for the study presented here,
and it is not excluded that further work may lead to some improvement in the performance.

τ efficiency versus jet rejection

The jet rejection which can be achieved as a function of the τ identification efficiency was stud-
ied by applying several different selection criteria, based on the variables Rem, ∆ET

12 and Ntr
(pT > 2 GeV), in order to cover values for the τ efficiency in the range 10% to 90%. Samples of τ’s
from bbA events and jets from QCD processes were used.

Due to the pT dependence of the τ identification performance, results are given for different pT
ranges. As an example, Figures 9-27 and 9-28 illustrate how the Rem distribution changes with
the transverse momentum of τ-jets and QCD jets respectively. In both cases, the distribution be-
comes narrower at high pT, therefore the τ efficiency increases with pT whereas the jet rejection
decreases. This behaviour can be inferred also from Figures 9-29 and 9-30, in which the τ identi-
fication efficiency and the jet rejection are presented as a function of the cut on Rem only. The
∆ET

12 distribution has little pT dependence. The Ntr distribution for τ’s does not depend on pT,
whereas Ntr increases with pT in the case of jets.

Figure 9-27 Rem distribution for τ-jets with different

pT: 15 < pT < 30 GeV (full line), 30 < pT < 70 GeV

(dotted line) and 70 < pT < 130 GeV (dashed line). All

distributions are normalised to the same number of

events.

Figure 9-28 As Figure 9-27 but for QCD jets.
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The total jet rejection, obtained in different pT ranges, is shown in Figure 9-31 as a function of
the τ identification efficiency. Straight-line fits are superimposed to each set of points and can be
used to parametrise the detector performance [9-21]. As expected, as pT increases the curves
shift towards larger τ efficiencies, for the same jet rejection.

The dependence of the τ efficiency on pseudorapidity was also considered. Whilst the jet rejec-
tion does not show any pseudorapidity dependence, the average τ identification efficiency over
the full pseudorapidity coverage (|η|< 2.5) is very similar to the efficiency over the region
0.7 <|η|< 1.5, whereas the efficiency is larger for |η|< 0.7 and smaller for |η|> 1.5.

Finally, the efficiency for single τ’s is larger
than that for τ’s from complete physics events.
For instance, the Rem distribution peaks at
larger values for τ’s from complete physics
events than for single τ’s. This is also due to
the choice of a relatively large cone (∆R = 0.7)
for the τ-jet reconstruction, so that other parti-
cles from the rest of the event contribute to the
τ-jet. As a consequence, with the selection cri-
teria used for the A → ττ study reported
above, the τ identification efficiency for single
τ’s is a factor ∼ 1.5 larger than for τ’s in physics
events.

Figure 9-29 τ identification efficiency, as a function of

the cut on Rem, for various pT ranges.

Figure 9-30 Jet rejection, as a function of the cut on

Rem, for various pT ranges.

0

20

40

60

80

100

0 0.1 0.2 0.3 0.4

Rem cut

τ 
ef

fi
ci

en
cy

 (
%

)

15<PT<30

30<PT<50

50<PT<70

70<PT<130

1

10

10
2

10 3

10 4

0 0.1 0.2 0.3 0.4

Rem cut
Je

t 
re

je
ct

io
n

15<PT<30

30<PT<50

50<PT<70

70<PT<130

1

10

10 2

10
3

10
4

0 20 40 60 80 100

τ efficiency (%)

Je
t 

re
je

ct
io

n

70<PT<130

50<PT<70

30<PT<50

15<PT<30

Figure 9-31 Jet rejection as a function of the τ effi-

ciency, as obtained over the region |η| < 2.5 and in

various pT ranges. Straight-line fits are superimposed.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

286 9   Jet, ET
miss, and mass reconstruction

9.1.5.3 τ veto

The capability of vetoing events containing τ’s should be useful for many physics studies at the
LHC, for instance to reject backgrounds (e.g. W → τν) to some SUSY channels (Chapter 20).

A study of the τ veto performance was made as a function of pT, since the difference in the
τ identification variables, in particular Rem, for τ’s and jets decreases with decreasing pT. The re-
sults are shown in Figures 9-32 and 9-33.

By requiring Ntr > 3 and Rem > 0.08, a jet efficiency of about 90% was achieved for pT > 60 GeV
and for a τ efficiency of only 5%. At lower pT, a τ efficiency of 5% was obtained with a lower jet
efficiency. A jet efficiency of 90% can be reached in this case only with a significant increase of
the τ efficiency.

9.1.5.4 Performance at high luminosity

The jet rejection and τ efficiency performance at high luminosity were studied by using A → ττ
events. For this purpose, fully-simulated pile-up events (Chapter 2) were superimposed on the
physics events. A threshold of ∼ 2.5σ of the pile-up noise was applied to the energy deposited in
the calorimeter towers. Towers were formed in each calorimeter by using the granularity of the
longitudinal compartment with the coarsest granularity and by adding longitudinally all cells
belonging to that calorimeter.

For the low-luminosity study, the Rem and ∆ET
12 variables were defined using the cell informa-

tion in the various compartments, while for the high-luminosity case they were based on the
tower information. This latter procedure gives a non-optimal definition of both variables but
simplifies the use of energy thresholds. It was also assumed that the number of tracks with
pT > 2 GeV is not affected when pile-up is added. After re-optimisation of the τ identification
cuts, τ efficiency and jet rejection performances similar to the low-luminosity case were ob-
tained at high luminosity [9-19].

Figure 9-32 Jet identification efficiency, as a function

of pT, for a fixed τ efficiency of 5%.
Figure 9-33 τ identification efficiency, as a function of

pT, for a fixed jet efficiency of 90%.
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9.1.5.5 Conclusions

Hadronic τ decays can be efficiently reconstructed and identified by using the information from
the calorimeters and the Inner Detector. In general, the τ efficiency depends on pT, pseudorapid-
ity and the physics process. For a τ identification efficiency of ~20%, a rejection factor of 170 to
1 200 can be achieved against jets from W+jets and tt production and of about 1 700 against b-
jets. This performance, which is similar at low and high luminosity, provides good sensitivity
for the A → ττ channel in the mass range 100 to 500 GeV (see Chapter 19). It is also possible to
veto 95% of the τ’s while mainting an efficiency of about 90% for all other jets.

9.2 ET
miss measurement

Good measurement of the missing transverse energy is needed at the LHC for two reasons.
Firstly, ET

miss is an important signal for new physics, e.g. production and decay of SUSY parti-
cles, production and decay of the Higgs boson in the channel H → ZZ → llνν. Therefore, mini-
misation of fake high-ET

miss tails produced by instrumental effects, such as jets badly measured
in a calorimeter crack, is mandatory in order to observe events characterised by genuine miss-
ing transverse energy. Secondly, in order to reconstruct a narrow invariant mass distribution for
new (heavy) particles involving neutrinos among their decay products, good ET

miss resolution
is needed. One example is the possible production of an A boson followed by the decay A → ττ.
The most critical experimental issues for a reliable and precise measurement of the event miss-
ing transverse energy are related to the performance of the calorimeters: good energy resolu-
tion, good response linearity and hermetic coverage are required.

9.2.1 ET
miss resolution

The detector performance in terms of ET
miss resolution was studied by using fully-simulated

H/A → ττ events in the H/A mass range 100–500 GeV. Typical ET
miss values for these events are

in the range 20-100 GeV [9-22].

Events were fully simulated in the pseudorapidity range |η|< 3. In the forward region
3 <|η|< 5 the contribution of the calorimeter resolution to the accuracy of the ET

miss measure-
ment is small (Section 9.2.1.3) and the CPU needed for full simulation very large. Therefore, the
detector response in this region was not fully simulated, but the particle energies were smeared
according to the expected resolution. A check with 500 events with mA = 150 GeV, fully simulat-
ed up to |η|= 5, was performed and gave similar results to the case where full simulation is
done over |η|< 3 only. Fully-simulated (over |η|< 5) samples of minimum-bias events were
used also for this study.

9.2.1.1 ET
miss reconstruction

The x and y components of the ET
miss vector (px

miss, py
miss) were obtained from the transverse

energies deposited in the cells with |η|< 3, taking into account the additional contribution
from the FCAL simulated at particle level as described above.
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In the following sections, the most relevant issues for a good ET
miss resolution are discussed one

by one. Crucial elements are sufficient pseudorapidity coverage and an accurate calibration of
all calorimeters, in particular in the region |η|< 3 which provides the dominant contribution to
the ET

miss resolution. The contribution of low-energy cells, such as cells outside jets, cannot be
neglected, and the cell energy cut-off applied in the presence of electronic noise and pile-up has
to be carefully tuned.

9.2.1.2 Calorimeter calibration

Particular attention was paid to the accurate calibration of all calorimeters and to the non-line-
arity of the response at low energy. The calibration accounts also for energy losses in the dead
material in front of the calorimeters (e.g. cryostats) and at the transition between different calo-
rimeter parts (cracks). The best ET

miss resolution is achieved by using three sets of calibration
constants for each calorimeter: one set for electromagnetic clusters, one set for hadronic clusters
and one set for cells outside clusters. For the study presented here, however, cells outside clus-
ters were calibrated in the same way as cells inside hadronic clusters. Therefore results are con-
servative, because the use of specific calibration constants for cells outside clusters, which
provide a correction for the non-linearity of the calorimeter response to low-energy particles [9-
18], improves the ET

miss resolution by ∼ 5%.

9.2.1.3 Calorimeter coverage

Calorimetric coverage up to |η|= 5 is essential for a reliable ET
miss measurement [9-22]: the res-

olution of each component of the ET
miss vector, as calculated at particle level for A → ττ events

with mA = 150 GeV, degrades from 2.3 GeV to 8.3 GeV if the calorimeter coverage is reduced
from |η|< 5 to |η|< 3.

On the other hand, the contribution of the forward region to the ET
miss resolution is small, be-

cause the particle transverse energy decreases at large rapidity. The resolution of each compo-
nent of the ET

miss vector, as obtained with full simulation of A → ττ events with mA = 150 GeV
[9-2], was found to be about 7 GeV (to be compared with 2.3 GeV at particle level), the main
contribution coming from the barrel region (about 5 GeV), followed by the end-cap region
(about 4 GeV) and the forward region (about 3 GeV).

The dead material in the transition region between the barrel and the end-cap calorimeters has
no significant effect on the width of the core of the ET

miss distribution. The impact of these re-
gions on the high-ET

miss tails is discussed in Section 9.2.2.

9.2.1.4 Electronic noise

When the electronic noise in the calorimeter is taken into account (Chapter 4), only cells with an
energy larger than 1.5σ are considered for the ET

miss reconstruction. The resulting resolution de-
teriorates by less than 10% compared to the resolution obtained without noise, the contribution
of the noise amounting to about 3 GeV. A study of the optimum cell cut-off was performed. The
ET

miss resolution deteriorates by a factor ∼ 1.3 if the cell cut-off is 2.5σ instead of 1.5σ. If cells out-
side jets, which are more than 50% of the occupied cells, are not included at all, the resolution of
the two ET

miss components degrades by a factor ∼ 1.3.
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9.2.1.5 Coherent noise

As discussed in [9-2], a coherent noise smaller than 3 MeV per channel (size:
∆ηx∆φ =0.025x0.025) in the EM Calorimeter gives no appreciable deterioration of the ET

miss

resolution and of the expected significance of a possible A → ττ signal, provided that a reopti-
misation of the cell energy cut-off is performed. For larger values of coherent noise, on the other
hand, the ET

miss resolution degrades in an unacceptable way. Therefore, a coherent noise of
smaller than 3 MeV per channel is one of the requirements for the EM Calorimeter electronics
(Chapter 4).

9.2.1.6 Results

The ET
miss resolution was studied with A → ττ

events, which are characterised by a genuine
ET

miss due to the presence of neutrinos, at low
luminosity, and with minimum-bias events,
which do not contain physical sources of miss-
ing energy, at low and high luminosity.

The resolution σ(pxy
miss) of each component of

the ET
miss vector is defined as σ(∆) where

9-7

where the first term on the right-hand side is
the sum of the x (y) components of the mo-
menta of all generated particles (neutrinos and
muons excluded) without any pseudorapidity
restriction, and the second term is the sum of
the x (y) momenta as reconstructed from the
calorimeters.

Figure 9-34 shows the dependence of
σ(px,y

miss) on the total transverse energy meas-
ured in the calorimeters ΣET for A → ττ events.
The result obtained using full simulation over |η|< 5 is compared to the result obtained with
full simulation over |η|< 3 only. No significant difference between the two approaches is ob-
served. The electronic noise of the EM Calorimeter was included, and a low-energy cut-off at
1.5σ was applied to the transverse energy deposited in each cell. The resolution of the ET

miss

components varies between about 5 and 10 GeV when mA varies between 100 and 500 GeV,
which allows a good mass resolution from the reconstructed A → ττ spectrum (Section 9.3.3.4),
and therefore high sensitivity to this channel (see Chapter 19).

The points shown in Figure 9-34 can be fitted with the form

where ET is expressed in GeV. This result includes the effect of both the energy resolution and
the limited coverage of the detector. If the contribution of the limited coverage is unfolded, then
the resolution becomes .
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The dependence of the ET
miss resolution on

the total transverse energy measured with the
calorimeters was also studied with minimum-
bias events fully simulated in the region
|η|< 5. Up to 48 minimum-bias events were
combined to obtain a large total transverse en-
ergy in the calorimeters. The results obtained
in this way are compared to the results from
A → ττ events in Figure 9-35: the agreement is
good and the parametrisations obtained for
both physics samples are the same. The con-
clusion of this study is that the ET

miss resolu-
tion scales like with
k ~ 0.46.

When the high-luminosity case was consid-
ered, the ET

miss resolution was defined in the
same way as in Equation 9-7, with the only
difference that the reconstructed ET

miss (sec-
ond term of the right-hand side of Equation 9-
7) was evaluated with the pile-up added in the
calorimeters. The contribution of the pile-up
in the forward region was neglected, because
it is small after a tower energy cut-off is ap-
plied (see below). From this definition it is clear that the ET

miss resolution is degraded by the
presence of pile-up. The impact can be reduced by applying a cut-off on the energy content of
the calorimeter towers. Figure 9-36 shows the dependence of σ(pxy

miss) on the cut-off. The reso-

Figure 9-35 Resolution of the two components of the

ET
miss vector, as a function of the total transverse

energy in the calorimeters, for minimum-bias events

and A → ττ events with mA=150 GeV at low luminos-

ity.

Figure 9-36 Resolution of the two components of the

ET
miss vector for A → ττ events with mA = 150 GeV at

high luminosity, as a function of the tower ET cut-off.
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lution is best for a cut-off of ∼ 1 GeV, which corresponds to about 2.5σ of the quadratic sum of
the electronic noise and pile-up. Despite the cut-off, the performance is degraded by a factor of
larger than two as compared to the low-luminosity case.

Figure 9-37 shows the contribution to σ(pxy
miss) coming from the pile-up and electronic noise

alone, as obtained by applying the optimum tower cut-off of 1 GeV. The contribution of the pile-
up in the FCAL is small if a cut-off is applied, which justifies the choice of simulating the pile-
up up to |η|= 3 only.

9.2.2 ET
miss tails

The detection of large ET
miss is an important signature in many physics channels. One example

is the search for a heavy Standard Model Higgs boson with a mass in the range 500-700 GeV in
the decay mode H → ZZ → llνν. The decay of one of the Z bosons to two neutrinos generates
large ET

miss (see Section 19.2.10.1). In that context, one of the potentially dangerous back-
grounds comes from Z+jet(s) events, where a badly measured jet could fake large ET

miss. The re-
jection factor needed is of the order of 1000 in the region of ET

miss larger than 200 GeV.

A sample of 4 667 Z+jet(s) events was fully simulated. A pT cut of 200 GeV was applied to the Z
at the generation level, and the Z was required to decay to two muons. Since the interest is in
the impact that the calorimeter cracks and dead material could have on the measurement of
ET

miss, and therefore in using as many events as possible of the sample of fully simulated jets,
no additional requirements on the pT or pseudorapidity of the muons were set and the particle
level muon momentum was used in the ET

miss calculation. On the other hand, the probability of
radiative muon processes is non-negligible for very energetic muons. In that case, the muons
deposit energy in the calorimeter affecting the pT balance. To eliminate radiative muons, events
with a jet reconstructed within ∆R = 1 of the direction of the muon were rejected. The particle-

Figure 9-38 ET
miss distribution from Z+jet events with

pT
Z > 200 GeV: the full line is for the case where the

jet is undetected and the dashed for the fully simulated

jets.

Figure 9-39 Pseudorapidity of the jet with the highest

pT for the events with ET
miss larger than 50 GeV.
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level momentum of the muon was used, correcting simply for the average energy loss in the cal-
orimeter. A sample of 3 826 events passed that selection. The resulting ET

miss distribution is
shown in Figure 9-38 as a dotted line. There are only two events with ET

miss above 200 GeV.
Those events contain a high-pT neutrino, hence they contain genuine ET

miss. The full line in the
same figure represents the ET

miss reconstructed in the event if the jet balancing the pT of the Z
would go completely undetected. It can be seen that the rejection factor of 1000 needed above
200 GeV is achieved. Figure 9-39 shows the pseudorapidity of the jet with the highest pT for the
events that have a ET

miss larger than 50 GeV. Although the statistics is not large, one sees an ac-
cumulation of events around |η|= 1, the region of the vertical crack between the barrel and ex-
tended barrel calorimeters, which results from the deterioration of the jet energy resolution in
that region. There is also some accumulation of events around |η|= 0, where the deterioration
of the resolution comes likely from the fact that particles from the jets are parallel to the orienta-
tion of the scintillator tiles of the tile barrel calorimeter. In this configuration, the sampling frac-
tion of the calorimeter is less uniform.

The resolution σ(pxy
miss) has been studied as a

function of the total sum of transverse energy
in the calorimeter (ΣET). In addition to the
sample of Z+jet(s) events with pT

Z > 200 GeV,
a second sample of 4 554 events with
pT

Z > 40 GeV has been used. The σ(pxy
calo) is

reconstructed in the calorimeter and is com-
pared to σ(px,y

µ), the pT components of the two
muons from the Z decay. In this case, the
muon momentum is reconstructed in the
Muon System and no cut to reject radiative
muons has been applied. Since there is no true
ET

miss in these events, except for the few
events that may contain a neutrino, the two
components px,y

calo and px,y
µ should be equal

and opposite and the distribution of their dif-
ference can be fitted by a Gaussian whose sig-
ma gives the resolution on the measurement
of the components of the ET

miss vector in the
event. The values of sigma are shown in
Figure 9-40 as a function of the total trans-
verse energy in the calorimeter, taken as the
sum of the transverse energy of the recon-
structed jets. The resolution is shown for the full simulation and ATLFAST.

The full simulation gives a resolution about 20% worse than ATLFAST. The range of energies of
the jets that are contributing to this sample is very large: from 20 GeV to about 800 GeV. In the
full simulation, the ET

miss is calculated from the sum of the energy of all cells of the calorime-
ters, applying to each calorimeter a single constant factor that corrects on average for the effect
of the non-compensation of the calorimeter. These coefficients have been fitted to minimise the
resolution for the overall sample. In ATLFAST, the px,y

calo is calculated from the energy of the re-
constructed jets at particle level (cone ∆R = 0.4) smeared with a resolution given by

, where cells unused in clusters are also taken into account. As was seen
in Section 9.1.1, the best jet energy resolution is obtained when the calibration coefficients de-

Figure 9-40 σ(pxy
miss) as a function of ΣET in the

calorimeter for Z+jet(s) events: detector resolution and

physics effects are included (see text). Black dots are

for full simulation and open dots for ATLFAST.
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pend on the jet energy and pseudorapidity and when correction terms taking into account the
energy loss in dead material are added. Therefore the resolution obtained here with the simple
algorithm used in this study is not optimum.

The resolution presented in Figure 9-40 is larger than the experimental resolution σ(pxy
miss) giv-

en in Section 9.2.1.6 which is fitted by the form: . There are various ef-
fects that contribute to this difference. The above expression includes the detector energy
resolution and the effect of the limited calorimeter coverage, since it is obtained by comparing
the reconstructed pT in the calorimeter to the sum of the pT of all the particles without restriction
in pseudorapidity, but does not include the fluctuation of the fragmentation process that con-
tributes to the overall pT balance of the event which is shown here. For example, the rms of the
sum of the pT of the particles resulting from the fragmentation of a 200 GeV quark (resp.
1000 GeV) at |η|= 0.3 is 5.5 GeV (resp. 16 GeV). In addition, in the sample of events considered
here, the transverse energy measured in the calorimeter is deposited essentially by a single
high-pT jet. In that case, the contribution of the constant term of the jet energy resolution is im-
portant. When an equivalent amount of transverse energy is deposited by various jets, the most
common physics case, then the resolution is dominated by the statistical term. This can be illus-
trated by a simple example: if n jets share equally the total energy E, then the energy resolution
of each individual jet is and the total energy resolution is

.

In this section it has been shown that no large ET
miss tail is produced by badly reconstructed jets

in the less uniform sections of the hadronic calorimetry. In addition, to obtain the best ET
miss

resolution, especially when a large range of jet energies is involved in a process of interest, one
should apply an algorithm that adjusts the weights according to the jet energy and pseudora-
pidity and adds correction terms for energy loss in dead material.

9.3 Mass reconstruction

In this Section, the reconstruction of the mass of objects decaying to jets is discussed: the cases
considered are W → jj, H → bb, Z → ττ  and H/A → ττ, and tt final states.

9.3.1 W → jj

The reconstruction of two jets coming from the hadronic decay of W bosons will play an impor-
tant role in many physics signals at the LHC. These signals include: the search for SUSY, the
search for a heavy Higgs boson, the measurement of the top quark mass, and QCD studies. The
resolution on the reconstructed mass is influenced by physics effects, such as jet fragmentation,
jet overlap, final state radiation and minimum-bias events, and detector effects such as calorim-
eter response, hadronic shower size and electronic noise. The relative importance of the differ-
ent effects, and hence the best reconstruction strategy, depends on the pT range of the W decays
considered, since low-pT W bosons decay to well separated low-energy jets while in the case of
high-pT W decays, the two jets tend to overlap.

In this section, a study of the di-jet mass resolution, tails and efficiency for different ranges of pT
of the W is presented. The relative merits of different reconstruction algorithms are discussed
and the detector effects for different luminosity scenarios are shown. More specific uses of

σ pxy
miss( ) 0.46 ΣET×=

σ jet 50% E n⁄× 3% E n⁄×⊕=

σtot 50% E× 3% E× n⁄⊕=
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W → jj decays such as the measurement of the top mass or the use of the W mass constraint for
in situ jet energy-scale calibration are treated separately in the section on the top mass measure-
ment (see Section 18.1.3) and in the section on absolute energy scale (see Section 12.5.1.2).

Three typical ranges of pT of the W are considered: the very low-pT range (below 50 GeV), the
mid-pT range (100 to 200 GeV) from W+jet, WZ or top production, and the high-pT range (200-
700 GeV) from heavy Higgs (mH = 1 TeV) decays. Three different methods have been consid-
ered:

• Method 1: the mass is calculated from the four-momenta of the two massless jets.

• Method 2: the mass is calculated from the four-momentum of each calorimeter tower
(mtower=0)  inside the two jets.

• Method 3: same as Method 2 but the energy is collected in a single cone to treat decays
with severe overlap.

9.3.1.1 Low-pT range

For the decays of low-pT W’s (see [9-23] for details) methods 1 and 2 have been applied using a
fixed cone algorithm with ∆R = 0.4. Figure 9-41 shows the reconstructed mass spectrum for W
bosons. These events were fully simulated. A simple calibration of the jet energy was done by
multiplying the reconstructed energy by the average ratio of the parton energies to the jet ener-
gies. This needs to be done on a case-by-case basis, depending on the reconstruction method,
the cone size and whether pile-up was included. The two jets in this sample are very well sepa-
rated. The average angular distance ∆R is 3, and the resolution on the reconstructed W mass is
dominated by the jet energy resolution. The resolution, resulting from a ±2σ Gaussian fit, is
9.5 GeV without pile-up and 13.8 GeV with pile-up (applying a 1 GeV ET tower cut) for W de-
cays to jets with pT greater than 25 GeV. The reconstructed mass is compatible with the generat-
ed value of mW = 80.5 GeV. The addition of the pile-up did not bias the reconstructed mass for
method 1 and shifted it down by about 2 GeV for method 2.

9.3.1.2 Mid-pT range

W bosons from WZ and W+jet production have been used to study W’s with pT above 100 GeV,
with an average value of the order of 120–150 GeV (see [9-23] and [9-15]). The angular distance
∆R between the two partons from W decays in the W+jet events is shown in Figure 9-17. The av-
erage jet angular distance of the WZ sample is slightly lower (1.3) than the one of the W+jet sam-
ple (1.6).

Methods 1 and 2 (see [9-23]) were applied to the WZ sample using a fixed cone algorithm with
∆R = 0.4. The data were fully simulated and the jet energy calibrated as described in
Section 9.3.1.1. The results are shown in Figure 9-42. The two methods show a similar shape for
the mass spectrum: there is a Gaussian component but a low-mass tail appears. The Gaussian
part comes from the resolution of the jet energy. The tail appears for the events with a small
opening angle between the jets, for ∆R between 0.5 and 1. The tail comes from a bias in the angle
between the jets. This can be verified by calculating the mass from the reconstructed jet energies
but using the true angle between the partons instead of the reconstructed angle. In that case, the
low-mass tail disappears but not when the true quark energy is used together with the recon-
structed angle. Even though a cone size ∆R = 0.4 was used, energy from one jet is included in
the other, inducing a bias in the direction. The average reconstructed mass is (80.7 ± 0.4)GeV for
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method 1 and (79.5 ± 0.2)GeV for method 2 while the resolution is (7.7 ± 0.3)GeV and
(8.3 ± 0.4)GeV, respectively. The addition of pile-up worsens the resolution to (12.9 ± 0.4)GeV
even when increasing the cut on the jet transverse energy to 30 GeV.

The performance of method 1 with various jet algorithms has been tested on the sample of
W+jet events with ATLFAST [9-15]. In this case, the particle-level energy of the reconstructed jet
was used (no average calibration factor to the parton energy scale was applied). The compari-
son was made for the following algorithms: the conventional fixed cone jet algorithm for two
cone sizes ∆R = 0.7 and 0.4, the KT clustering algorithm (with the distance parameter used to
stop cell merging set to Rcut = 0.4 [9-14],[9-10]), the MGS algorithm (with the two-jet separation
parameter ∆R set to 0.3 [9-15]).

Figure 9-43 shows the result for the low-luminosity scenario. The cone method with ∆R = 0.7
gives the best performance: the average reconstructed mass is 78 GeV. The KT and MGS algo-
rithms reconstruct a mass average 3 GeV lower. For the cone method with ∆R = 0.4, the average
reconstructed mass is even lower, 72.5 GeV.

Figure 9-44 shows the results for the high-luminosity scenario. The effect of minimum-bias
events was simulated by adding an average of 50 minimum bias events generated with PY-
THIA (with Poisson fluctuations) and simulated by ATLFAST. The events were added at the
level of the projected ET (∆η×∆φ) matrix. A cut of 2 GeV ET was applied to the towers to limit
the pile-up effect. In this case, the performance of the cone method with ∆R = 0.7 was seriously
deteriorated, while the cone method with ∆R = 0.4, the KT and MGS algorithms showed similar
performance: the addition of pile-up contributed about 10 GeV (in quadrature) to the resolu-
tion, as observed also in the fully simulated WZ sample. On the other hand, the average recon-
structed mass increased by 6.5 GeV for the cone method with ∆R = 0.4, 7 GeV for the KT
algorithm and 6 GeV for the MGS algorithm.

Figure 9-41 Reconstructed mass for low-pT W’s: full

line shows method 1 (jet four-vector), and the dashed

line shows method 2 (tower four-vector).

Figure 9-42 Reconstructed mass for mid-pT W’s: full

line shows method 1 (jet four-vector), and the dashed

line shows method 2 (tower four-vector).
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Figure 9-43 Reconstructed W mass without pile-up events for the W+jet sample: a) fixed cone algorithm with

cone sizes ∆R = 0.7 (average mW = 78 GeV) and ∆R = 0.4 (average mW = 72.5 GeV); b) the KT algorithm

(average mW = 75 GeV) and the MGS algorithm (average mW = 75 GeV).

Figure 9-44 Reconstructed W mass with pile-up events added to the W+jet sample and with an ET tower cut of

2 GeV: a) fixed cone algorithm with cone size ∆R = 0.7 (full line) and fixed cone with ∆R = 0.4 (dashed line); b)

MGS algorithm (full line) and KT algorithm (dashed line).
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9.3.1.3 High-pT range

The search for a heavy Higgs boson
(mH > 600 GeV) in the decay channel
H → WW → lνjj is one of the cases where an
efficient reconstruction of high-pT W’s will be
essential ([9-16],[9-17]). The separation in η×φ
for the case of a 1 TeV Higgs boson, is shown
in Figure 9-45. Due to the boost, the two jets
can be very close and will overlap. The range
of ET

parton studied in this fully simulated sam-
ple extends from 20 to about 500 GeV.

In the case of method 1, where the W mass is
reconstructed from the four-momenta of the
two jets, the fixed cone algorithm has to be ap-
plied with a narrow cone in order to be effi-
cient at separating the two jets. In this case the
energy inside the cone tends to under-estimate
the parton energy and the resolution deterio-
rates.

The results obtained with method 1 for various jet algorithms are shown in Figure 9-46 for the
high-luminosity scenario with a 2 GeV cut on the tower ET. In this particle level study, the ener-
gy of the jet is taken from the reconstructed particle-level jet energy. No additional calibration
factor to equalise the jet energy to the parton energy was applied. In the case of the standard

Figure 9-46 Reconstructed W mass with pile-up events for the 1 TeV Higgs boson sample, with an ET tower cut

of 2 GeV: a) cone algorithm with cone size ∆R = 0.3 but iterating direction and jet energy sharing (an option of

the MGS algorithm (full line), standard fixed cone algorithm with cone size ∆R = 0.3 (dashed line); b) MGS algo-

rithm (resolution = 0.3, full line), KT algorithm (Rcut = 0.3, dashed line).

Figure 9-45 Distance ∆R between the two quarks

from the WW decay of a 1 TeV Higgs.
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fixed cone algorithm, a low energy tail can be seen, due to the bias in the angle in the case of jet
overlap. The tail can be reduced and the resolution improved by iterating the jet direction, re-
sulting in the energy being shared between the two jets without biasing the jet that is recon-
structed first, as happens in the standard cone algorithm. The low energy tail is further reduced
in the case of the KT and MGS algorithms with variable jet size but at the cost of some loss of ef-
ficiency.

When there is severe overlap between the jets, method 2 and method 3 may be more efficient.
This follows since they have the advantage that very narrow initial cones (∆R = 0.2) can be used
to find the jet direction and that no energy sharing is needed, only the list of towers to be con-
sidered has to be known.

The performance of methods 1 and 2 has been
studied with a sample of fully simulated
heavy Higgs events. In this case, the recon-
structed jet energies in the calorimeter are cali-
brated by multiplying by a constant factor
taken as the average ratio of the parton energy
to the reconstructed jet energy. The mass scale
(defined as the ratio of the reconstructed W
mass divided by the generated mass) is shown
in Figure 9-47 as a function of the pT of the W.
The mass scale is divided, on an event-by-
event basis, by the jet energy scale (the ratio of
the reconstructed jet energy divided by the
parton energy). In the case of method 1, a narrow ∆R = 0.2 cone has been used to determine first
the jet barycentres. A cone of ∆R = 0.4 is then used to evaluate the jet energies; jet energy shar-
ing is done by attributing the energy from a cell in the overlap region to the closest jet. The ratio
of the mass scale to the jet energy scale is of the order of 0.95 and decreases slightly as a function
of the pT of the W, about 2% between 250 and 700 GeV. When the jets overlap, energy from one

Figure 9-48 Reconstructed W mass using Method 2 after applying a linear correction as a function of the pT of

the W at low luminosity (left) and with high luminosity pile-up included (right)

Figure 9-47 The ratio of the mass scale to the jet

energy scale as a function of pT
W for method 1 and

method 2 (see text).
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jet gets included in the other one and result in the centres being too close which lowers the re-
constructed mass. For method 2 (the same is true for method 3), the ratio of mass scale to jet en-
ergy scale is larger than one and increases significantly with the pT of the W. This results from
the following effect: when a particle points to a tower, it deposits its energy not only in that tow-
er but also in the neighbouring towers because of the lateral shower size. When the mass is cal-
culated, the energy is weighted according to the relative angle of each tower. Instead of all the
energy of a particle being assigned to the tower that was hit, part of it is in the neighbouring
towers. The overall effect is that the mass gets larger as shower size effects become more impor-
tant. The W mass spectrum reconstructed with method 2 is shown in Figure 9-48 at low and
high luminosity. A linear correction as a function of the pT of the W has been applied to the mass
to correct for the systematic bias mentioned above. The reconstructed mass is 80.5 GeV and the
resolution is 5.0 GeV (6.9 GeV) at low (high) luminosity.

9.3.1.4 Conclusions

Jets from low-pT W boson decays are well separated and the mass resolution is dominated by
the jet energy resolution. As the pT of the W increases, the jets start to overlap and the resulting
systematic effects on the reconstructed mass are very dependent on the reconstruction method
used.

9.3.2 H → bb

WH production, followed by the decay H → bb, is a promising channel to observe a Higgs boson
signal at the LHC, both in the context of the Standard Model and of the MSSM, if the Higgs
mass is in the range 80–100 GeV. In addition, h → bb decays are expected to be a clean signature
of SUSY final states, since over a large region of the parameter space squarks and gluinos in-
clude the h boson among the products of their cascade decays (Chapter 20). The reconstruction
of the Higgs mass in the bb channel and the resulting mass resolution were studied by using ful-
ly-simulated events at low and high luminosity, and are discussed below. More details about
this channel can be found in Section 19.2.4.

9.3.2.1 WH generation and selection

A sample of about 900 WH events, with H → bb and W → lν (l = e, µ), were generated with PY-
THIA 5.7, including initial-state radiation, final-state radiation and hadronisation. The Higgs
mass was chosen to be mH = 100 GeV. Events were selected if the b-quarks satisfied pT > 15 GeV
and |η|< 2.5. The sample was then processed with the full-simulation chain.

In the following, a reconstructed jet was defined as a b-jet if its distance from a b-quark with
pT > 5 GeV (after final-state radiation) was ∆R < 0.2. No b-tagging in the Inner Detector was re-
quired explicitly for the study presented here. This is not expected to bias the Higgs mass recon-
struction as obtained from the calorimeters.

9.3.2.2 WH reconstruction at low luminosity

Jets were reconstructed with cones of size ∆R = 0.7. The efficiency for reconstructing one or both
b’s produced in the Higgs boson decay is 83% and 69% respectively, where a b-jet is defined ac-
cording to the criteria described in the previous section. Figure 9-49 shows the reconstructed in-
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variant mass of the two b-jets for events where both b’s are reconstructed and both have
pT > 15 GeV. The jet energies were scaled by the average value of Kjet = pT

parton/pT
jet, where

pT
parton is the transverse momentum (before final state radiation) of the parton which initiated

the jet. This correction factor decreases when pT
jet increases and it becomes asymptotically equal

to unity for pT
jet > 50 GeV [9-24]. Before such a correction was applied, a large down-shift of the

peak of the reconstructed two-jet mass was observed, which was mostly due to final-state radi-
ation, hadronisation and the decay of the b-quarks: energy leaks outside the jet cone and the
presence of neutrinos among the decay products are responsible for the degradation of the mass
resolution and the appearance of low-energy tails. As a consequence, only 82% of the events are

contained inside a window of ±20 GeV around the peak of the distribution. After the calibration
of the b-jet energy, the reconstructed mass peak is at the expected position, as it can be seen from
Figure 9-49, and the mass resolution is ∼ 15 GeV. This can be compared with a mass resolution of
12.8 GeV obtained with ATLFAST [9-24]. It should be noted that the b-jet scale will be calibrated
in situ at the LHC by using for instance Z+jet events (see Section 12.5.1.3).

9.3.2.3 WH reconstruction at high luminosity

To study the b-jet reconstruction and mass resolution at high luminosity, pile-up was added to
the signal sample in the way discussed in Chapter 2. Only calorimeter towers with a transverse
energy content of larger than 1 GeV were used to reconstruct the jets. A jet cone size of ∆R = 0.4
was chosen in this case in order to minimise the impact of pile-up. The b-jets were required to
have pT > 15 GeV and the jet energies were calibrated as described above. Figure 9-50 shows the
reconstructed invariant mass distribution of the two b-jets at high luminosity. The mass resolu-
tion is 16 GeV and 80% of the events are contained in a window of ±20 GeV around the mass
peak.

Figure 9-49 Reconstructed invariant mass distribu-

tion of the two b-jets in the final state for H → bb

events with mH = 100 GeV at low luminosity.

Figure 9-50 Reconstructed invariant mass distribu-

tion of the two b-jets in the final state for H → bb

events with mH = 100 GeV at high luminosity.
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9.3.2.4 H → hh → bbbb

This channel was studied to assess the capability of reconstructing final states where more than
one resonance decaying to jets is produced [9-25]. A high-statistics sample of fully-simulated
H → hh → bbbb events with mH = 300 GeV and mh = 80 GeV was used. Pile-up and electronic
noise were not included.

Jets were defined as b-jets according to the cri-
teria discussed in Section 9.3.2.1. Firstly, both
h → bb decays were reconstructed by assum-
ing that the h boson has been discovered al-
ready and therefore its mass is known. This
was used as a constraint to find the optimum
combination of the four b-jets into two pairs,
and therefore to reduce the combinatorial
background. The chosen combination was the
one which minimised χ2 = (mbb − mh)2 + (mbb −
mh)2. The resulting h → bb mass resolution was
found to be 11 GeV for mh = 80 GeV, with an
event acceptance of 89% inside a mass win-
dow of ±2σm around the peak. After selecting
events where both bb masses are inside the
above-mentioned mass window, the b-jet four-
momenta were recalibrated by applying the
constraint mbb = mh. Finally, the four b-jet mass
distribution was reconstructed (Figure 9-51).
The resulting H mass resolution was about
13 GeV, with ~82% of the events inside a mass window of ±2σm.

9.3.3 ττ final states

In this section, the reconstruction of heavy particles decaying into τ pairs, with one τ decaying
hadronically and the other one leptonically, is discussed. Such final states are expected for in-
stance from the possible production and decay of the supersymmetric Higgs bosons A and H.
Two methods to reconstruct the ττ invariant mass, one based on all products from τ decays and
one on the visible decay products only, are presented.

The section starts with a discussion of Z → ττ → jet+lepton events, which could be used as a
control sample for ττ final states. Indeed this sample would allow tests of the methods used to
reconstruct the ττ invariant mass, and checks of the overall calorimeter calibration since the ττ
invariant mass is obtained from several different objects (leptons, hadrons, missing transverse
energy). Furthermore, the possibility of using these events for a precise measurements of the τ
lifetime is briefly described. Finally, the reconstruction of H/A → ττ events, and the performance
in terms of mass resolution and acceptance in the mass bin, are discussed.

9.3.3.1 Z → ττ reconstruction from all decay products

Fully-simulated samples of Z → ττ → jet+lepton events and of the main backgrounds were used
for the study presented here, together with a sample of events simulated with ATLFAST.

Figure 9-51 Reconstructed four b-jet mass spectrum

for H → hh → bbbb with mH = 300 GeV.
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The invariant mass of the τ-pair produced in the decay of a Z boson, or of any other particle, in
the channel

can be reconstructed under the assumptions that mτ = 0, that the direction of the neutrino sys-
tem from each τ decay (ν1 = ντ, ν2 = νl + ντ) coincides with that of the detected products of the τ
decay, and that the τ decay products are not back-to-back.

The reconstructed mass is then given by

where E1 and E2 are the energies of the detected products from the τ decay, Eν1 and Eν2 are the
energies of the two neutrino systems, and θ is the angle between the directions of the detected
products. Eν1 and Eν2 are obtained by solving the system

where u1 and u2 are the directions of the detected products, and px
miss and py

miss are the two
components of the ET

miss vector. This system can be solved if the determinant, sin ∆φ, is not ze-
ro, where ∆φ is the azimuthal angle between the jet and the lepton produced in the τ decay. The
kinematics of the event, the accuracy in the measurement of px

miss and py
miss in the calorimeter,

and the assumption made on the particle directions contribute to the width of the reconstructed
mass and can result in unphysical negative solutions for Eν1 and Eν2. In this case, the Z mass
cannot be reconstructed. The mass resolution obtained in this way is proportional to
σ(ET

miss)/|sin ∆φ|, therefore both the ET
miss resolution and the azimuthal separation between

the lepton and the jet are important in the mass reconstruction. The variable ∆φdepends on the
pT of the parent particle (e.g. a Z), and it is concentrated around π if the pT is small, as shown in
Figure 9-52. The dependence of the reconstructed ττ mass on ∆φ is illustrated in Figure 9-53 in
the case of Z production and decay; if ∆φ is close to π(back-to-back events), the neutrino system
yields bad solutions giving rise to tails at high values of the reconstructed mass.
Table 9-8 shows the mean value and the sigma of the ττ invariant mass distribution for Z → ττ
decays, together with the fraction of events lost in the individual selections of the mass recon-
struction procedure. All events were used at this level, without applying any cuts, and a 100% τ
identification efficiency is assumed. Therefore, event losses were due to cases where the above-
mentioned system of equations yielded unphysical solutions for the neutrino energies. Starting
from the mass distribution as generated by PYTHIA (first step), four other steps were consid-
ered. In the second step, mττ was reconstructed by using the particle level information, that is
using the generated energies and directions. In particular, the components of the ET

miss vector
were calculated without any restriction on the pseudorapidity coverage of the detector. At this
stage, the event loss and the deterioration of the mass resolution were due to the assumption on
the directions of the τ decay products. In the third step, the reconstructed mass was obtained in
the same way as in the second step but using a cut |η|< 5 for the ET

miss reconstruction. The re-
sulting event loss and deterioration of the mass reconstruction were due to the limited pseudor-
apidity coverage of the detector. In the fourth step, px

miss and py
miss as obtained from full

simulation were used. The deterioration of the performance was due to the ET
miss experimental

resolution. Finally, in the fifth step, the reconstructed energies and directions of the jet and the
lepton were used. It can be seen that the event losses and the deterioration of the mass recon-
struction and resolution are mainly due to the assumption on the particle directions, to the lim-
ited pseudorapidity coverage of the detector and to the ET

miss resolution.

Z ττ jet ντ lνlντ→ →

mττ 2 E1 Eν1+( ) E2 Eν2+( ) 1 θcos–( )=

px
miss py

miss( ) Eν1u1( )
x y( ) Eν2u2( )

x y( )+=
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An analysis similar to that used to select final states due to the production and decay of the A
boson (Chapter 19) was performed to extract a clean sample of Z events, with a well recon-
structed mass, from the main backgrounds (W+jets and bb production). The following cuts were
used for this purpose:

• The τ-jet should be identified according to the criteria described in Section 9.1.5.

• pT
jet > 30 GeV, |η|jet < 2.5.

• pT
lepton > 16 GeV and |η|lepton < 2.5 for the lepton produced in the leptonic τ decay.

• No tagged b-jet in the event.

• Transverse mass mT (lepton-ET
miss) < 50 GeV.

• 1.8 < ∆φ< 2.7 or 3.6 < ∆φ< 4.5.

• 66 GeV < mττ < 116 GeV.

Figure 9-52 The azimuthal angle between the jet and

the lepton produced in the decay of the two τ’s as a

function of the generated pT of the Z.

Figure 9-53 The reconstructed Z → ττ mass as a

function of the azimuthal angle between the jet and

the lepton produced in the decay of the two τ’s.

Table 9-8 For Z → ττ decays, the mean value and the σ of the reconstructed mass spectrum, and the fraction of

events lost, as a function of the selection in the reconstruction procedure (see text).

Selection <mττ> (GeV) σ (mττ) (GeV) Lost events

Generation level 91.2 1.7 0

Particle level 92.0. 7.4 28%

Particle level |η| < 5 97.0 12.0 46%

ET
miss from full simula-

tion
97.6 15.3 52%

Reconstructed jets and
leptons

98.7 15.8 52%
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About 3 500 signal events satisfying the above
cuts are expected with 10 fb-1 of integrated lu-
minosity. The background is about 20%
(Table 9-9). The background can be further re-
duced by applying a more stringent cut on the
transverse mass (mT < 25 GeV), which re-
moves W+jet events, and by introducing a cut
on the missing transverse momentum
(ET

miss > 18 GeV), which rejects bb final states.
With this set of cuts, the background in the
mass window is reduced to ~6% and about
1 300 signal events are expected for 10 fb-1 of
integrated luminosity. The reconstructed Z
mass obtained in this way (Figure 9-54) is well
centred at the nominal value and has a resolu-
tion of about 9 GeV.

It should be noted that the results shown in
the last row of Table 9-8 were obtained with-
out applying any cuts. In particular the ∆φ cut
improves significantly both the mass resolu-
tion and the correct reconstruction of the mass
peak.

9.3.3.2 Z → ττ reconstruction from observed decay products

The reconstruction of the ττ invariant mass shown in the previous section relies on the assump-
tion that the missing transverse energy in the event arises only from the neutrinos emitted in τ
decays. There are cases where this is not true and yet the invariant mass of the ττ system is an
important quantity. An example is given by the decays of supersymmetric particles in some
models (see Chapter 20), where the measurement of the τ momentum and of the ττ invariant
mass distribution would provide detailed information regarding the particle masses. In these
cases, the ττ invariant mass must be reconstructed from the visible products of the τ decays only
[9-26]. Missing transverse momentum and jet activity can be used as a trigger and event selec-
tion. The events so selected are rich in τ’s, hence the primary background arises from jets in the
same event and the τ identification criteria can be relaxed at the cost of lowering the rejection
factor against jets. Leptonic τ decays are not useful, since the resulting electron or muon cannot
be attributed to a τ decay, given the presence of other leptons in supersymmetry events.
Hadronic τ decays must therefore be used.

Table 9-9 Production cross-section, acceptance and expected number of events with an integrated luminosity

of 10 fb-1 for the Z → ττ signal and the main backgrounds.

Ζ → ττ bb W+jets

σ (nb) 1.5 19.9 (pT
µ > 16 GeV) 392 (pT

µ > 16 GeV)

Acceptance 4.8x10-4 3x10-6 1.3x10-6

Events in 66-116 GeV 3500 270 500

Figure 9-54 Reconstructed Z → ττ mass spectrum at

low luminosity. The dashed line indicates the back-

ground.
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In order to study how well this can be done, fully-simulated samples of Z+jet events were used.
No pile-up was included, therefore the results are limited to the case of low luminosity. Separate
samples were generated for different values of the ‘Z mass’ and for several ranges of transverse
momenta. The rejection against jets was studied using the QCD jets in the same events.

Jets were reconstructed using a fixed-cone algorithm with a cone radius ∆R = 0.4. A calorimetric
isolation was applied by requiring that 96% of the energy be contained in the core of the jet, i.e.
within ∆R = 0.2 of the jet’s centroid. This retained 74% of the hadronically decaying τ’s and 17%
of the jets. Additional jet rejection can be obtained by studying the mass of the jet, calculated by
assuming that the energy in each calorimeter cell is due to a single massless particle at the cen-
tre of the cell. Requiring that this mass be less than 3.6 GeV reduced the acceptance to 65%
(6.6%) for τ’s (jets). This rejection against jets is sufficient to extract a supersymmetry signal.

In order to make an accurate reconstruction of the τ’s, the Inner Detector was used to measure
the momentum of charged tracks and the EM Calorimeter to measure the energy and hence the
momentum of the photons that arise from π0 decays. The xKalman package was used to recon-
struct tracks in a road defined by the direction of the τ−jet candidate. These tracks were then ex-
trapolated to the EM Calorimeter. Tracks reconstructed in this way can arise from τ decays, γ
conversions or particles of the underlying event that happen to be nearby. Tracks of transverse
momenta less than 1 GeV were not included to reduce the contamination. To reconstruct the
mass of the τ-jet, all EM cells with ET > 1 GeV were combined with the reconstructed charged
tracks, which were all assumed to be pions. The Hadronic Calorimeter was not used. If a track
deposits energy in a calorimeter cell, care must be taken to avoid overcounting. Assuming that
the conversion electrons can be identified, the electromagnetic energy was included and the
track dropped. For other tracks, the cell that was hit by the track was not included. The recon-
structed jet mass showed the presence of a ρ peak, as expected from τ decay.

In events where two τ-jets were selected, the mass of the di-jet system was measured. This mass
distribution showed a broad peak below the Z mass. The peak was sharpened by including only
events where the reconstructed τ mass was greater than 0.8 GeV. This biased the sample against
single-pion decays and in favour of decays where the energy carried by the neutrino was small.
Table 9-10 shows the values of the reconstructed τ-pair mass and resolution obtained as a func-
tion of the generated mass. The ratio of the position of the peak to the generated mass is con-
stant within errors and is independent of the transverse momentum of the produced particle
(for pT < 125 GeV).

The τ charge was determined as described in Section 9.1.5.1. These results on the efficiency, jet
rejection, τ-pair mass resolution and charge identification are parametrised and used in the su-
persymmetry studies presented in Chapter 20.

9.3.3.3 τ lifetime measurement in Z → ττ events

The current world average for the τ lifetime is 290.5 ± 1.0 fs [9-27]. Improvements in this meas-
urement would be welcome in order to provide tests of the universality of the charged current
and reduce the error on αs. In this section, the results of a preliminary study to examine the AT-
LAS potential in the Z → ττ  channel are given.

Z → ττ events were identified and reconstructed as described in Section 9.3.3.1, where one τ de-
caying to an electron or muon is used for triggering and the other τ decays hadronically. In or-
der to measure the τ lifetime, three-prong decays were used to reconstruct the decay length
(cτ = 87 µm) in the Inner Detector.
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Reconstruction

Fully-simulated Z → ττ → jet+lepton events were used. To identify the events and reduce the
backgrounds, it was required that the lepton should have pT > 24 GeV, the jet ET > 30 GeV and
the reconstructed mass should be between 60 and 120 GeV. This resulted in an efficiency of
1.5%.

The direction of the jet was found from the calorimetry and a search was made in the ID in a
cone of ∆R = 0.4 around this direction. Jets were required to have at least two reconstructed
tracks with pT > 2 GeV satisfying the basic ID quality cuts Section 3.1.3. These tracks were used
to reconstruct a secondary vertex using the algorithm described in Section 3.6. It was required
that the vertex position should be within 2 cm of the beam spot in both x and y, that the net
charge of reconstructed tracks associated with the displaced vertex should be ≤2 and that the in-
variant mass of these charged particles should be between 0.4 and 1.78 GeV. The efficiency to re-
construct at least two of the tracks was 87%, while the efficiency to reconstruct a vertex
satisfying the cuts was 80%. The resolution of the vertex position in the transverse plane was
490 µm, corresponding to a resolution on the proper decay length of 17 µm.

To reconstruct the proper lifetime of the τ, it is necessary to boost back into the τ rest-frame with
the Lorentz factor pτ/mτ, where pτ is obtained from the pT of the system recoiling against the Z,
projected along the directions of the τ’s. Equivalently, pτ can be found from the missing energy,
as explained in Section 9.3.3.1. A valid solution for the τ momentum was obtained in 52% of cas-
es (see Table 9-8). The uncertainty in the determination of the recoil momentum leads directly to
an uncertainty in pτ and hence in the proper lifetime estimate. The statistical uncertainty on pτ
was typically 15%. It should be possible to control the systematic uncertainty by using Z → ee or
Z → µµ events with similar topologies to Z → ττ . For these events, the recoil measured by the
calorimetry can be compared directly with the pT of the Z measured by the leptons.

Lifetime estimate

The Inner Detector measures impact parameters of tracks with a resolution which is independ-
ent of momentum for particles with more than ~10 GeV. Hence the estimate of the proper decay
length (rather than that measured in the laboratory frame) is fairly independent of the τ mo-
mentum. The statistical resolution on the proper decay length from the combination of the ver-
texing and the estimate of the τ momentum is of the order of 21 µm (corresponding to 55 fs). To
estimate the statistical uncertainty on the τ lifetime ττ which could be achieved with N τ decays,
a simple Monte Carlo study was made where the exponential proper lifetime distribution was

Table 9-10 The reconstructed values of the peak of the ττ invariant mass as a function of the generated pair

mass ‘MZ’. Also shown are the standard deviation and the ratios of the peak and of the standard deviation to the

generated pair mass.

‘MZ’ (GeV)

Reconstructed

 (GeV)  (GeV) / /

25 18.6 4.9 0.75 0.20

50 36.3 8.9 0.72 0.18

75 50.0 12.4 0.66 0.17

91 63.0 17.5 0.67 0.19

200 131.0 38.0 0.65 0.19

M ττ( ) σ M( ) M ττ( ) MZ σ M( ) MZ
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smeared with the statistical resolution and the lifetime was obtained using a likelihood method.
The effective resolution provided by a single event is the sum of the measurement resolution
(55 fs) and the lifetime (291 fs) combined in quadrature. Since the latter is quite a bit larger, it
was found to dominate the error with the result that σ(ττ) ≈ ττ/ .

At the LHC, the cross-section for Z → ττ will be 1.5 nb, with a branching ratio of 11% for a lep-
ton and a three-prong hadronic decay. The reconstruction and selection described above results
in an efficiency of 0.54%. If 30 fb−1 were collected in the low-luminosity phase, then 26 000 re-
constructed τ’s could be used, leading to a statistical error on the τ lifetime of 1.8 fs.

For an ATLAS measurement to be competitive, it will be necessary to have higher statistics,
since improvements in the vertexing will not help significantly. This may occur from a larger in-
tegrated luminosity being delivered or from an increased efficiency. More work is needed to un-
derstand how the kinematical cuts could be loosened without increasing the errors resulting
from the background. The cuts used in Section 9.3.3.1 give good background rejection but lead
to efficiencies which are too small. W+jet events will be removed by the mass cuts, and apart
from a small amount of gluon splitting to heavy flavour, the jets should not contain significant
lifetime information, hence this background should not be a problem. The B lifetime is a factor
of five larger than that of the τ, hence more care will be required with bb events. Nevertheless
the background looks tolerable and should be significantly reduced by the kinematical cuts. In
addition, further cuts on lepton isolation could be used.

Concerning systematic errors coming from the determination of the decay length in the ID, the
average radial position of the detectors in the B-layer should be well determined using the con-
straints of the overlaps [9-28]. The aim is to understand the alignment in Rφ to O(1) µm, which
should be compared to the typical impact parameters which will be of the order of cττ = 87 µm.
How this will contribute to the systematics of the lifetime needs to be studied and will depend
on the exact nature of the alignment uncertainties; however, it is conceivable that many system-
atic contributions will cancel for the lifetime estimate.

9.3.3.4 H / A → ττ

The same method for reconstructing the ττ invariant mass as described for Z → ττ final states in
Section 9.3.3.1 was applied to H/A → ττ decays. The fully-simulated sample of events from di-
rect A production described in Section 9.1.5 was used for this study. The resulting τ-pair mass
spectrum is shown in Figures 9-55 and 9-56 for mA = 150 GeV and mA = 450 GeV respectively.

N
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Events with 2.9 < ∆φ< 3.4, where ∆φ is the azi-
muthal angle between the lepton and the jet
from the τ decays, were rejected in order to im-
prove the quality of the mass reconstruction.
As already mentioned when discussing
Z → ττ decays, the reconstructed mass distri-
bution has tails at high values. This is shown
in Figure 9-57 for three different A masses.
Comparing Figure 9-57 with Figure 9-53, it can
be seen that the ∆φ distribution is less peaked
around π for A events than for Z events. This
is due to the fact that the pT of the A is in gen-
eral larger than the pT of the Z. As a conse-
quence, the fraction of events lost because the
system of equations giving the neutrino ener-
gies yields unphysical solutions is smaller
than in the Z case, and decreases with increas-
ing mA (from ~40% for mA = 150 GeV to ~25%
for mA = 450 GeV).

At low luminosity, a mass resolution in the
range 20-40 GeV was obtained for A events with mA = 150-450 GeV. If only events inside the
mass window mA ± 1.5σ(mττ) are accepted, the signal is reduced by a factor of two while the
background by a factor of ten (Chapter 19).

At high luminosity, the pile-up has a large impact on the ET
miss resolution and therefore on the

A mass resolution. As mentioned in Section 9.2.1, a cut-off on the minimum transverse energy
in each calorimeter tower was applied to improve the ET

miss resolution. This cut affects the en-
ergy scale, therefore, prior to the mass reconstruction, the reconstructed τ-jet energy was cor-
rected by a factor obtained by comparing the reconstructed and the generated τ-jet energy. The
resulting mass spectrum is shown in Figure 9-58, and can be compared with the low-luminosity
result in Figure 9-55. The tower cut-off (~1 GeV) which optimises the ET

miss resolution was ap-
plied at high luminosity.

Figure 9-55 Reconstructed A → ττ mass at low lumi-

nosity for mA = 150 GeV.

Figure 9-56 Reconstructed A → ττ mass at low lumi-

nosity for mA = 450 GeV.
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Figure 9-57 Reconstructed A → ττ mass as a func-

tion of ∆φ (jet-lepton) for mA = 150, 300 and 450 GeV.
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Figure 9-59 shows the ratio of the standard de-
viations of the reconstructed ττ mass spectrum
at high luminosity and low luminosity, as a
function of the tower ET cut-off for
mA=150 GeV. For the optimum cut-off, this ra-
tio is about two, so the selected mass window
has to be enlarged at high luminosity to main-
tain good signal acceptance, at the expenses of
a reduced background rejection.
The event acceptances in the mass window
mA ± 1.5 σ(mττ) at low and high luminosity are
compared in Figure 9-60. Although at high lu-
minosity a mass bin twice as large as the mass
bin at low luminosity was used, the signal ac-
ceptance was 60% of the acceptance at low lu-
minosity. This is due to the fact that in the
presence of pile-up, the fraction of events for
which the neutrino system has unphysical so-
lutions is larger.

.

To minimise the effect of the pile-up, multiple-sampling and digital-filtering techniques for the
calorimeter signals will be used. Preliminary results obtained by performing digital filtering or
simple weighted combinations of multiple samplings look promising and show some improve-
ment in the performance, as can be seen in Figures 9-59 and 9-60.

Figure 9-59 Ratio of the A → ττ mass resolutions at

high and low luminosity, for mA = 150 GeV, as a func-

tion of the tower cut-off ET, when no digital filtering is

used (open circles), when digital filtering is used

(stars), and when multiple sampling techniques are

used (triangles).

Figure 9-60 Ratio of the event acceptance in a mass

window mA ± 1.5 σ(mττ) at high and low luminosity,

for mA = 150 GeV, as a function of the tower cut-off

ET. The symbols are as in Figure 9-59.

Figure 9-58 Reconstructed A → ττ mass at high lumi-

nosity for mA = 150 GeV and a tower cut-off

ET > 1 GeV.
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In conclusion, the impact of pile-up on the physics sensitivity is that the significance of a possi-
ble H/A → ττ signal will most likely be a factor 1.5-2 smaller at high luminosity than it would be
naively expected from the increase by a factor of ten in luminosity.

9.3.4 Top-quark final states

Reconstruction of final states containing top quarks is interesting for two reasons. Firstly, inclu-
sive tt production will be used at the LHC to measure the top mass with high precision. Second,
several channels from new physics (e.g. Higgs and SUSY) are expected to contain tt pairs pro-
duced in association with, or in the decay of, new particles. The reconstruction of events con-
taining top quarks is challenging, because these events are characterised by a high multiplicity
of jets, including b-jets, which often translates into a large combinatorial background. Good di-
jet and multi-jet mass resolution is needed to reduce this background, and good calorimeter
granularity is required to separate nearby jets.

The reconstruction of top final states is discussed here for two cases: the inclusive tt sample and
the associated production ttH with H → bb. Both these channels were studied with full simula-
tion and the results are presented in the next two sections. The impact of these results on phys-
ics is discussed in the relevant physics chapters (Chapter 18).

9.3.4.1 Inclusive tt

The gold-plated channel for the measurement of the top mass at the LHC is the inclusive tt pro-
duction, with one top decaying semileptonically (t → lνb) and the other one hadronically
(t → jjb). In the method presented here, the top mass spectrum is extracted from the invariant
mass distribution of the three-jet system arising from the hadronic top decay.

A sample of about 30000 fully-simulated tt events from inclusive production and with the
above-mentioned decay modes were used for this study. Electronic noise and pile-up were not
included. Jets were reconstructed by using the standard fixed-cone jet algorithm with a cone
size ∆R = 0.4, and their energies were calibrated by using the method described in
Section 9.3.1.1. At least four jets with pT > 40 GeV and |η|< 2.5 were required, and at least two
of the jets were required to be tagged as b-jets (according to the definition given in
Section 9.3.2.1). For the accepted events, the decay W → jj was reconstructed by using those jets
which were not tagged as b-jets. The average pT of the W boson in this event sample was about
130 GeV, which is comparable to the case discussed in Section 9.3.1.2. The jet pair with an invar-
iant mass mjj closest to mW was selected as the W candidate. The invariant mass distribution of
the selected di-jet combinations is shown in Figure 9-61, and has a resolution of about 8 GeV
(the resolution obtained with fast simulation was about 7.3 GeV). The event acceptance in a
mass window of 20GeV around mW was 67%, and the contamination from the combinatorial
background of order 10%. Other selection criteria, such as requiring that the highest-pT jet be
part of the combination, did not improve significantly the purity or efficiency, and therefore are
not considered in the following. Events with |mjj − mW|< 20 GeV were retained, and the W can-
didate was then combined with the b-tagged jets to reconstruct t → jjb. If no further restriction is
applied, at least two jjb combinations are reconstructed in each event. In this case, the right com-
bination is always selected but the purity of the sample is only 30%. To improve the purity, a va-
riety of criteria were tried, including choosing the jjb combination which gave the highest pT of
the reconstructed top candidate, or using the b-jet which was furthest from the isolated lepton.
Similar results were obtained for these various methods. Figure 9-62 presents the reconstructed
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mjjb distribution obtained by using the jjb combination which gives the highest pT of the recon-
structed top. Fitting the distribution with a Gaussian plus a third-order polynomial yielded a
top mass consistent with the generated value of 175 GeV, and a mjjb mass resolution of about
13 GeV. The resolution obtained with fast simulation was 11.4 GeV.

The total acceptance of the selection cuts described above was 5.7%, with a contamination from
the combinatorial background from the signal itself of about 20%. These numbers include the
event acceptance in the top mass window 175 ± 35 GeV, and are in good agreement with the re-
sults found with fast simulation. More details about the top-mass reconstruction, as well as a
discussion of the top-mass measurement, can be found in Chapter 18.

9.3.4.2 tt H with H → bb

Production of ttH, followed by H → bb, is a promising channel to search for a Higgs boson de-
caying hadronically in the mass range around 100 GeV, both in the framework of the Standard
Model and of the MSSM (Chapter 19). A high-statistics sample of fully-simulated ttH events,
with H → bb, was used to assess the capability of reconstructing these final states [9-25]. Elec-
tronic noise and pile-up were not included. One top was required to decay semileptonically and
the other one hadronically. Since there are four b-jets in the final state, combinatorial back-
ground from wrong jet pairings is potentially very large in this channel. To overcome this prob-
lem, both top quarks were reconstructed. Firstly, only combinations of pairs of light-quark jets
which are compatible with coming from W → jj decays were selected by requiring
mjj = mW ± 25 GeV. The jet four-momenta were scaled by imposing that the reconstructed jj
mass be equal to the nominal W mass. The lepton momentum and the ET

miss vector where used
to reconstruct the decay W → lν (with a twofold ambiguity on the neutrino longitudinal mo-
mentum). Then, the accepted di-jet pairs and the lν pair where combined with b-jets and the
pairing which minimised χ2 = (mjjb − mt)

2 + (mlνb − mt)
2 was chosen. The resulting t → jjb mass

spectrum is shown in Figure 9-63. The mass resolution is about 12 GeV, and 75% of the events
are contained in a ±2σm mass window centred on the peak. After both top quarks were recon-

Figure 9-61 Invariant mass distribution of the

accepted jj pairs from the fully-simulated inclusive tt

sample (see text). The shaded histogram shows the

background from wrong combinations.

Figure 9-62 Invariant mass distribution of the

accepted jjb combinations from the fully-simulated

inclusive tt sample (see text). The shaded histogram

shows the background from wrong combinations.
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structed, the invariant mass distribution of the two remaining b-jets showed a peak from H → bb
decays (Figure 9-64). The mass resolution is about 20 GeV and the acceptance in a ±2σm mass
window 63%. The fraction of events where both b-jets come from the Higgs decay is about 60%
(shaded distribution in Figure 9-64).

9.4 Conclusions

The main aspects of the measurement of jets, τ’s and missing transverse momentum, as well as
the reconstruction of the masses of objects decaying to jets or τ’s have been discussed in this
chapter. The performance of the ATLAS calorimetry for the reconstruction of jets has been stud-
ied. The calorimeters are non-compensating and an algorithm for jet energy reconstruction is
applied that corrects for this effect and adds correction terms for the energy loss in the dead ma-
terial. The intrinsic performance of the detector, in the precision region that extends up to
|η|= 3, is of the order of, or better, than , the target resolution to fulfil the
physics goals. The resolution degrades when the jet reconstruction is limited to a cone or when
the jet points to a crack region. The coefficients of the energy reconstruction algorithm can be
parametrised as smooth functions of the jet energy. Residual non-linearities are of the order of 2
to 3% for jet energies in the range 20 to 1000 GeV. Effects of the order of a few percents that may
affect the extrapolation of the calibration to very high-pT have been briefly discussed. The influ-
ence of the jet algorithm and the effect of minimum-bias events on the relation between the re-
constructed jet energy and the parton energy has been illustrated in a few physics examples.

Figure 9-63 Reconstructed top mass from the decay

t → jjb in ttH events.

Figure 9-64 Reconstructed H → bb mass spectrum

in ttH events, as obtained after reconstructing both top

quarks. The shaded distribution is for events where

both b-jets come from the Higgs decay.
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Low-pT jets have been investigated. At low luminosity, the jet veto threshold can be lowered to
15 GeV, while at high luminosity, to maintain a good efficiency for the signal, it has to be raised
to 25 GeV. The performance for forward jet tagging in the pseudorapidity range 2 <|η|< 5 has
been presented. A tagging efficiency of 90% is obtained up to |η|= 4.0, then it decreases to
about 50% at |η|= 4.8. At high luminosity, efficiencies of 80% can be obtained with a fake jet
rate not higher than 10%.

Hadronic τ decays can be efficiently reconstructed and identified by using the information from
the calorimeters and the Inner Detector. For a τ identification efficiency of ~20%, a rejection fac-
tor of 170 to 1200 can be achieved against jets from W+jets and tt production and of about 1700
against b-jets. This performance, which is similar at low and high luminosity, allows good sensi-
tivity to the A → ττ channel in the mass range 100 to 500 GeV (Chapter 19).

The most relevant issues for a good performance in ET
miss measurement have been reviewed:

the calorimeter calibration and coverage, and the cuts applied when summing cell energies in
presence of electronic noise and pile-up from minimum bias events. At low luminosity, the res-
olution is well fitted by the form . At high luminosity, the ET

miss reso-
lution degrades by about a factor two. Tails in the ET

miss distribution have been investigated.
No large tails are being produced when a high-pT jet points to a less uniform region of the calo-
rimeter but some degradation of the resolution is observed.

Various cases of mass reconstruction have been investigated: W → jj, H → bb, Ζ → ττ and
H/A → ττ, and tt final states. The typical mass resolution for W bosons of pT = 100–200 GeV is
8 GeV at low luminosity and 13 GeV at high luminosity. For W bosons of several hundred GeV
pT, systematic effects arise from the overlap between the two jets. The mass resolution for a
Higgs boson of mass 100 GeV decaying into bb pairs is about 15 GeV both at high and low lumi-
nosity, whereas the mass resolution for resonances decaying to τ pairs (Z/H/A → ττ) is typically
10% at low luminosity. At high luminosity, the degradation of the ET

miss resolution due to the
pile-up affects significantly (factor ~2) the width of the reconstructed ττ spectra. Finally, events
containing top-quark pairs can be efficiently reconstructed, with a mass resolution for fully
hadronic top decays of about 13 GeV. In some cases (e.g. ttH production), the presence of top
quarks in the final state can be used to extract a signal from new physics over the background.
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10 b-tagging performance

10.1 Introduction

Tagging the flavour of b-jets is useful for the selection of events containing the top quark, or
Standard Model or supersymmetric Higgs bosons, which couple preferentially to heavy objects.
This chapter describes the lifetime and leptonic decay methods that can be used for b-tagging
and the performance that can be achieved, in terms of tagging efficiency and background rejec-
tion.

10.1.1 Detector layouts

The simulation of the events needed for the study of the b-tagging performance was done with
the 97_6 and 98_2 geometries (see Section 2). They are identical as far as the Inner Detector is
concerned; differences in the geometry of the cryostat and the calorimeters are taken into ac-
count by the reconstruction program and do not affect the performance. The muon identifica-
tion efficiency was parametrised using an ad hoc simulation and then inserted into the global
analysis program.

10.1.2 Jets used for b-tagging studies

Hadronic decays of Higgs bosons were used extensively as a means of testing pattern recogni-
tion within a jet of particles. Further, these decays were used for studies of the b-tagging capabil-
ity of the Inner Detector which can be directly compared with physics requirements. In
particular, comparison has been made between the decays H → bb and backgrounds H → xx
where x is a u-, d-, s-, c-quark or gluon. While these background processes actually have negligi-
ble rates, the decays are considered representative of actual backgrounds which will be encoun-
tered at the LHC, and by generating them from Higgs decays, direct comparisons can be made
with background jets having the same kinematics as the b-jets. Complete events, pp → WH + X
and pp → ZH + X with W → µν and Z → µµ were generated with PYTHIA [10-1].

Previous studies [10-2], [10-3] concentrated on b-tagging for a light Higgs (mH = 80-100 GeV)
since this is a plausible method for identifying a Standard Model Higgs in this mass range [10-
4]. In these studies, at around 50% b efficiency the rejection of gluon jets was found to be limited
by gluon splitting to heavy flavours, and no limitations arising from pattern recognition were
observed. In the Inner Detector TDR [10-5] and the Pixel Detector TDR [10-6], the emphasis was
put on mH = 400 GeV, which provides a more stringent test of the two-track separation and pat-
tern recognition capability of the Inner Detector. At this mass, the decay to b-jets would have a
very small branching ratio. Nevertheless, this decay mode was used as a ‘factory’ for producing
high-pT b-jets. Such jets might be seen in the decays of light SUSY Higgs h → bb which in turn
may come from the decays of heavy supersymmetric particles. The current study uses both
mH = 100 and 400 GeV, in order to cover with sufficient statistics the pT range between ~15 and
~400 GeV and the full pseudorapidity range |η|< 2.5. The results will be presented as a func-
tion of pT and |η|. A comparison with the performance calculated using b-jets from tt events
was made and the results found to be the same; this gives confidence in the extrapolation to oth-
er sources.
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10.1.2.1 Properties of H → bb events with mH = 100 and 400 GeV

Figures 10-1 and 10-2 show the transverse momentum and the pseudorapidity distributions of
the b-jets from Higgs decay, for mH = 100 and 400 GeV. The distance ∆R of charged particles to
the b-quark direction in η−φ is shown in Figure 10-3. For both mH = 100 GeV and 400 GeV, 99%
of charged particles produced from b-quark fragmentation are found in a cone of ∆R ≤ 0.4.

Figure 10-1 Transverse momentum distribution of b-

jets from H → bb, mH = 100 GeV (open circles) and

400 GeV (closed circles).

Figure 10-2 Pseudorapidity distribution of b-jets from

H → bb, mH = 100 GeV (open circles) and 400 GeV

(closed circles).

Figure 10-3 Distance ∆R of all charged particles with

pT > 1 GeV to the b-quark direction, for mH = 100 GeV

(open circles) and 400 GeV (closed circles).

Figure 10-4 Multiplicity of charged particles with

pT > 1 GeV in ∆R < 0.4 around a b-jet from H → bb,

mH = 100 GeV (open circles) and 400 GeV (closed

circles).
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The charged multiplicity of particles with pT > 1 GeV, in a cone ∆R ≤ 0.4 is shown in Figure 10-4.
The charged multiplicity in the cone has a mean of 5.5 (10.0) for mH = 100 GeV (400 GeV), 60%
(40%) of which come from daughters of the B-hadron decay. In 12.5% (6.3%) of the jets, there are
no charged particles with pT > 1 GeV in the cone. In a cone ∆R ≤ 0.4, the mean number of pho-
tons is 10 (18), of which 5 (9.5) have pT > 1 GeV.

The transverse momentum and the pseudora-
pidity distribution of these particles are shown
in Figures 10-5 and 10-6. The average pT of
particles with pT > 1 GeV is 4.9 (8.7) GeV −
70% of particles have pT less than this. The
conclusion is that it is necessary to reconstruct
accurately at least four tracks arising from B-
hadron decays with pT < 10 GeV in a region
where multiple scattering dominates the im-
pact parameter resolution.

The b-jet direction is not uniquely defined. b-
quarks in the final state of an interaction or a
decay can radiate gluons (Final State Radia-
tion, FSR) and therefore change the direction.
As, in practice, the reconstruction of the jet di-
rection and energy is done using the energy
deposited in the calorimeters, it is important
to check the difference between the jet direc-
tion as measured by the calorimeters and the
b-quark direction. Figure 10-7 shows the distri-
bution of the angular distance ∆R between the
b-jet axis as reconstructed by the calorimeter and the b-quark direction before and after FSR, and

Figure 10-5 Transverse momentum of charged parti-

cles in a b-jet, mH = 100 GeV (open circles) and

400 GeV (closed circles).

Figure 10-6 Pseudorapidity of charged particles in a

b-jet, mH = 100 GeV (open circles) and 400 GeV

(closed circles).
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the b-jet axis as reconstructed from the centre of gravity of charged tracks. As the resolution of
the b-jet direction is much better than the standard cone size ∆R ≤ 0.4, the use of a finite cone
size does not cause significant loss of tracks.

10.1.2.2 Data sets and event reconstruction

The expected rejection factors for non-b jets are of the order of 100, at least for most of the al-
lowed ranges of jet transverse momentum and pseudorapidity. In order to have a statistically
significant number of events at the end of the selection and analysis procedure, 20 000 events
were fully simulated for each of the channels H → bb, H → uu, H → cc, H → gg with
mH = 100 GeV, and at least 10 000 events for each of the same channels with mH = 400 GeV.
Events were selected at the generation level, so that both decay products of the Higgs have
pT > 15 GeV and at least one of them is within the pseudorapidity range |η|< 2.5, before final
state radiation.

The reconstruction procedure has to be as realistic as possible, therefore no use was made of the
generated event information. First, jets were identified as clusters in the combined electromag-
netic and hadronic calorimeters, using a noise threshold of 2σ on each cell and a pT threshold of
10 GeV for the reconstructed jets. Then the Inner Detector pattern recognition programs xKa-
lman and iPatRec were run, using as seeds the reconstructed jet directions and a road half-
width of 0.5; the pT threshold for reconstructed tracks was set to 0.7 GeV. Finally the xConver al-
gorithm was run in order to identify, and reject, electrons coming from photon conversions.

A jet in the H → bb events was labelled as a b-jet if a b-quark from the original hard process
pointed, after final state radiation, along the jet within an angular distance of ∆R < 0.2. Similarly,
jets were labelled as for u-, c- and gluon jets for the other data samples.

10.1.3 Minimum bias events

Minimum bias events account for the vast ma-
jority of interactions which will result from
beam collisions in ATLAS; by implication they
do not contain hard-scattering processes.
These events are of little interest per se, but at
the high luminosities at LHC, multiple colli-
sions within one beam-crossing will be inevi-
table, causing signal events to have several
minimum bias events superimposed. The pile-
up of these events on top of single particles is
essential for realistic studies of pattern recog-
nition.

Minimum bias events were generated individ-
ually using PYTHIA 5.7. The processes of in-
terest for tracking studies are the inelastic,
non-diffractive pp interactions, labelled in PY-
THIA as ‘QCD high-pT processes’ (the switch-
es set in PYTHIA are: MSEL=1, MSTP(2)=2,
MSTP(33)=3, MSTP(81)=1, MSTP(82)=4). The
pseudorapidity distribution of charged particles in single minimum bias events is shown in

Figure 10-8 Pseudorapidity distribution of charged

particles (no pT cut). The solid line corresponds to all

particles in events containing the decay of a 400 GeV

Higgs to b-jets, the dashed line to all particles in mini-

mum bias events.
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Figure 10-8. Comparison is made with the distribution from events containing a hard scatter,
namely H → bb (mH = 400 GeV). The latter is averaged over many events, but is quite different
in character due to the high density of particles to be found in the jets and the additional initial
state radiation.

The pT distributions are shown in Figure 10-9, while the integrals of the pT distributions are
shown in Figure 10-10. It can be seen that the average charged particle multiplicity per unit of
pseudorapidity, dN/dη, for a single minimum bias event is 7.5 (no pT cut), falling to 0.64 for
pT ≥ 1 GeV and 0.006 for pT ≥ 5 GeV. The mean dN/dη for neutrals is 9.1, 90% of which are pho-
tons, and the mean ET is 235 MeV [10-7]. Consequently, the number of charged particles with
pT ≥ 1 GeV from the pile-up of minimum bias events is 1.2 within a cone ∆R ≤ 0.4 around a b-
quark at a luminosity of 1034 cm−2s−1.

10.2 Vertexing algorithm

In this section, the tagging of b-quarks from the decay H → bb (mH = 100 and 400 GeV) is dis-
cussed and compared with the rejection of lighter-quark and gluon decays of the Higgs. The rel-
atively long lifetimes of b-hadrons (cτ ≈ 470 µm) give rise to displaced vertices which may be
tagged by either explicitly reconstructing the vertex or by examining the impact parameters of
the daughters. In the work described in this section, the latter method was used since high b-
tagging efficiency (rather than high purity) is required. The rejection of non b-jets is dependent
on the fact that for light quarks, most of the stable particles which can be reconstructed in the In-
ner Detector come from the decays of short-lived objects and hence appear to come from the
primary vertex. The extent to which this is true is determined by the impact parameter1 resolu-
tion σ(d0) of the detector, by the rate of conversions and nuclear interactions in the detector ma-

Figure 10-9 pT distribution of charged particles in

minimum bias and H → bb events.

Figure 10-10 Average multiplicity per unit of pseudor-

apidity (|η| ≤ 2.5) as a function of pT cut (correspond-

ing to left-hand edge of bin).

1. Unless stated otherwise, impact parameter will refer to the transverse impact parameter d0, since this is
the most relevant one for b-tagging.
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terial, and by the frequency of pattern recognition errors. Figure 10-11 shows the impact
parameter resolution for primary pions in jets. The rise with |η| is mainly due to the increase in
material in the forward direction.

What is of interest for b-tagging is the signed
impact parameter (sign ×|d0|), where the sign
is positive if the track appears to originate
from in front of the primary vertex (i.e. the
track crosses the jet axis in front of the primary
vertex) and negative if it appears to originate
from behind. The jet axis is determined accu-
rately from the calorimeter; as explained
above, it can also be determined by the
charged tracks measured in the ID.

In principle, the primary vertex can be recon-
structed from prompt tracks in the event, as
described in Section 3.6.1. In practice, since the
gain is small, this may not be done in x and y
(there is a danger of introducing systematics),
and here the impact parameter has been deter-
mined with respect to the nominal beam posi-
tion (x = 0, y = 0 in this simulation), which is
anticipated to be measured with high accuracy
as a function of time. Therefore the uncertainty on the impact parameter is the combination of
the measurement error σ(d0) and the spread of the beam-spot, 15 µm, taken in quadrature. The
effect of this is to increase σ(d0) by about 4 µm.

The z coordinate of the primary interaction point can be reconstructed simply by taking the
truncated weighted average of the z0 coordinates of all well-reconstructed tracks in the event
which have a transverse impact parameter d0 < 2σ(d0). This simple and fast method achieves a
resolution ~35 µm for events with at least four reconstructed tracks, which is always the case for
Higgs events (see Figure 10-12).

The significance of the impact parameter is defined as the ratio of the signed impact parameter
to its total error. This is shown in Figure 10-13 for tracks from b and u-jets. Both distributions
have significant ‘cores’ which represent correctly reconstructed tracks coming from the primary
vertex. These cores can be described by Gaussians of width close to one. The b-jets contain
tracks with large positive significance, corresponding to genuine lifetime content. By contrast,
light quarks and gluon jets have only a small excess of tracks which appear to contain lifetime
arising from:

• interactions with material, e.g. photons converting to e+e− pairs or pions having nuclear
interactions;

• daughters of V0’s;

• daughters of heavy quarks formed in the fragmentation (relevant only for gluon jets).

There are tails in the impact parameter distributions which are apparent on the negative side of
the significance distribution. For the b-jets, these come mainly from an incorrect determination
of the sign (corresponding to the uncertainty in determining the b-hadron direction) and from
decays of charmed states. For the u-jets, the tail is dominated by secondaries from interactions.

Figure 10-11 Impact parameter rms. resolution for

tracks found in b-jets from H → bb with mH = 100 GeV.
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10.2.1 b-tagging methodology

Various b-tagging methods have been investigated in the past. The likelihood ratio method ap-
pears to offer the best performance, therefore it is the method used for the studies presented
here. The emphasis of these studies is on individual jets, rather than complete events. Through-
out, the rejection Rj for different background jets is compared with the efficiency εb for keeping
b-jets. The rejection is simply the reciprocal of the efficiency. If there is no discrimination at all, R
will behave like 1/εb.

The method was as follows:

1. For each selected track i in a jet, the significance Si was calculated.

2. The ratio of the values of the significance probability distribution functions for b-jets and
u-jets was computed: ri = fb(Si)/fu(Si).

3. A jet weight was constructed from the sum of the logarithms of the ratios: W = Σ log ri.

4. By keeping jets above some value of W (a value which can be varied), the efficiency for
different jet samples can be obtained.

By using the significance distribution fu(S) for u-jets, the method was optimised for the rejection
of u-jets. In the case of real data, since the jet type will not be a priori known, the rejection will
have to be optimised for each specific background under study.

10.2.2 Track selection

Track finding was performed in restricted cones using both xKalman and iPatRec. Only tracks
with pT > 1 GeV and in a cone of ∆R < 0.4 around the jet direction were considered. The efficien-
cy for finding any primary charged track in a b-jet was 93.9% for xKalman and 92.8% for
iPatRec. The following (‘standard’) cuts were then made:

Figure 10-12 z-vertex resolution for H → bb events. Figure 10-13 Significance distribution: signed impact

parameter divided by its error. Curves for b-jets (solid)

and u-jets (dashed) are normalised to the same area.
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• number of precision hits ≥ 9 (no explicit TRT requirement was made, although the valid
drift-time hits were used for the global track fit);

• number of pixel hits ≥ 2;

• there must be a B-layer hit;

• |d0| < 1 mm.

After all these cuts, xKalman and iPatRec yielded similar track finding efficiencies of 88.8% and
88.2% respectively for tracks from the primary vertex. The main limitation to the b-tagging per-
formance arises from secondary tracks, i.e. tracks originating from interactions of primary
tracks with detector material. Secondary tracks can only be rejected by applying appropriate
cuts on track quality. The additional (‘quality’) cuts were:

• impact parameter in the R-z plane relative to the reconstructed primary interaction
point < 1.5 / sin(θ)  mm;

• track fit χ2/dof < 3;

• at most one hit in the Pixels shared with another reconstructed track;

• at most two hits in the precision detectors (pixel and SCT) shared with another recon-
structed track.

Secondaries were now the most important component of the background; 37% of these second-
aries were electrons from conversions and these could be removed by direct tagging. The pro-
gram xConver was used to identify electrons from conversions and remove them from the track
sample, as described in Section 7.5.1. Tracks were rejected if they had at least 5% high-threshold
hits in the TRT (or no TRT hits at all, which happens in case of hard bremsstrahlung) and
formed a good conversion candidate (χ2 < 50 for the conversion fit and conversion
radius > 2 cm) with another track in the same jet. This cut removed 15% of the secondary tracks
without affecting the track-finding efficiency for primary tracks.

Figure 10-14 Primary track efficiency for xKalman as

a function of pseudorapidity without cuts (open cir-

cles), after applying standard cuts (closed circles) and

after applying quality cuts (open squares).

Figure 10-15 Primary track efficiency for iPatRec as a

function of pseudorapidity without cuts (open circles),

after applying standard cuts (closed circles) and after

applying quality cuts (open squares).
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As an example of the reconstruction performance using these cuts, Figures 10-14 to 10-19 show
the primary track finding efficiency and the fraction of secondary and fake tracks in the final
track sample.

The quality cuts effectively select a smaller but better-measured sample of tracks. Their net ef-
fect is quite different on jets reconstructed with xKalman or iPatRec:

• Even after the standard cuts, xKalman produces a larger fraction of secondary, duplicated
and fake tracks, which are efficiently removed by the quality cuts. This is largely due to
the sometimes conflicting requirements imposed on xKalman, which is the most widely

Figure 10-16 Fraction of secondary tracks for xKa-

lman as a function of pseudorapidity without cuts

(open circles), after applying standard cuts (closed cir-

cles) and after applying quality cuts (open squares).

Figure 10-17 Fraction of secondary for iPatRec

tracks as a function of pseudorapidity without cuts

(open circles), after applying standard cuts (closed cir-

cles) and after applying quality cuts (open squares).

Figure 10-18 Fraction of fake tracks for xKalman as a

function of pseudorapidity without cuts (open circles),

after applying standard cuts (closed circles) and after

applying quality cuts (open squares).

Figure 10-19 Fraction of fake tracks for iPatRec as a

function of pseudorapidity without cuts (open circles),

after applying standard cuts (closed circles) and after

applying quality cuts (open squares).
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used pattern recognition program. These requirements have led to the removal of all or
almost all internal quality cuts, e.g. to optimise the efficiency to find secondary tracks
from long-lived particles. As a consequence, the quality of the reconstructed tracks is en-
tirely determined by the selection cuts described above.

• In contrast, similar cuts to those described above are in some cases already implemented
internally in iPatRec, leading to a better track quality after reconstruction.

In the case of iPatRec, the quality cuts described above tend to reduce the track sample, espe-
cially for |η|> 2 (see Figure 10-15), without degrading substantially the b-tagging performance,
which, as described in Section 10.2.3, is limited much more by the amount of secondaries than
that of fakes. Therefore, the results are quoted from now on, for xKalman with quality cuts and
for iPatRec with standard cuts. The removal of conversions found by xConver is applied in all
cases.

The pattern recognition performance presented in this section is somewhat better than at the
time of the ID TDR: after the standard cuts the fraction of secondaries is lower by up to 40% de-
pending on |η| and the fraction of fakes is lower by almost a factor of two, for both pattern rec-
ognition programs. This can be explained by the continuous improvements and tuning of the
pattern recognition and track-following algorithms in both programs.

10.2.3 Basic performance

The jet weights calculated with the likelihood
ratio method are shown for u and b-jets in
Figure 10-20. As all the relevant distributions
are compatible in the pT range where the two
data sets overlap, in the following analysis the
jets from the decay of 100 and 400 GeV Higgs
are used together.

The following background compositions can
be deduced for xKalman (iPatRec) respective-
ly:

• 31% (21%) of tracks arise from interac-
tion in the material of the detector (53%
(32%) of these tracks are electrons from
photon conversions, the other particles
are products of nuclear interactions).

• 23% (21%) of tracks are produced in the
decays of hadrons with significant life-
time (mainly ); hadrons containing
heavy quarks are produced in 1.7% of u-
jets.

• 46% (58%) of tracks are produced at the primary vertex, with large deflections from mul-
tiple scattering or possibly pattern recognition problems.

Figure 10-20 Jet weights from likelihood ratio: u-jets

with standard cuts (dotted line) and with quality cuts

and conversion removal (solid line), b-jets with stand-

ard cuts (dash-dotted line) and with quality cuts and

conversion removal (dotted line) (xKalman).

10
-4

10
-3

10
-2

10
-1

-10 0 10 20 30

Jet Weight

F
ra

ct
io

n
 o

f 
E

v
en

ts

Ks

0



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

10   b-tagging performance 327

By varying the cut on the jet weights, it is possible to derive the curves of jet rejections as func-
tions of b-jet efficiency; Figures 10-21 and 10-22 show the rejections obtained for different jet
types. The rejections for εb = 50% and 60% are shown in Table 10-1. The rejection factors present-
ed here are substantially better than those published in the ID TDR [10-5]. The improvement
can be explained by:

• the improvement of the quality of tracks reconstructed by the pattern recognition pro-
grams (after the standard cuts only 1.2% (1.7%) of the tracks in jets from 100 (400) GeV
Higgs are in the tails of the impact parameter distribution);

• the choice of jet axis: jets produced by very low-pT quarks (after final state radiation),
which are now not reconstructed by the calorimeter, would contain low-momentum par-
ticles, whose impact parameter resolution is dominated by multiple scattering.

The rejection of c-jets, Rc, is limited by the lifetime of charmed hadrons: for D±, cτ = 317 µm; for
D0, cτ = 124 µm. The rejection of gluon jets, Rg, is limited by gluon splitting: BR(g → cc) = 6%
and BR(g → bb) = 4% for mH = 400 GeV.

Figure 10-21 Background rejections as a function of

b-jet efficiency obtained with xKalman, applying qual-

ity cuts and conversion removal.

Figure 10-22 Background rejections as a function of

b-jet efficiency obtained with iPatRec, applying stand-

ard cuts and conversion removal.

Table 10-1 Rejections of various types of background jets.

εb = 50% εb = 60%

mH = 100 GeV mH = 400 GeV mH = 100 GeV mH = 400 GeV

xKalman iPatRec xKalman iPatRec xKalman iPatRec xKalman iPatRec

Ru 326 ± 37 391 ± 49 126 ± 9 183 ± 17 124 ± 9 148 ± 11 65 ± 3 80 ± 5

Rg 135 ± 12 148 ± 14 59 ± 3 58 ± 3 72 ± 4 74 ± 5 38 ± 1 37 ± 1

Rc 13.6 ± 0.4 11.7 ± 0.3 13.3 ± 0.4 13.4 ± 0.4 7.7 ± 0.2 6.9 ± 0.1 8.0 ± 0.2 7.3 ± 0.2
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10.2.4 Jet pT and pseudorapidity dependence

The rejections as a function of |η| are shown in Figure 10-23. The drop in rejection observed for
|η|> 1.5 (compared to η ~ 0) is related to the increase of material in this region.

The dependence on the jet pT is shown in Figure 10-24. Both xKalman and iPatRec show the
same trends: a sharp fall in the rejection at low pT as pT tends to 0, and a slow degradation at
high pT as pT increases.

The sharp fall at low pT is due to:

• The decrease of charged particle multiplicity in jets. For jet pT < 30 GeV, the charged parti-
cle multiplicity after acceptance (pT > 1 GeV) and selection cuts is 2.3 (to be compared
with an average of 4.3 for pT < 100 GeV) and 30% of the b-jets have less than two selected
tracks (compared with 10% for pT < 100 GeV).

• The worse impact parameter resolution arising from increased multiple scattering of
tracks coming from a softer pT spectrum.

The slow degradation at high pT is the consequence of several factors:

• The increase in multiplicity of charged particles from the primary interaction vertex due
to the increase of the hadronisation component of the jet. Consequently, the discrimina-
tion between b- and u-jets is reduced. For jets with pT < 100 GeV, the number of tracks (af-
ter selection cuts) is 4.3 on the average, whereas it is 10.4 for pT > 270 GeV.

• The increase in the fraction of reconstructed secondaries contained in the jet, due to the
higher momentum of the interacting particles: 1.3% for jet pT < 100 GeV and 2.2%
for pT > 270 GeV.

• The difficulties of pattern recognition in more dense environment at larger jet pT values
result in more tails in the impact parameter distributions. The number of prompt tracks
with |d0| > 3σ(d0) is 1.1% for pT < 100 GeV, and 2.3% for pT > 270 GeV.

Figure 10-23 Background rejections as a function of

jet |η| for εb = 50%. xKalman: full symbols; iPatRec:

open symbols.

Figure 10-24 Background rejections as a function of

jet pT for εb = 50%. xKalman: full symbols; iPatRec:

open symbols.
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In order to study the correlation between the pT and the pseudorapidity dependence of the non-
b jet rejection factor, one can consider the normalised rejection factor Rj

n, i.e. the ratio between
Rj(pT,η) and the mean value Rj(pT). Rj

n does not depend much on the actual value of the b-jet
tagging efficiency εb taken as reference. Figures 10-25 and 10-26 show respectively the normal-
ised u- and c-jet rejection factors as functions of the jet pT and pseudorapidity. As can be seen,
there is little correlation between the pT and pseudorapidity dependence of Ru, whereas Rc,
which is limited by the physics of charm decays, is almost constant. Table 10-2 shows the rejec-
tion factor Ru in several bins of |η| and pT.

Figure 10-25 u-jet rejection factors, normalised to

their mean values, as function of pseudorapidity for

jets in different pT ranges.

Figure 10-26 c-jet rejection factors, normalised to

their mean values, as function of pseudorapidity for

jets in different pT ranges.

Table 10-2 u-jet rejection for 50% b-jet tagging efficiency, for different pT and |η| intervals. In each cell, the first

number refers to xKalman and the second to iPatRec. Errors are statistical only.

all η 0 < |η| < 0.5 0.5 < |η| < 1 1 < |η| < 1.5 1.5 < |η| < 2 2 < |η| < 2.5

all pT 231 ± 16
237 ± 17

411 ± 76
375 ± 66

442 ± 88
346 ± 60

301 ± 52
246 ± 38

110 ± 13
144 ± 20

39 ± 3
83 ± 10

15 < pT < 30 21 ± 4
45 ± 14

-
-

-
-

-
-

-
-

-
-

30 < pT < 45 164 ± 29
277 ± 66

267 ± 137
392 ± 200

192 ± 81
301 ± 156

298 ± 134
433 ± 210

153 ± 60
140 ± 47

14 ± 2
54 ± 13

45 < pT < 60 269 ± 54
331 ± 75

369 ± 184
671 ± 384

821 ± 385
519 ± 290

334 ± 150
372 ± 186

153 ± 51
143 ± 50

20 ± 3
110 ± 36

60 < pT < 100 467 ± 95
581 ± 132

646 ± 311
610 ± 295

554 ± 257
432 ± 176

568 ± 277
720 ± 358

311 ± 124
468 ± 230

60 ± 11
398 ± 185

100 < pT < 200 413 ± 74
368 ± 62

889 ± 444
699 ± 310

714 ± 318
633 ± 284

482 ± 200
546 ± 243

184 ± 54
168 ± 47

101 ± 26
111 ± 31

pT > 200 129 ± 14
103 ± 10

188 ± 44
160 ± 34

196 ± 51
127 ± 27

116 ± 26
76 ± 14

61 ± 14
73 ± 18

94 ± 36
80 ± 29
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The jet rejections Rj(pT,η) are functions of pT and |η|. The same rejections in the relevant bins
of pT and |η| were obtained using fully simulated tt events. The extrapolation to other process-
es is therefore justified.

10.3 Soft electrons

The most powerful way to tag b-jets is to look for tracks with significant impact parameter − this
is discussed in the previous section. However, the tagging of soft leptons (electrons and muons)
will provide a valuable complement to this. In this section, the potential to tag b-jets using elec-
trons from semileptonic decays of b-quarks while rejecting gluon and light-quark jet back-
ground is evaluated. Only jets from decays of Higgs bosons with mH = 100 GeV were
considered for this study. Only xKalman was used for the pattern recognition in the Inner De-
tector.

10.3.1 Event characteristics

The branching ratio for the b → e decay, BR(b → e), is calculated taking into account the direct
semileptonic decay of B mesons (b → e) and the cascade decay of B to D mesons and D semilep-
tonically to e (b → c → e) and normalised to the number of reconstructible b-labelled jets. Only
electrons inside b-jets with |ηe|< 2.5 and b-jets with |ηb|< 2.5, pT

b > 15 GeV were taken into ac-
count. For 100 GeV Higgs events, taking a cone around the b-quark direction of half-width
∆R < 0.4, this branching ratio is 15.5% for electrons with pT

e >1 GeV and 13.8% for electrons
with pT

e > 2 GeV.

The signal (irreducible) electrons in b-jets come from the following processes:

• the direct semileptonic decay of B mesons with an electron in the final state (b → e);

• the cascade decay of b-hadrons to c-hadrons which later decay semi-leptonically with an
electron in the final state (b → c → e);

• the leptonic decays of J/ψ’s coming from b decays;

• the decays of b-hadrons to τ leptons which later decay into electrons.

These electrons are also expected in the background jets, for example in gluon jets, because of
their possible content of heavy quarks. The contamination of the H → uu sample with heavy fla-
vour quarks from initial state radiation gluon splitting is below 2% for c-quarks and below 0.3%
for b-quarks.

The background (reducible) electrons common to all types of jets come from the following proc-
esses:

• photon conversions which occur in the detector;

• π0 Dalitz decays;

• semileptonic decays in the hadronic cascade.

While the signal electrons have very similar kinematic features in the signal and background
jets (originating in both cases from the decays of heavy quarks), the kinematics of the back-
ground electrons is very different. Another important source of background are hadrons misi-
dentified as electrons.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

10   b-tagging performance 331

The fraction of reconstructed jets containing true electron tracks with pT > 2 GeV and within
∆R < 0.4 from the jet axis is given in Table 10-3. Results in the Table are given after the full detec-
tor simulation of the events, so they take into account also electrons produced in the interac-

tions with the detector material. The fraction of jets containing reducible electron tracks is of the
order of 5% for the background jets and is dominated by electron tracks from photon conver-
sion (~79%). It increases almost by 50% if the pT threshold is lowered to 1 GeV. Lowering the
threshold, the fraction of b-jets containing irreducible electron tracks increases by at most few
percent.

10.3.2 Electron identification

Tracks reconstructed in the Inner Detector were selected applying the same cuts (‘standard
cuts’) as for the vertexing algorithm (see Section 10.2.2), including the removal of electrons from
reconstructed conversions. Variables for electron identification were then constructed using in-
formation from the Inner Detector and from the EM Calorimeter, as described in Section 7.3
and, in more detail, in Ref. [10-8] and [10-9]. Two additional variables which characterise global
features of any track coming from a b-jet were considered, d0 (the transverse impact parameter)
and pTJ (the transverse momentum relative to the jet axis). One expects that the charged tracks
from B decays would have significant impact parameter (long lifetime) and also large pT with
respect to the jet axis (decay of a heavy object).

The d0 and pTJ distributions are shown in Figure 10-27 for signal electron tracks from B and D
mesons in b-jets, and for other charged tracks in non-b jets. The rejection power of the d0 variable
is much higher than that of pTJ (notice the logarithmic scale for d0). One should be aware howev-
er that the d0 variable is effectively the same as the variable used by the vertexing algorithm.

10.3.2.1 Discriminating function

The discriminating function Dtrack is defined for each track as: ,

Table 10-3 Fraction of jets containing electrons of a given origin (only electrons with pT > 2 GeV and within

∆R < 0.4 from the jet axis are considered). The numbers are given after the full detector simulation.

Jet type Fraction of jets containing electrons (%)

from γ from π0 from B from D
from other

sources

irred. from

B and D reducible

b-jets 3.8 1.8 15.3 10.9 1.1 26.2 6.7

g-jets 3.8 0.7 0.1 0.4 0.1 0.5 4.6

c-jets 3.8 0.9 - 6.1 0.1 6.1 4.8

u-jets 3.8 1.0 - - 0.1 - 4.9

Dtrack

Π iPe xi( )
Π iPh xi( )
----------------------log=
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where xi denotes the value of the i-th variable
for this track, Pe(xi) is the probability that the
track is a signal electron. Ph(xi) is the probabil-
ity that the track is a non-signal hadron. Tracks
that fail the track-quality cuts are assigned the
value Dtrack = -40.

Higher rejection power can be achieved by the
algorithm if, for tracks with transverse mo-
mentum below 5 GeV, the value of the dis-
criminating function is rescaled as follows:
Dtrack → Dtrack + 1.5 × pT - 7.5, where pT is the
transverse momentum of the track recon-
structed in the Inner Detector. This pT weight-
ing is effective in rejecting the low-pT
background electron tracks from Dalitz decays
and from γ-conversions.

Figure 10-28 shows the distribution of the dis-
criminating function Dtrack for various types of
tracks. Applying a threshold on the value of
the Dtrack function a good separation of signal
electron tracks from b-jets and other tracks can
be achieved.

The identification of a track as a signal electron track is based on the value of Dtrack assigned to a
given track. Those for which Dtrack is below threshold (typically Dtrack

thr ~ 5-7) are rejected as
signal electron track candidates. To quantify the performance of the identification procedure,
the following efficiency and rejection factors are defined: the electron identification efficiency εe,
the pion rejection Rπ and the conversion rejection Rconv.

Figure 10-27 Probability density functions of the variables identifying tracks in b-jet. Open − signal electron

tracks in b-jets, shaded − all tracks in non-b jets.
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Figure 10-29 shows the rejections Rπ and Rconv as functions of the signal electron identification
efficiency. As expected the worst rejection factors are obtained for tracks originating from b-jets,
both for pions and also for electrons from γ-conversions and from Dalitz decays. While the two
rejection factors are almost the same for b-jets, they increase significantly for background jets.
This can be explained by the fact that the d0 variable has no discriminating power in this case as
several tracks are in fact originating from B-meson decays.

10.3.3 Jet tagging procedure

The jet tagging procedure is based on the electron track identification procedure. The algorithm
is constructed as follows: for each track in the jet the value of the discriminating function Dtrack
is calculated, then the track with the highest value of Dtrack is chosen and its value of the dis-
criminating function is assigned as the value of the discriminating function for the jet Djet; jets
with Djet > Djet

thr are tagged as b-jets.

Figure 10-30 shows the distributions of Djet for signal jets and for background jets: u-, c- and g-
jets. The Djet distribution for b-jets is shifted with respect to the distribution for u-, c-, and g-jets.
Some fraction of events for each jet type has jets with Djet = -40 which corresponds to jets for
which none of the tracks passed the quality selection criteria.

10.3.4 b-tagging results

In order to improve the rejection power, the probability density distribution functions were cal-
culated separately for several pT and |η| bins. Figure 10-31 shows the jet rejection factors for
various types of jets as a function of the efficiency of the b-tagging algorithm. As expected, the
highest rejection is obtained for u-jets, intermediate for gluon jets, and the lowest for c-jets.

Figure 10-29 Rπ (left), and Rconv (right) rejection factors for tracks in various jet types as a function of the effi-

ciency of identifying signal electron tracks from B and D decays in b-jets. ‘e in b-jets’, ‘e in g-jets’, etc. denotes

electron tracks from γ-conversions or Dalitz decays in b-, g-, u- or c-jets. Only statistical errors are shown.
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Table 10-4 shows the jet rejection factors for a
b-tagging efficiency of 7.2%, which corre-
sponds to ~50% efficiency for b-jets with an
electron. The reason for the lower rejection fac-
tors with respect to previous studies [10-8] is
mainly the extension of this study to the full
rapidity range. As particles at larger |η| cross
more material, the electron-pion separation
power decreases rather rapidly: Figure 10-32
shows the pseudorapidity dependence of the
rejection factors. Decreasing the threshold on
pT causes the jet rejection to decrease, as not
only the charged track multiplicity, but also
the fraction of background jets with true elec-
tron tracks in the jet is significantly higher.

Table 10-5 shows the fraction of jets tagged by
a given track for εb = 7.2%, which corresponds
to a 50% tagging efficiency for b-jets with a
true electron.

Most of the jets are tagged by a true electron
track, independently of the jet type. This indi-
cates that the electron identification procedure
works with high efficiency and good purity.
Most of the electron tracks which tag the jets,
except for u-jets, are signal electron tracks
(they come from B or D decays). For the b-jet
sample this type of track accounts for 94% of
all tagged jets. Noting that in the original sig-

Figure 10-30 Probability density functions of the val-

ues of Djet for b-jets (bold-dotted), compared to gluon

jets (solid), u-jets (dashed), c-jets (dotted).

Figure 10-31 Jet rejection factor Rjet as a function of

the efficiency of the b-tagging algorithm for various jet

types.
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nal sample the percentage of jets with such electrons is ~90% (see Table 10-3), then one con-
cludes that the tagging enriches the sample. This effect is even stronger for the g- and c-jets,
where the fraction of jets containing electrons from B and D mesons is greatly increased by the
b-tagging algorithm. The sample of u-jets does not contain electrons from B and D, but these jets
are also tagged mainly (60%) by the electron tracks from γ-conversions and Dalitz decays or
from other sources. In the higher pseudorapidity region (|η|> 1), pions become a major source
of background.

10.4 Soft muons

In principle, muons are just as good as electrons for the identification of the semileptonic decays
of heavy quarks. In practice, although the efficiency for detecting muons in the Inner Detector is
very high even at very low pT, they can be identified as such only if they have enough momen-
tum to cross the whole thickness of the calorimeters. The mean energy loss at central rapidity
is ~3 GeV, therefore this is the effective threshold for muon identification in the barrel part of
the Muon System. Muons with pT > 6 GeV cross the middle muon chamber station and can be
found as tracks in the muon detector; this effective threshold decreases to 2 GeV for muons
crossing the end-cap toroids. The energy deposit in the last segment of the Hadronic Tile Calo-
rimeter can be used to discriminate muons with pT > 2 GeV in the barrel rapidity range
|η|< 1.7.

10.4.1 Event characteristics

The branching ratio for the b → µ decay, BR(b → µ), was calculated taking into account the di-
rect semileptonic decay of B mesons (b → µ) and the cascade decay of B to D mesons and D sem-
ileptonically to µ (b → c → µ) and normalised to the number of reconstructible b-labelled jets. In
both cases only muons inside b-jets with |ηµ|< 2.5 and b-jets with |ηb|< 2.5, pT

b > 15 GeV were
taken into account.

Table 10-5 Fraction of jets tagged by a specified track for εb = 7.2%. Only tracks with pT > 2 GeV are used. The

‘e from γ’ column denotes electron tracks from γ-conversions and Dalitz decays.

Jet type Fraction of jets tagged by a specified track (%)

all e’s e from B e from D e from γ other e π others

b 99.4 68.7 26.0 1.4 3.3 0.4 0.2

g 82.2 17.8 24.4 37.8 2.2 15.6 2.2

c 91.9 0 86.9 4.6 0.4 5.8 2.3

u 65.2 0 0 65.2 0 26.1 8.7
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Table 10-6 specifies the branching ratios for
two values of the pT

µ threshold (pT
µ > 3 GeV

and pT
µ > 6 GeV). As shown in Table 10-6, if

muons below the threshold for muon identifi-
cation in the Muon System can be successfully
tagged (using the information from the last
segment of the Hadronic Tile Calorimeter),
they can add a considerable fraction to the b-
tagging efficiency for lower-pT jets.

Signal muons have clearly the same properties as the signal electrons used for the soft electron
tagging studies in the previous section. The background consists of:

• muons from π and K decays;

• misidentified particles in jets containing real muons, as a result of incorrect matching be-
tween the tracks reconstructed in the Inner Detector and the Muon System;

• (for low-pT muons) particles extrapolated to a region of the Hadronic Tile Calorimeter
with an energy deposit compatible with a muon’s.

10.4.2 Muon identification

The Muon System performance was parametrised and applied to events which were fully simu-
lated and reconstructed in the Inner Detector and calorimeters, since a full simulation was not
possible due to the delayed availability of the Muon System geometry.

The procedure to reconstruct muons in the Muon System and to match them to Inner Detector
tracks is described in detail in Section 8.1. Applying this procedure to a sample of b-jets where
the B mesons were forced to decay semileptonically, the muon reconstruction efficiency and
hadron misidentification rates were parametrised as functions of |η| and pT as shown in
Section 8.4 and in Figures 8-22 and 8-23. Then a muon identification probability was assigned to
each track reconstructed in the Inner Detector, depending on the track type and its parameters.

Muons with pT > 2 GeV in the range |η|< 1.7 can be identified through their energy deposit in
the last segment of the Hadronic Tile Calorimeter. If no muon was found in the Muon System
and matched to an Inner Detector track for a given jet, the method described in Section 8.4 was
used to assign a ‘quality factor’ to particles in the range 2 < pT < 6 GeV which corresponded to
an energy deposit in the last Hadronic Tile Calorimeter segment comprised in the band shown
in Figures 8-24 and 8-25.

10.4.3 Jet tagging procedure

The jet tagging procedure selected for each jet the muon which had the highest probability of
coming from a semileptonic B decay. The impact parameter significance, the transverse momen-
tum relative to the jet axis (pTJ) and the muon energy fraction relative to the jet energy (Efr) are
all good discriminating variables, and muons from semileptonic B decays tend to have larger
values of these variables compared to background muons (see the distributions of pTJ and Efr
for muons in b- and u-jets in Figures 10-33 and 10-34). The logarithm of the product of these

Table 10-6 The b → µ (direct and the cascade decay)

branching ratios for pT > 3 and 6 GeV and for

mH = 100 and 400 GeV.

mH = 100 GeV mH = 400 GeV

pT
µ > 3 GeV 10.0% 15.7%

pT
µ > 6 GeV 6.5% 13.3%
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three variables was used as the discriminating function Dtrack. The largest value of Dtrack for all
tracks in a jet was then used to calculate the jet weights and rejection factors for u-, g- and c-jets.
Figure 10-35 shows the jet weights for b-jets compared to background jets.

10.4.4 b-tagging results

The jet rejection curves as function of the b-jet efficiency are shown in Figure 10-36. As can be
immediately noted, the much better signal-to-background ratio of the muons in the Muon Sys-
tem sample partially compensates the loss of efficiency for low-pT central jets; the contribution
of the muons recognised in the Hadronic Tile Calorimeter is significant only in the low-pT
range. For the sake of comparison with the soft electron analysis, Table 10-7 shows the jet rejec-
tion factors for a fixed (7.2%) b-jet efficiency, separately for jets produced in the decays of 100
and 400 GeV Higgs.

Figure 10-37 shows the pseudorapidity dependence of the rejection factors for fixed b-jet effi-
ciency. As expected, the lower pT threshold for muons recognised in the Hadronic Tile Calorim-
eter contributes to improve the rejection power in the central pseudorapidity region.

Figure 10-33 Transverse momentum relative to the

jet axis for muons from B and D decays in b-jets (solid

line) and any muon in u-jets (dashed line).

Figure 10-34 Energy fraction relative to the jet energy

(as reconstructed by the calorimeters) for muons from

B and D decays in b-jets (solid line) and any muon in u-

jets (dashed line).
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10.5 Robustness of performance

10.5.1 Effects of high-luminosity pile-up

A large fraction of the Higgs events used for the b-tagging studies were processed with the ad-
dition of minimum bias events to simulate the high luminosity environment. A random number
(on average 24) of minimum bias events were added to all detectors; in addition, on average

Figure 10-35 Probability distribution functions of jet weights for muon b-tagging. Top: muons recognised in the

Muon System only, bottom: muons recognised in the Muon System or the Hadronic Tile Calorimeter. Open his-

tograms: b-jets, shaded histograms: background jets. a) and d): b-jets compared to u-jets. b) and e): b-jets com-

pared to gluon jets. c) and f): b-jets compared to c-jets. Jets without muons are taken into account for the

normalisation of the histograms.
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eight events were added to the TRT to simulate its long sensitive time. The pile-up and pulse
shaping in the calorimeters was simulated as described in Section 2.3. No pile-up simulation
was performed for the Muon System elements as the simulation code was not available in time.

Figure 10-36 Rejection factors as a function of b-jet efficiency for the muon tags. Top: only muons recognised in

the Muon System. Bottom: all muons recognised in the Muon System or the Hadronic Tile Calorimeter. Left:

mH = 100 GeV. Right: mH = 400 GeV. Full symbols: xKalman; open symbols: iPatRec.

Table 10-7 Jet rejection factors for a fixed (7.2%) b-tagging efficiency.

Muon System only Muon System and Hadronic Tile Calorimeter

mH = 100 GeV mH = 400 GeV mH = 100 GeV mH = 400 GeV

xKalman iPatRec xKalman iPatRec xKalman iPatRec xKalman iPatRec

Ru 189 ± 16 299 ± 33 510 ± 77 347 ± 43 334 ± 38 455 ± 61 513 ± 77 379 ± 49

Rg 169 ± 17 182 ± 19 198 ± 16 169 ± 13 250 ± 31 255 ± 32 181 ± 14 159 ± 12

Rc 35 ± 2 30 ± 1 43 ± 2 34 ± 2 50 ± 3 44 ± 3 46 ± 3 40 ± 2
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The same reconstruction and analysis software was run on these events, as for events without
pile-up. In order to save running time, and as it was shown by all analyses presented so far that
the performance of xKalman and iPatRec for this type of studies are equivalent, only the faster
iPatRec algorithm was used. Figures 10-38 to 10-40 show the primary track efficiency and the
rates of secondary tracks and fakes for pile-up events.

It can be noted that for standard cuts the pattern recognition performance is comparable to the
performance without pile-up. The quality cuts (especially the cut on the number of shared hits)
affect adversely the track-finding efficiency but remove a large fractions of tracks which did not
originate from the main Higgs event.

Figure 10-37 Rejection factors as a function of pseudorapidity for 7.2% b-jet efficiency for the muon tags

(mH = 100 GeV). Left: only muons recognised in the Muon System. Right: all muons recognised in the Muon

System or the Hadronic Tile Calorimeter. Full symbols: xKalman; open symbols: iPatRec.

Figure 10-38 Primary track efficiency for iPatRec as a

function of pseudorapidity without cuts (open circles),

after applying standard cuts (closed circles) and after

applying quality cuts (open squares).

Figure 10-39 Fraction of secondary tracks for iPa-

tRec as a function of pseudorapidity without cuts

(open circles), after applying standard cuts (closed cir-

cles) and after applying quality cuts (open squares).

10

10
2

10
3

0 0.5 1 1.5 2 2.5

|η|

R

u-jet

g-jet

c-jet

10

10
2

10
3

0 0.5 1 1.5 2 2.5

|η|

R

u-jet

g-jet

c-jet

0.6

0.7

0.8

0.9

1

0 0.5 1 1.5 2 2.5

|η|

P
ri

m
ar

y
 T

ra
ck

 E
ff

ic
ie

n
cy

10
-2

10
-1

0 0.5 1 1.5 2 2.5

|η|

S
ec

o
n
d
ar

y
 T

ra
ck

 F
ra

ct
io

n



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

10   b-tagging performance 341

The z position of the primary vertex can be reconstructed with the same resolution (~35 µm) but
the fraction of events in the tails of the distribution increases from 9% to 14%.

Figure 10-40 Fraction of fake tracks as a function of

pseudorapidity without cuts (open circles), after apply-

ing standard cuts (closed circles) and after applying

quality cuts (open squares) (iPatRec).

Figure 10-41 Jet rejection factors for the vertex b-tag-

ging method, with high-luminosity pile-up. Open sym-

bols: mH = 100 GeV, full symbols: mH = 400 GeV.

Table 10-8 Jet rejection factors for different b-tagging methods, with high-luminosity pile-up. Rejections are cal-

culated for εb = 50% for the vertex method and 7.2% for the lepton methods.

Ru Rg Rc

mH = 100 mH = 400 mH = 100 mH = 400 mH = 100 mH = 400

Vertex 178 ± 22 133 ± 14 104 ± 15 55 ± 4 10.5 ± 0.4 12.1 ± 0.6

Electron 118 ± 11 74 ± 6 115 ± 17 135 ± 16 34 ± 3 31 ± 2

Muon 223 ± 30 284 ± 44 170 ± 31 168 ± 22 32 ± 2 37 ± 3

Muon + Tile 289 ± 45 282 ± 44 157 ± 27 183 ± 24 40 ± 3 46 ± 4
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Table 10-8 and Figures 10-41 to 10-43 present
the rejection factors that can be obtained, us-
ing the vertex and lepton tags. The rejections
are somewhat degraded with respect to the
zero-luminosity case (see Tables 10-1, 10-4 and
10-7) but still acceptable and useful.

Figure 10-44 shows the background rejec-
tions, for 50% b-tagging efficiency, obtained
using the vertex method only, as functions of
|η| and pT. Comparing to the corresponding
Figures 10-23 and 10-24, it can be noted that
the loss in overall performance is effectively
due to a slower increase of the performance
for jets with pT < 100 GeV; above this value the
performance is not affected by the presence of
pile-up.

10.5.2 Effects of reduced detector efficiency and missing detector layers

The effects of reduced detector efficiency and/or of missing detector layers were studied in de-
tail in Ref. [10-10]. Those studies used the same Inner Detector geometry as used for the present
study. The reconstruction and analysis software were less developed at that time, which pro-
duced a worse b-tagging performance than can be achieved now, but it is believed that the rela-
tive changes in performance as function of the detector efficiency still apply. Here only the main
results are summarised.

Figure 10-42 Rejection factors as function of b-jet efficiency for the muon tags, with high-luminosity pile-up.

Left: only muons recognised in the Muon System are used; right: all muons recognised in the Muon System or in

the Hadronic Tile Calorimeter are used. Open symbols: mH = 100 GeV, full symbols: mH = 400 GeV.
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Figure 10-43 Rejection factors as a function of b-jet

efficiency for the electron tags, with high-luminosity

pile-up. Open symbols: mH = 100 GeV, full symbols:

mH = 400 GeV.
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Reducing the efficiency of the Pixel and SCT detectors from the default random 97% to 90% re-
duced the u-jet rejection power to 76% of its original value, independent of the pattern recogni-
tion program and of the track selection cuts.

The loss, or removal, of the middle or outer Pixel layer reduced the u-jet rejection power to 70%
of its original value, independent of the pattern recognition program and of the track selection
cuts. Similarly, the loss, or removal, of an SCT layer reduced the u-jet rejection power to 90% of
its original value.

The effect of the loss of the B-layer was studied in the Inner Detector TDR: in this case the u-jet
rejection power is reduced to 40% of its original value.

10.5.3 Evolution of the Inner Detector layout

The current design of the Inner Detector layout differs in several details from the geometry used
for the present studies (see Section 3.2.1). The main impact on the b-tagging performance is that
of the changes in Pixel Detector geometry: slightly larger B-layer radius, slightly smaller outer
layer radius, re-arranged disk regions. All these changes result in small degradations of the per-
formance. The cumulative effect is to reduce the u-jet rejection power to 90% of its original val-
ue; if hardware constraints forced the adoption of 400 µm long pixels in the B-layer, there would
be a further 10% performance loss.

10.6 Combined b-tagging performance

The algorithms described above for the vertex tagging and the soft lepton tagging all calculate a
‘jet weight’ which is used as a measure to discriminate b-jets from other jets. There is more than
one way to combine these weights into a single combined variable. As the rejection power of the
vertex method is superior to that of the lepton methods and the lepton tags are efficient only for
a few percent of the b-jets, the following method was used to select the ‘tagged’ events: for each

Figure 10-44 Background rejections as a function of jet |η| and pT for εb = 50%, with high-luminosity pile-up.

Vertex method only.
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value of the cut on the vertex weight, the cut on the lepton weight is chosen so as to optimise the
global performance. The combined performance was then compared to the performance of the
vertex method for the same b-tagging efficiency or for the same rejection.

Table 10-9 shows the increase in jet rejection factors, for 50% b-tagging efficiency, for different
combinations of b-tagging methods. For a constant jet rejection factor (corresponding to 50% b-
tagging efficiency with the vertex method alone), the increase in efficiency is at most 1%. Given
the very high rejection achieved with the vertex method, the combination of the vertex method
with the lepton methods, which apply only to a small fraction of events, does not produce much
improvement in the performance.

The contribution of the lepton methods can become important if the rejection of the vertex
method is decreased with respect to the values shown above. If it would be reduced to ~40% of
its value (which would be the case if the B-layer were not operational), then the lepton tags
would add up to 12% to the rejection at 50% efficiency, or up to 2% efficiency for constant rejec-
tion. In addition, they make possible a cross-check of results in order to reduce any systematic
errors.

10.7 Impact of b-tagging performance on the channel WH, H → bb

The detailed understanding of the b-tagging performance achieved through the studies de-
scribed in this chapter allowed the implementation of a realistic parametrisation of the b-tag-
ging performance into the fast simulation (see Section 2.5.6) used for the study of this signal and
backgrounds. This parametrisation was implemented as described below.

The results for mH = 100 GeV were adapted to account for the different methods used for label-
ling jet flavour in the full-simulation studies and in the fast simulation program (the latter has
to treat many background sources with varying jet multiplicities and flavours). The b-tagging
performance was parametrised for jets from u, d, s, g, which do not contain c-quarks nor
b-quarks in the final parton shower process, and from charm, including the |η|and pT depend-
ence.

Table 10-9 Jet rejection for different combinations of b-tagging methods, for 50% b-jet efficiency, compared to

the vertex method. In each cell, the first column refers to xKalman and the second to iPatRec; the first (second)

line is for mH = 100 (400) GeV.

Ru Rg Rc

Vertex
only

326 / 391
126 / 183

135 / 148
59 / 58

13.6 / 11.7
13.3 / 13.4

Vertex +
Electron

329 / 398
127 / 185

148 / 154
69 / 58

13.8 / 12.0
13.3 / 13.5

Vertex +
Muon

326 / 391
128 / 187

135 / 150
60 / 58

13.7 / 11.9
13.4 / 13.5

Vertex +
Muon + Tile

326 / 391
128 / 187

135 / 150
60 / 58

13.7 / 11.9
13.4 / 13.5
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The WH signal and all the background processes were simulated and reconstructed using the
fast simulation, modified to account for the b-tagging performance in a statistical way for each
reconstructed jet. Table 10-10 shows the expected significance for two values taken from the
b-tagging efficiency versus rejection curves for an integrated luminosity of 30 fb-1 and
for mH = 100 GeV. The background processes can be separated into irreducible background con-
taining real b-jets and reducible background (predominantly from W+jet events), containing
non-b jets wrongly tagged as b-jets. The ratio Rred/irred of the total reducible background to the ir-
reducible background increases from a value of 0.5 for a b-tagging efficiency of 50% to a larger
value of 1.2 for a b-tagging efficiency of 60%. At the same time, the signal-to-background ratio
decreases by about 30% from 3.1% to 2.1%. For consistency with previous estimates, the tighter
trigger threshold was applied for isolated electrons (30 GeV instead of 20 GeV) in Table 10-10. If
the lower threshold is applied, the sensitivity increases by 4% only [10-11].

Clearly this channel remains a difficult challenge at the LHC. The uncertainties on the b-tagging
performance shown above in terms of possible improvements or degradations do not change
the results shown in Table 10-10 by more than 10% for b-tagging efficiencies below or
around 50%, since the dominant background in this case is the irreducible background. The ex-
traction of the rather broad signal peaks expected for invariant masses involving b-jets with a
signal-to-background ratio often significantly below unity will obviously require a careful mon-
itoring of the b-tagging performance with real data. The most abundant source of events con-

Table 10-10 For an integrated luminosity of 30 fb-1 and mH = 100 GeV, expected rates for the signal from

Standard Model WH associated production followed by H → bb decay and for the various background proc-

esses after all selection cuts as a function of the average b-tagging efficiency using vertexing; |η| and pT-

dependent rejection factors of non-b jets are used. The signal-to-background ratio, the ratio Rred/irred of reduci-

ble to irreducible background and the significance expressed as S/  are also indicated.

Process

εb
vert = 50%

εc
vert = 8.2%

εj
vert = 0.43%

εb
vert = 60%

εc
vert = 14.4%

εj
vert = 1.1%

WH, 294 423

WZ, 422 625

W 2449 3603

2885 4233

558 755

W 621 1350

W 698 2045

Wbj 332 1079

Wcj 1082 4796

Wjj 314 2093

Rred/irred 0.48 1.23

Total bgd (B) 9361 20579

S / B 3.1% 2.1%

S/ 3.04 2.95

B

H bb→

Z bb→

bb

tt WWbb→

tb Wbb→

bc

cc

B
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taining b-jets which could be used to calibrate the efficiency of the b-tagging algorithms is tt
production, since clean samples can be selected by requiring only one tagged b-jet. The second
b-jet from top-quark decay can then be used for calibration.
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11 Trigger performance

11.1 Introduction

This chapter presents a summary of the ATLAS level-1 (LVL1) and level-2 (LVL2) triggers and
outlines the task of the Event Filter (EF). Details of the algorithms and justification of the pro-
posed selections are explained in [11-1]. Technical details of the LVL1 muon and calorimeter
trigger implementation are documented in [11-2]. This chapter is restricted to the presently ac-
cepted algorithms, their key selections and resulting efficiencies and rates.

Section 11.2 presents an overview of the ATLAS trigger strategy and summarises the functional-
ity. The next sections present the trigger algorithms and their performance. Section 11.3 is de-
voted to the LVL1 trigger: the muon trigger and various calorimeter triggers. The trigger objects
selected by LVL1 constitute the input to the higher-level triggers, LVL2 and EF. The RoI-guided
triggers are summarised in Section 11.4, followed by triggers that do not need RoI guidance,
missing-transverse energy (Section 11.5) and the B–physics trigger channels (Section 11.6). The
resulting sets of trigger objects are input to the global LVL1 and LVL2 decisions, which are driv-
en by lists of hypotheses derived from the list of physics signatures of interest (Section 11.7).
The last section presents the task of the Event Filter (Section 11.8).

The present chapter addresses only some of the issues associated with trigger performance. The
studies need to be extended and consolidated. The overall optimisation of the trigger imple-
mentation, taking into account processing power, data bandwidth and cost requirements, will
be a joint task of the LVL2, EF and trigger performance group during the coming years. Espe-
cially the work for the EF will need the cooperation of the physics and reconstruction groups to
develop the selections and the selection tools.

11.2 Overview of ATLAS trigger strategy

11.2.1 Introduction

The main challenges at the LHC that have an impact on the experiment’s trigger system are an
unprecedented rate of 109 interactions per second, the need to select rare predicted physics
processes with high efficiency while rejecting much higher-rate background processes, and
large and complex detectors with huge numbers of channels O(107). Decisions must be taken
every 25 ns; at high luminosity, each bunch crossing contains about 23 interactions. At the end
of the decision chain, the event storage rate is limited to approximately 100 Hz, by practical lim-
itations in the offline computing power and storage capacity. The average event size is 1 Mbyte
[11-3].

The ATLAS trigger strategy foresees a reduction of the event rate at three levels: LVL1, LVL2
and Event Filter [11-3]. The accepted rates at each level are given in Figure 11-1. The LVL1 trig-
ger receives data at the full LHC bunch-crossing rate of 40 MHz. The output rate is limited by
the capabilities of the front-end systems to 75 kHz (upgradable to 100 kHz). The present esti-
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mate of rates, as given in Section 11.7, allows for a safety margin of about a factor of two on the
output rate from LVL1. Furthermore, thresholds are deliberately chosen to be lower than strictly
necessary for the success of the ATLAS physics programme.

LVL2 and the EF combined will give a reduction factor of order 103, where LVL2 is expected to
provide a reduction of a factor of about 100 resulting in an input rate to the EF of the order of
1 kHz. The sharing of the selection task between LVL2 and the EF remains to be optimised, so
the output rate from the LVL2 trigger is not final. Similarly, there is some flexibility on the out-
put rate from the EF.

The following sections describe the essential steps in the trigger-decision chain and the trigger
‘objects’ that are used in the selection process. The status and workplan of the LVL2, data acqui-
sition and event filter projects are described in [11-4]. The trigger algorithms at LVL1 must be
relatively simple in order to be implemented in very fast custom hardware processors. Much
more freedom for algorithm complexity and programmability is available at LVL2 and in the EF.
Indeed, both of these high-level triggers may well be implemented using very similar, or even
the same, communication and computing structures. They differ only in the way that detector
data is accessed and by the framework for software and database access. Simple, fast algorithms
are foreseen for LVL2, whereas more offline-like algorithms are applied in the EF. Technology
evolution indicates an increase in CPU processing power by an order of magnitude over the
next five years and an increase in memory density by a factor of four every two years. A firm di-
vision between LVL2 and the EF is therefore premature and even not desirable. The tasks have

Figure 11-1 The three levels of the ATLAS trigger and their event rates and processing times.
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to be specified, and their physical location, where they are executed, may shift with time. The al-
location depends on the evolution of technology and improved understanding of the tasks. This
process of optimisation will continue after data taking begins.

11.2.2 LVL1 trigger and regions of interest

The LVL1 trigger [11-2] identifies the basic signatures of ‘interesting’ physics with high efficien-
cy. It forms its decision on the basis of multiplicities for the following local trigger objects for
various pT thresholds: muon, EM clusters (where isolation can be required), narrow jets (isolat-
ed hadronic τ decays or isolated single hadrons), jets and the global objects: missing transverse
energy, total scalar transverse energy.

The muon and calorimeter LVL1 trigger systems use simple algorithms to make fast decisions.
Local pattern recognition and transverse-energy evaluation are performed on prompt, relative-
ly coarse-grained information, which is provided by the fast muon trigger chambers and the
tower summing electronics of the EM and hadronic Calorimeters.

The LVL1 algorithms are executed by custom electronics, programmed in terms of adjustable
parameters. The decision time of ~2 µs includes the transmission of signals between the detec-
tor and the trigger electronics. During the LVL1 trigger processing, the data from all detector
systems are held in pipeline memories. When LVL1 has accepted an event, the data are read out,
formatted and initial preprocessing may be applied (e.g. calibration) before they are stored in
readout buffers (ROBs) for use by the LVL2 trigger and the EF.

The LVL2 trigger is largely based on the use of regions of interest (RoIs). For each event accept-
ed by LVL1, a small amount of information is passed to LVL2 corresponding to each object iden-
tified at LVL1. For local objects, such as muons and EM clusters, the information provided is
position (η, φ) and pT threshold range. These RoIs flag the regions that need to be analysed fur-
ther by higher-level triggers. Also provided by LVL1 are the components of the missing-ET vec-
tor and the total scalar ET value, as well as information on the criteria that led to the event being
selected.

LVL2 processors perform local evaluation of the objects identified at LVL1 using the fine-
grained detector data in a window around the position indicated by the RoI. Thus, usually only
a small fraction of the event data need to be moved from the ROBs to the designated processor,
thereby reducing the required bandwidth and processing power at LVL2.

11.2.3 LVL2 data collection and feature extraction

At LVL2 each RoI is examined in the detector system from which it originated, i.e. in the muon
or calorimeter system, to see if it is confirmed as a valid object. After the confirmation of the
LVL1 RoI, additional features associated with it may be searched for in other detectors, such as
the SCT/Pixel and TRT. This is the case for muon, EM cluster and τ RoIs. Jet RoIs are only proc-
essed in the calorimeters, with the possible exception of b-jet tagging, which requires tracking
detectors to evaluate the impact parameters of tracks.
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The information from all systems is then combined to form more specialised global trigger ob-
jects, which become candidates for muons, electrons, photons, τ’s, and jets, as well as general-
ised missing-ET and B-physics objects. These LVL2 global objects form the input to the LVL2
global decision. An average processing time of ~10 ms per event is currently assumed for the
LVL2 trigger.

Processing of B-hadron events is different from standard RoI processing. B-hadron events are
triggered by a low-pT single muon at LVL1. This muon is then confirmed at LVL2 in the muon
spectrometer and the Inner Detector. For events retained after this initial selection, a full track
search must then be performed to allow decisions based on semi-exclusive B-event hypotheses.
The present strategy is to search for tracks in the TRT with very low pT thresholds. The resulting
TRT tracks are used to define additional RoIs (so-called LVL2 RoIs) that guide further track
searches in the SCT. The reconstructed SCT tracks, giving information in three dimensions, al-
low for the calculation of invariant masses; they may be extrapolated into the calorimeter or
Muon Systems to confirm low-pT lepton candidates, in conjunction with the transition–radia-
tion signature from the TRT in the case of electrons.

The RoI information from LVL1 gives the position of the object with a typical resolution ranging
from about ∆η×∆φ = 0.1×0.1 (leptons and photons) to about 0.4×0.4 (jets) in pseudorapidity–azi-
muthal angle space. The area over which the LVL2 algorithms require data is generally larger
than this and has to be adapted to the detector system in question and to the algorithms applied
at LVL2. For example, for validation of EM clusters in the calorimeters a region of at least about
0.3×0.3 is needed.

11.2.4 Event Filter

The final online selection step is performed by the EF. Here the full event is collected from the
different data sources (ROBs) and the EF operates on the complete event using the full-granu-
larity of the detector. The processing time is of the order of seconds. A refined reconstruction is
possible using offline-like algorithms, though calibration and alignment constants are not the fi-
nal ones. Vertex reconstruction and track fitting, including bremsstrahlung recovery for elec-
trons, are examples of algorithms that could be executed at this level. Other examples are
operations that require larger RoIs than those used at LVL2, such as γ conversion searches or
calculations requiring the complete event data, as is the case for missing ET. The LVL1 and LVL2
results will guide the EF processing chain, in a mode that is similar to the guidance of LVL2 by
LVL1 RoIs. The EF completes the classification of the events, establishes a catalogue of discov-
ery-type events (‘express line’), and stores accepted events in the database. Events may be di-
rected to separate output streams, for example if they are needed for calibration or alignment
purposes only. Details of the EF are described in [11-4].

11.2.5 Trigger objects and the trigger-decision chain

11.2.5.1 Trigger objects

Through the selection chain from LVL1 to the EF, the trigger objects are progressively refined
and made more specific. New trigger objects may be added at LVL2 and in the EF. Trigger ob-
jects are combined in ‘physics menus’: lists of selection criteria which will be described in more
detail in Section 11.7. The following sections introduce the essential features of the objects and
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describe the global decisions at LVL1 and LVL2. Detailed selection criteria at the level of indi-
vidual objects are presented in [11-1] and are summarised in Sections 11.3.1 and 11.3.2 for the
LVL1 trigger, and in Sections 11.4 to 11.6 for the LVL2 triggers.

LVL1 objects are characterised by a small number of attributes and a set of discrete pT-threshold
values. They are listed in Table 11-1 together with the corresponding pseudorapidity coverage.
The number of thresholds is six for the muon trigger; sixteen thresholds are shared between the
EM cluster and τ/hadron calorimeter triggers, eight thresholds are used for the ET

miss trigger
and four for the total scalar ET trigger. More precisely, the 'thresholds' of the EM cluster trigger
and the τ/hadron trigger each consist of a triplet of thresholds – cluster ET threshold, and two
isolation thresholds for EM and for hadronic ET depositions. The isolation requirement is re-
laxed with increasing ET or for two-cluster triggers; no isolation requirement is made for the
highest EM ET threshold.

LVL1 trigger selections are normally independent of the pseudorapidity, though simple topo-
logical requirements can be imposed. For example, jets that pass a given threshold may be re-
quired to be produced at central pseudorapidities. A trigger selecting large energy deposition in
the forward regions (|η|> 3.2) is under consideration.

The LVL1 trigger ensures that trigger objects of the same type are not double counted. Overlaps
between different trigger categories, however, are not resolved at LVL1. For example, an ener-
getic electron may pass simultaneously as an EM cluster, a τ and a jet trigger. Two muons, if un-
balanced in ET, may give a missing-ET trigger. Such redundancies are useful for monitoring the
trigger. The overlaps are taken into account in the global decision at LVL2. No communication
between the systems is available at LVL1. Thus for example, isolation cannot be required for
muons.

In addition to the trigger RoIs, LVL1 may indicate other RoIs, typically at lower thresholds.
These so-called secondary RoIs do not contribute to the trigger decision at LVL1. They are pro-
vided for possible analysis at LVL2 or in the EF and may contribute to the classification of an
event.

LVL2 objects are listed in Table 11-2. Their principal attributes are, as at LVL1, pT threshold and
isolation. The complete list of attributes attached to each trigger object is, however, much richer
than at LVL1. For example, the EM cluster is described by its transverse energy in several win-
dows, by its lateral and longitudinal shape and by several parameters that characterise the fine-

Table 11-1 LVL1 objects and their attributes in addition to ET. Tables 11-1 and 11-2 introduce the mnemonics

for trigger objects used in the trigger menus, see Section 11.7. A total of 16 thresholds is available for EM and T

objects combined.

Object

Number of

thresholds Isolation | η | range description

MU 6 no 2.4 muon

EM 8 – 16 yes 2.5 EM cluster

T 0 – 8 yes 2.5 τ → hadrons or single hadron

J 8 no 3.2 jet

XE 8 – 4.9 missing-ET

SE 4 – 4.9 total scalar ET



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

352 11   Trigger performance

grained information in the EM preshower compartment. The local features are combined to
form global objects, e.g. the calorimeter information is combined with the information from the
Inner Detector and the quantities that characterise the quality of matching between track and
cluster.

The selection criteria may depend on parameters like pseudorapidity. Hence the fine adjust-
ment of parameters in a multi-dimensional space is necessary to achieve optimal background
rejection for the highest signal efficiency. Several varieties of electron candidates may be de-
fined, as motivated by the class of physics processes1. In practice, simplicity and ease of moni-
toring are important criteria, which will limit the choice of algorithms, parameters and selection
cuts. In Sections 11.4 to 11.6 the trigger algorithms are discussed together with the set of key se-
lection criteria associated with each of these algorithms.

11.2.5.2 Global LVL1 and LVL2 decision

Trigger menus have been derived from the physics requirements. They classify the signatures
such that a combination of trigger objects is sufficient to select events. Thresholds and attributes
for the trigger objects are optimised to meet the requirements of high efficiencies and acceptable
rates. An initial set of trigger menus for low- and high-luminosity running is presented in
Section 11.7. Despite the large variety of physics available at the LHC, a short list of inclusive
single and multi-object triggers, as well as a small number of combined triggers, are sufficient to
cover the expected physics programme. These menus will evolve during the lifetime of the ex-
periment, with improved understanding of the detector, development of technology and shift-
ing physics interest.

The global decision at LVL1 and LVL2 is made by comparing the list of accepted trigger objects
to the trigger menus. At LVL1, where the decision must be taken at a rate of 40 MHz, only a
small amount of information can be transmitted to the central trigger processor (CTP), which
combines the information from the muon and calorimeter triggers. A total of up to 96 menu
items are foreseen for the CTP. The triggers are inclusive, and cover physics and detector moni-
toring, which must run continuously during physics data-taking.

Table 11-2 LVL2 objects and attributes in addition to ET. Additional attributes are discussed in Section 11.4.

Object Attribute | η | range Candidate for

µ isolation 2.4 muon

e isolation 2.5 electron

γ isolation 2.5 photon

τ isolation 2.5 τ → hadrons

h isolation 2.5 single hadron

j b-tag (|η|< 2.5) 3.2 jet

xE – 4.9 missing-ET

1. This is similar to the choice of looser criteria for two-object triggers at LVL1.
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The LVL2 strategy for confirming trigger objects is still under study [11-4]. Much effort is going
into the development of algorithms and selection criteria to define trigger objects. Once these
are defined, the final global decision is straightforward (except for processing of secondary
RoIs, which is discussed below). At LVL2, in addition to requiring combinations of trigger ob-
jects, the menus may include functional decisions such as invariant-mass cuts, pT-sum cuts, etc.
Mass cuts are expected to be used for B-physics objects, and they could be applied wherever ob-
jects of known masses are part of the hypothesis, e.g. for leptonic decays of the Z0.

Two different trigger objects may originate from the same physical object. For example, if a
menu item requires an electron and a τ candidate, then both of these trigger objects could origi-
nate from the same high-pT electron. The menus of Section 11.7 do not at present require such
combinations and are hence sufficiently simple to ensure that such cases do not occur. For fu-
ture extensions of the menus it will be necessary to ensure that such cases either add negligible
rates or are correctly resolved. Algorithms will be needed to compare categories of objects and
decide whether they have the same physical origin.

The use of secondary RoIs complicates the LVL2 decision logic, but may contribute to the classi-
fication of the events. These RoIs require an additional pass in the decision chain after the trig-
ger RoIs have been confirmed. More studies are needed on the use of secondary RoIs at LVL2 or
possibly by the EF. This issue is linked to the overall optimisation of LVL2 and the EF.

11.2.6 Specialised triggers

In addition to the triggers that are motivated by the physics programme, the same or specialised
triggers at lower thresholds are needed to measure the trigger efficiency, and to monitor the de-
tector and trigger performance. These include triggers for alignment and calibration. The re-
quirements of the detector systems for such triggers are presently being assessed. Lower
prescaled thresholds are also needed for certain physics studies, e.g. QCD.

11.3 LVL1 trigger

This section summarises the performance of the algorithms chosen for triggering at LVL1, and
for delivering regions-of-interest to the LVL2 trigger. The choices of the algorithms and the
hardware implementations are justified in [11-2].

11.3.1 LVL1 muon trigger

11.3.1.1 Trigger algorithms

The LVL1 muon trigger is based on the measurement of muon trajectories in three different
planes (called stations). The trigger is described in detail in [11-2]. Muons are deflected by the
magnetic field generated by the toroids; the angle of deflection depends on their momentum
and the field integral along their trajectory. Coulomb scattering in the material traversed, and
for low-pT triggers, the energy-loss fluctuation, are also of importance.
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The differences from a straight-line trajectory of an infinite-momentum track originating at the
nominal interaction point are measured using three trigger stations, see Figure 11-2. The trigger
plane farthest from the interaction point in the end-cap, and nearest to the interaction point in
the barrel, is called the pivot plane. The two different lever arms from the pivot to the other two
trigger planes provide two different measurements of the size of the deflection due to the field.
The two different lever arms allow trigger thresholds to cover a wide range of transverse mo-
menta with reasonably good resolution: the shorter lever arm (pivot plane and station 2) covers
a lower-momentum range and the longer one (pivot plane and station 1 for the end-cap, pivot
plane and station 3 for the barrel), a higher-momentum range.

Each hit found in station RPC1 (TGC3) is extrapolated to station RPC2 (TGC2) along a straight
line through the nominal interaction point. A coincidence window is then defined around this
point, where the window size depends upon the required pT threshold. The low-pT trigger con-
dition is then satisfied if, for both projections, there is at least one hit within the coincidence
window, and at least one of the two low-pT stations has hits in both trigger planes satisfying the
three-out-of-four logic

A similar procedure is performed for the high-pT trigger, where the planes of RPC3 (TGC1) to-
gether with the pivot plane are used. The high-pT trigger is satisfied if the track passes the low-
pT criteria, and in the barrel at least one hit in the two trigger planes of RPC3 are in coincidence,
and in the end-cap if at least two of the three planes of TGC1 in the η view, and one of the two
planes of TGC1 in the r−φ view are within the appropriate coincidence window.

The muon-trigger is divided into regions in η−φ where independent trigger windows can be
used. The size of the coincidence window defines the pT threshold applied in the trigger – the
wider the window, the lower the threshold. Windows are defined such that efficiency at thresh-
old is 90%. A tight time coincidence among hits is also required, to identify the bunch crossing.

Figure 11-2 The LVL1 muon–trigger scheme.
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11.3.1.2 Options to increase trigger robustness

To increase the flexibility of the trigger to cope with higher backgrounds, and in particular to of-
fer additional robustness against backgrounds from the high flux of charged particles of mo-
mentum around 100 MeV (see Section 11.3.1.6), the trigger provides additional coincidence
options [11-5].

• In both end-cap and barrel triggers the logic of the high-pT trigger can be adopted for low-
pT thresholds through the use of all three trigger stations. Studies have shown that this is
best achieved using the high-pT planes TGC1 and RPC3 with appropriate window sizes
for the low and high-pT thresholds.

• In the end-cap an additional coincidence can be required in the planes of the inner TGC
chambers, the EI and FI stations, see Figure 11-2.

• In the barrel, trigger electronics and logic are being designed such that signals from the
Tile Calorimeter can be input to the trigger and used in coincidence with track candidates
from the barrel muon trigger chambers. The Tile Calorimeter offers good separation of
muons from hadrons, particularly in its outer depth sampling. Studies have demonstrat-
ed that a coincidence makes the trigger robust against the most pessimistic estimates of
potential background [11-5]. The resulting rates are discussed in Section 11.3.1.6.

11.3.1.3 Trigger efficiency

The lower momentum limit for detecting a muon in the Muon System is set by the energy loss
in the calorimeter and corresponds to pT ~ 3 GeV in the barrel, but can be as low as pT ~ 1 GeV
in the end-cap. In order to evaluate the level of rejection of muons by the trigger system below a
given trigger threshold, single muons over a wide range of momenta were generated in a Monte
Carlo program and passed through the detector and trigger simulation programs. The trigger
efficiency was evaluated as a function of pT both for single muons and for muons in physics
events, for the combined barrel and end-cap LVL1 trigger system. Since in some regions of the
detector (notably in the end-cap) window size and trigger efficiency have some η dependence,
the efficiency was evaluated as a function of η (integrated over φ). These calculations were per-
formed for pseudorapidities covering the geometrical acceptance of the trigger system. The to-
tal trigger efficiency in the region |η|< 2.4, including geometrical losses, is 79% for 6 GeV
muons in the low-pT trigger with 6 GeV threshold, and 81% for 20 GeV muons in the high-pT
trigger with 20 GeV threshold.

The trigger efficiency was evaluated by simulating the trigger logic using the coincidence win-
dows defined in Section 11.3.1.1. The efficiency, including geometrical acceptance effects, is giv-
en by the ratio of the number of triggered muons to the number of generated muons within the
η fiducial region. The trigger efficiencies for the combined barrel and end-cap LVL1 system are
shown in Figure 11-3 for the 6 GeV low-pT, and the 20 GeV high-pT thresholds.

11.3.1.4 Prompt muons and muons from π/K meson decays in flight

The rates for the LVL1 muon trigger were calculated by convolving the cross-section for muon
production with the efficiency for a muon to trigger at LVL1. Muons from b and c hadrons, W
and Z decays and from decays in flight of charged πand K mesons were considered. In the end-
cap the convolution used four η bins to account for the significant η dependence of the cross-
section.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

356 11   Trigger performance

The inclusive muon pT spectrum is dominated, for transverse momenta below 8 GeV, by
π/K → µν decays. Because of the steeply falling dσ/dpT spectrum, muons with pT well below
threshold still contribute significantly to the trigger rate, despite their low trigger acceptance. At
higher pT, muons from decays of B-hadrons are more abundant, and above 30 GeV W → µν de-
cays dominate [11-6]. These rates were calculated using the PYTHIA Monte Carlo program [11-

Figure 11-3 The efficiency of the LVL1 muon trigger as a function of pT and for six pseudorapidity intervals, for

the nominal low and high-pT thresholds of 6 GeV and 20 GeV and the ‘TDR trigger scheme’ of Section 11.3.1.1.
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7]. Because of the significant contribution of π/K decays to the trigger rate, these were calculated
using the Monte Carlo program DPMJET [11-8] and using PYTHIA. The predicted rates were
found to agree within 30%. The estimated rates are shown in Table 11-3.

11.3.1.5 Muons from cosmic rays and beam halo

Despite the significant depth at which the ATLAS experiment is located, cosmic rays contribute
to the trigger rate in the Muon System. The ATLAS cavern is located about 75 m underground
and access is available through two parallel shafts about 60 m deep, and 9 m and 12.6 m in di-
ameter. The cosmic ray rate arises largely from these access shafts. By normalising the incident
cosmic rate to 100 Hz/m2 (the approximate rate of the muon component at sea level), a trigger
rate in the low-pT system below 150 Hz was found. The corresponding rate for the high-pT sys-
tem is much lower (< 10 Hz). These rates are two orders of magnitude less than those from
muon triggers from pp collisions, but still sufficient to be useful for the calibration and align-
ment of the detectors in the barrel region.

A study of muons produced in interactions between the LHC beam and the machine compo-
nents has been performed for the CMS experiment using a detailed simulation of such process-
es [11-9]. The differences between the beam conditions in ATLAS and CMS are sufficiently
minor that this simulation is also relevant for ATLAS. The interactions modelled are those of a
beam of 530 mA at 7 TeV at high luminosity, with all machine components within 1000 m of the
interaction point simulated. The particles produced in these beam-machine interactions are
passed through the detector and trigger simulation to estimate the resulting trigger rate in the
LVL1 end-cap muon trigger [11-10]. The rates from the estimated muon flux are negligible in
comparison with the rate from interaction products, and can contribute significantly to the trig-

Table 11-3 Trigger rates (kHz) expected in the barrel, end-cap and combined Muon System arising from various

physics processes. These rates are calculated by convolving the single muon cross-section from each proton–

proton process with the efficiency of the LVL1 trigger for single muons. The low-pT rates assume a luminosity of

1033 cm−2s−1 and the high-pT rates a luminosity of 1034 cm−2s−1. The Monte Carlo program DPMJET was used

for the rates from π/K decays.

Threshold Process Barrel End-cap

Combined

system

Low-pT
(6 GeV)

π/ K decays 7.0 9.8 16.8

 b 1.9 2.1 4.0

 c 1.1 1.3 2.4

 W 0.004 0.005 0.009

Total 10.0 13.2 23.2

High-pT
(20 GeV)

π/ K decays 0.3 1.8 2.1

 b 0.4 0.7 1.1

 c 0.2 0.3 0.5

 W 0.035 0.041 0.076

Total 1.0 2.9 3.9
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ger rate only if the halo rate is underestimated by a factor ten; in this instance the rate is still tol-
erable. The halo rates are, however, sufficient to be useful for the calibration of the end-cap
trigger and for timing studies.

11.3.1.6 Fake muon trigger from hadronic debris

A large background flux is expected in the experimental cavern at the LHC due to the interac-
tion of hadrons (produced in pp collisions) with the forward elements of the ATLAS detector,
the shielding system and machine elements. The particles produced in such secondary interac-
tions and their decay products can induce high counting rates in the muon trigger system. Here
the resulting trigger rate is estimated for the trigger scheme presented in Section 11.3.1.1
and [11-2] (‘TDR scheme’). The rate reduction achieved for the more robust scheme
(Section 11.3.1.2) is discussed in the next section. The background flux seen in the trigger cham-
bers was evaluated using the FLUKA Monte Carlo program [11-11], which provides a better
treatment of low-energy particles down to thermal energies, than the standard ATLAS detector
simulation.

Particles of low energy (up to 10 MeV) include mainly soft Compton electrons and neutron-in-
duced soft protons. Such particles produce hits in a single trigger counter (i.e. no correlation be-
tween trigger planes). This incoherent background was shown to produce triggers at rates
much below those expected from pp collision products [11-2]. The dominant contribution to the
fake low-pT trigger rate in both barrel and end-cap arises from the coincidence of a pair of hits
from a penetrating particle in one of the low-pT stations, with one or more hits deposited by any
other particle. The fake high-pT trigger rate is dominated by a low-pT trigger in coincidence with
any other hits (or track) in the high-pT station of the barrel or end-cap.

Harder particles (of momenta above 10 MeV) can give rise to hits in more than one plane of trig-
ger detectors, and thus fake a muon trigger. The majority of such triggers are due to muons of
momentum around 100 MeV, arising directly or indirectly from the decay of neutral kaons (e.g.
KL

0 → µπν). This background is therefore called the ‘100 MeV background’. The KL
0 flux is pro-

duced by interactions of secondaries with the material of the detector, and the forward shield-
ing. The probability for the KL

0 decay particles with momenta ~100 MeV to give a trigger in the
LVL1 system, was calculated by simulating the response of the detector and trigger. The parti-
cles generated by FLUKA, which impact on the planes of the trigger detectors, were passed
through the standard detector and trigger simulation programs. The resulting fake trigger rates
are listed in Table 11-4.

Performance of the improved LVL1 muon trigger

The additional options in the muon trigger discussed in Section 11.3.1.2 have been simulated to
demonstrate the gain in trigger robustness against charged particles of momentum ~100 MeV in
the ATLAS cavern, as modelled by the FLUKA Monte Carlo program.
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The use of the full (three station) logic of
the trigger for the low-pT 6 GeV thresh-
old trigger reduces the expected rate in
the end-cap by a factor 4, and in the bar-
rel by a factor ~10. This change requires
only minor modification of the trigger
electronics and adds considerable robust-
ness.

The additional requirement in the end-
cap trigger of a coincidence in the TGC
chambers of the EI and FI stations pre-
vents any triggers from muons with mo-
mentum too low to penetrate the end-cap
toroid, and thus removes triggers from
~100 MeV muons. The occupancy in
these chambers then determines the ex-
pected trigger rate from accidental coin-
cidences. Depending on the exact form of
coincidence, preliminary studies suggest
that the probability to validate a fake
trigger is approximately 0.7% for low lu-
minosity running (6 GeV threshold) and
0.25% at high luminosity (20 GeV thresh-
old). Such probabilities translate to low
trigger rates (see Table 11-4).

In the barrel, a preliminary study of the stand-alone muon identification capability of the Tile
Calorimeter indicates that the probability for a hadron to fake a muon signal in the calorimeter
is low [11-12]. In an additional study a single muon of 20 GeV was added to pile-up events cor-
responding to high luminosity. The ET deposited in a cone (∆η×∆φ = 0.4×0.3) around the muon
and the ET in a cone not containing the muon was compared for two cases: summation of all
samplings in depth or using only the outer sampling. For a muon efficiency of 99% the probabil-
ity to fake a muon signal was found to be ~1% in both cases (see Section 5.3.3).

The efficiency of the more robust trigger for both low and high-pT thresholds is comparable to
that of [11-2] – the criterion of 90% acceptance of muons at these thresholds is largely main-
tained. Use of the EI and FI chambers of the TGC in the LVL1 trigger will reduce efficiency be-
low 90% in some regions due to the incomplete φ coverage of the forward chambers. The
expected rates arising from fake muons in the improved trigger schemes are listed in Table 11-4.
These values are tolerable in terms of the maximum rate which the LVL1 and LVL2 triggers can
accept, even allowing for safety factors of ~10. Uncertainties in these rates arise largely from as-
sumptions made in the Monte Carlo simulation used to model the backgrounds, and are esti-
mated to be smaller than this safety factor. Additional substantial uncertainties are due to
statistical uncertainties arising from the weighting procedure for the Fluka Monte Carlo sample.

In conclusion, if backgrounds are as predicted by the Monte Carlo, it will be sufficient to use
only the three-station logic, low-pT trigger scheme in both barrel and end-cap. The option of in-
cluding the EI/FI coincidence in the end-cap and the Tile coincidence in the barrel provides a
very robust trigger.

Table 11-4 Rates expected in the LVL1 muon trigger

from 100 MeV muon flux in the cavern, for various trig-

ger schemes. Safety factors are not taken into

account.

Rate (kHz)

low-pT
(6 GeV)

high-pT
(20 GeV)

end–cap

TDR scheme 7.8 6.4

three station
logic

1.8 6.4

coincidence
with EI/FI

0.05 0.02

barrel

TDR scheme 6.8 <1.0

three station
logic

0.5 – 1.0 <1.0

coincidence
with Tile Calo-
rimeter

<0.27 <0.04
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11.3.2 LVL1 calorimeter triggers

The input to the calorimeter LVL1 algorithms are a set of ‘trigger towers’ of granularity 0.1×0.1
in ∆η×∆φ. These are formed by analog summation of calorimeter cells. There are separate sets of
trigger towers for EM and hadronic Calorimeters [11-2]. Truncating the digitised values for the
tower energies to eight bits effectively applies a 1 GeV threshold to each trigger tower.

11.3.2.1 Electron/photon trigger

The LVL1 electron/photon trigger algorithm is based on a window of 4×4 towers in the electro-
magnetic and hadronic calorimeters in the region |η|< 2.5, and consists of four elements:

• a 2×2-tower EM cluster, used to identify the position of candidate RoIs (local ET maxi-
mum);

• a 2×1 or 1×2-tower EM cluster, used to measure the ET of EM showers – there are four
such regions within the RoI cluster, and the most energetic of these is used;

• a ring of 12 electromagnetic towers surrounding the clusters, which is used for isolation
tests in the EM Calorimeter;

• the 16 hadronic towers behind the electromagnetic clusters and isolation ring, which are
used for isolation tests in the hadronic calorimeters.

The window slides in steps of one trigger tower in both the η and φ directions.

It is foreseen that electron/photon candidates may contribute to the LVL1 trigger in three ways:
as inclusive triggers, where at least one signal above a given threshold is sufficient to cause an
event to be accepted; in electron/photon multiplicity triggers, e.g. dielectron/diphoton triggers;
and in combination with other trigger inputs, e.g. electron and missing-ET or electron and
muon.

Figure 11-4 Inclusive electron trigger rate for lumi-

nosity 1033 cm−2s−1, without isolation (solid), requiring

only hadronic isolation (dotted) and requiring both

electromagnetic and hadronic isolation (dashed).

Figure 11-5 Inclusive electron trigger rate for lumi-

nosity 1034 cm−2s−1, without isolation (solid), requiring

only hadronic isolation (dotted) and requiring both

electromagnetic and hadronic isolation (dashed).

10
-2

10
-1

1

10

10
2

10
3

20 40 60 80

p
T

Threshold (GeV)

R
a
te

 (
k
H

z
)

10
-2

10
-1

1

10

10
2

10
3

20 40 60 80

p
T

Threshold (GeV)

R
a
te

 (
k
H

z
)



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

11   Trigger performance 361

Figures 11-4 and 11-5 show the estimated inclusive trigger rates as a function of the actual trig-
ger threshold for 95% electron efficiency at the threshold value, for luminosities of 1033 cm−2s−1

and 1034 cm−2s−1. Each plot shows the rate without isolation, using only hadronic isolation, and
using both electromagnetic and hadronic isolation. Figures 11-6 and 11-7 show similar distribu-
tions for a dielectron/diphoton trigger. In these, the isolation cuts were chosen to give 95% effi-
ciency for triggering on the pair, rather than a single electron or photon.

There is a dependence of isolation ET on electron/photon ET, and so one would not require the
same isolation thresholds for different values of cluster ET. Also, since the trigger rate falls quite
rapidly with increasing cluster ET, there is no need to require stringent isolation for higher-ET
clusters, as the effect on trigger rate is negligible. It is therefore anticipated that the isolation re-
quirements will be progressively loosened with increasing cluster ET. An example of this is
shown in Table 11-5 for low luminosity, and in Table 11-6 for high luminosity.

Figure 11-6 Electron/photon pair trigger rate for lumi-

nosity 1033 cm−2s−1, without isolation (solid), requiring

only hadronic isolation (dotted) and requiring both

electromagnetic and hadronic isolation (dashed).

Figure 11-7 Electron/photon pair trigger rate for lumi-

nosity 1034 cm−2s−1, without isolation (solid), requiring

only hadronic isolation (dotted) and requiring both

electromagnetic and hadronic isolation (dashed).

Table 11-5 An example of how isolation criteria might be progressively loosened with increasing ET for luminos-

ity 1033 cm−2s−1. The total rate is less than the sum of the parts due to overlaps between the different selec-

tions. The thresholds listed are those actually applied and are lower than the ‘nominal trigger threshold’ to

guarantee 95% efficiency above the ‘nominal threshold’.

Trigger selection Threshold Isolation Rate

≥ 1 electron/photon ET > 17 GeV EM + hadronic 11  kHz

≥ 1 electron/photon ET > 35 GeV hadronic 1.2 kHz

≥ 1 electron/photon ET > 60 GeV none 0.6 kHz

≥ 2 electron/photons ET > 12 GeV EM + hadronic 1.4 kHz

≥ 2 electron/photons ET > 20 GeV hadronic 0.1 kHz

≥ 2 electron/photons ET > 35 GeV none 0.3 kHz

Total trigger rate 13  kHz
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11.3.2.2 τ / hadron trigger

The LVL1 τ/hadron trigger can be implemented at relatively little additional cost, using the
same input and much of the same logic used for the electron/photon trigger. The algorithm
starts from a 4×4 trigger-tower block and requires that the central 2×2 trigger-tower block, sum-
ming over EM and hadronic layers, contains more ET than any of the other eight possible 2×2
tower blocks in the same 4×4 window. This 2×2 block slides by 0.1 in both η and φdirection. The
core energy is defined as the maximum energy in a 2×1 EM region (within the 2×2 area) plus the
2×2 hadronic block.

For the isolation definition, the 12 trigger towers surrounding the 2×2 core are used, summing
the towers in the EM and hadronic Calorimeters separately. The isolation in τ events was com-
pared to that in jet events separately for the EM and hadronic layers. The EM isolation is much
more powerful than the hadronic one. The isolation sum in the hadronic layer may also be used,
but its discrimination power is not very large.

In order to evaluate the efficiency as a function of ET, the summed ET of the hadronic daughters
of the τ was used rather than the ET of the τ itself. The efficiency for the τ events versus this τ
hadronic ET is depicted in Figure 11-8 for a low and a high threshold.

Figure 11-9 shows the absolute trigger rate that would result from using the τ/hadron trigger in
a stand-alone way as a function of core-ET threshold, assuming a luminosity of 1033 cm−2s−1.
The effect of pile-up has been neglected. The figure shows the rate with and without an electro-
magnetic isolation cut, where two possibilities are indicated for the dependence of such an iso-
lation cut on the core threshold. The first possibility is no dependence – i.e. a fixed cut, while the
second possibility is a direct proportionality with the core threshold. The optimal choice proba-
bly lies somewhere in between these extremes.

11.3.2.3 Jet trigger

Jet production is expected to be the dominant hard process at the LHC. Unlike the elec-
tron/photon and τ/hadron triggers, the main requirement on the jet trigger is therefore not that
it should discriminate between two different types of objects, but rather that it should discrimi-

Table 11-6 An example of how isolation criteria might be progressively loosened with increasing ET for a lumi-

nosity 1034 cm−2s−1. The total rate is less than the sum of the parts due to overlaps between the different selec-

tions.

Trigger selection Threshold Isolation Rate

≥ 1 electron/photon ET > 26 GeV EM + hadronic 21.5 kHz

≥ 1 electron/photon ET > 45 GeV hadronic 2.6 kHz

≥ 1 electron/photon ET > 75 GeV none 3.0 kHz

≥ 2 electron/photons ET > 15 GeV EM + hadronic 5.2 kHz

≥ 2 electron/photons ET > 25 GeV hadronic 0.4 kHz

≥ 2 electron/photons ET > 45 GeV none 1.5 kHz

Total trigger rate 29.2 kHz
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nate on the basis of the ET and multiplicity of jets. Only when trying to flag the lowest–ET jets
(20–40 GeV) as secondary RoIs for LVL2, is the question of background from other sources
(noise and pile-up) expected to be relevant.

Figure 11-8 Efficiency versus τ hadronic ET (in GeV) for a low and a high threshold as indicated. No isolation

was required.

Figure 11-9 Trigger rate vs core-ET threshold for an inclusive τ trigger, assuming a luminosity of 1033 cm−2s−1

neglecting pile-up. The effect of using an electromagnetic isolation requirement is indicated.
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For most of the studies a ‘fast’ simulation was used. This included a realistic model of the elec-
tronics effects, preprocessing and trigger algorithms, but lacked the detailed simulation of the
detector and material. This model allowed large, high-ET datasets to be produced easily. Cross-
checks were performed using the full GEANT-based simulation, particularly in the area of low-
ET jet performance, see Section 9.1.

A problem with jet trigger studies is that there is no unique definition of what constitutes a ‘jet’.
Hence one must use a particular jet-finder as a ‘reference’ against which the trigger algorithms
are compared. Fixed-cone algorithms are widely used, but relying on one of these as a reference
carries the risk that it would bias studies of the optimum cluster size. For this reason, both a
fixed cone algorithm (with R = 0.4) and a kT algorithm [11-13] were used as references for com-
parison with the trigger algorithms. The plots shown are for the kT algorithm, but the results did
not significantly depend on which algorithm was used.

The jet trigger algorithm is based on a window of ‘jet elements’, which have a granularity of
0.2×0.2 in ∆η×∆φ and are summed in depth between the EM and hadronic Calorimeters. The al-
gorithm has two components, consisting of a 2×2-element cluster, used to identify the position
of candidate jet RoIs (local ET maximum), and a trigger cluster, used to measure the jet ET. This
cluster can be 2×2, 3×3 or 4×4 jet elements (0.4×0.4, 0.6×0.6 or 0.8×0.8 in ∆η×∆φ), where the choice
is programmable separately for each threshold setting. The window slides in steps of 0.2 (one
element) in both the η and φ directions for |η|< 3.2.

The optimum size of the jet cluster depends on both the jet ET and the luminosity. The resolu-
tion for high-ET jets at low luminosity is dominated by the containment of the jet ET within the
cluster, favouring a larger cluster. Conversely, when flagging low-ET jets, especially at high lu-
minosity, the amount of electronic and pile-up noise within the jet cone is the limiting factor in
jet trigger performance. For this reason, a flexible system is foreseen, in which different jet clus-
ter sizes may be used simultaneously at different ET thresholds, allowing optimisation of differ-
ent jet selections for different purposes. Table 11-7 summarises the jet cluster sizes which are
recommended for different jet trigger types; for a detailed discussion see [11-1], Section 6.4.

Figure 11-10 shows the threshold efficiency curves for 100 GeV ET jets for different cluster sizes,
at a luminosity of 1033 cm−2s−1. Such jets are of interest for the inclusive jet trigger at this lumi-
nosity. As can be seen, the threshold sharpness for jets of 0.6×0.6 and 0.8×0.8 is very similar,
while the smaller 0.4×0.4 cluster produces a much softer threshold. Figure 11-11 shows the de-
pendence between efficiency for these jets and the inclusive trigger rate for the same algorithms.
From this it can be seen that the larger clusters produce a lower rate when high efficiency is re-
quired. The same quantities are shown in Figures 11-12 and 11-13 for 200 GeV ET jets at the high
luminosity of 1034 cm−2s−1. Again, a larger cluster size is favoured.

Table 11-7 Recommended window sizes for different jet trigger types.

Trigger type Jet cluster size

high-ET single jet trigger 0.8 × 0.8

low-ET single jet trigger 0.4 × 0.4

multi-jet trigger (≥ 3 jets) 0.4 × 0.4
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While the resolution for inclusive high-ET jets depends primarily on the trigger cluster size, the
RoI coordinate resolution and the ability to resolve nearby jets depend on the step size and RoI
definition. Better resolution is obtained from a smaller RoI cluster. The smaller RoI cluster also
results in a higher efficiency to resolve nearby jets. This affects the acceptance of a multi-jet trig-
ger, and the ability to count jets in events with complex topologies.

In addition to providing signals for use in inclusive jet triggers, multi-jet triggers, and combined
triggers (such as jet and missing-ET), the jet trigger system should flag ‘secondary jet RoIs’
which might be useful for more refined event selections at LVL2. Such jets are of lower ET. It is
important to understand the ability of LVL1 to flag very low-ET jets. Figure 11-14, shows the ef-
ficiency for the trigger to find an RoI matched to a reference jet as a function of jet ET, for a trig-

Figure 11-10 Jet trigger efficiency curves for

100 GeV ET jets, for different cluster sizes, at luminos-

ity 1033 cm−2s−1. The efficiency is shown as function

of the actual trigger threshold (in GeV).

Figure 11-11 Trigger rate versus efficiency for

100 GeV ET jets, for different cluster sizes, at luminos-

ity 1033 cm−2s−1.

Figure 11-12 Jet trigger efficiency curves for

200 GeV ET jets, for different cluster sizes, at luminos-

ity 1034 cm−2s−1.

Figure 11-13 Trigger rate vs. efficiency for 200 GeV

ET jets, for different cluster sizes, at luminosity

1034 cm−2s−1.
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ger threshold chosen to give an average RoI multiplicity in electron/photon-triggered events
(assumed to dominate in the LVL1 trigger rate over jet triggers) of about three RoIs/event for a
luminosity of 1033 cm−2s−1. It suggests that efficient identification of 20 GeV jet RoIs might be
possible at low luminosity, but lower-ET jets would be difficult. Figure 11-15 shows similar dis-
tributions at 1034 cm−2s−1. Here, the use of a smaller cluster (0.4×0.4) is compared to the applica-
tion of a threshold to the jet-element ET, both done in order to suppress the contribution from
pile-up. It can be seen that these techniques can improve the RoI efficiency at low jet ET.

The following figures demonstrate the overall performance of the jet trigger. Figure 11-16 shows
the estimated inclusive jet trigger rates as a function of trigger threshold for the three window
sizes, for luminosity of 1033 cm−2s−1. Similarly, the estimated three-jet trigger rates are shown in
Figure 11-17. Trigger rates of around 1 kHz can be obtained for inclusive jet thresholds of 100-
110 GeV at low luminosity or 190–200 GeV at high luminosity.

In fact, rates substantially lower than this may be required in the LVL1 jet trigger. This is be-
cause LVL2 can provide only a modest rejection against LVL1 jets, and so a few kHz LVL1 jet
trigger rate would saturate the output of the LVL2 system unless additional criteria are applied
at LVL2 to reject events. Allocating 200 Hz rate for each of the inclusive, three-jet and four-jet
triggers, the resulting trigger thresholds at low and high luminosity are shown in Table 11-8.

11.3.3 Missing transverse energy and total transverse energy triggers

For the missing transverse energy and total transverse energy triggers the calorimeter energies
are summed into a map with a granularity of ∆η×∆φ = 0.2×0.2, which is the same as for the jet
processor for |η|< 3.2; the map for missing-ET extends over the largest possible η range,

Figure 11-14 Efficiency to flag a jet RoI as a function

of jet ET.The trigger threshold was chosen to give an

average RoI multiplicity in electron/photon-triggered

events of about three per event. The algorithm used

was a cluster of 0.8×0.8, sliding by 0.2 (luminosity

1033 cm−2s−1).

Figure 11-15 Efficiency to flag a jet RoI as a function

of jet ET, at luminosity 1034 cm−2s−1. The histograms

compare a jet of 0.8×0.8 with no threshold on jet-ele-

ment ET (solid), the same cluster but using only ele-

ments with ET ≥ 3 GeV (dashed), and a jet of 0.4×0.4

(dotted).

0

0.25

0.5

0.75

1

0 10 20 30 40 50
0

0.25

0.5

0.75

1

0 5 10 15 20 25 30 35 40 45 50



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

11   Trigger performance 367

|η|< 4.9. The total scalar ET, as well as the components Ex and Ey in the plane transverse to the
beam axis, are computed. Although the missing-ET trigger itself is not included in the basic
LVL1 inclusive triggers, its combination with the single-jet, electron/photon, and τ/hadron
triggers is important to allow triggering on interesting events with low jet, e/γ or τ/h trans-
verse-energy thresholds.

The missing-ET resolution is dominated by the calorimeter resolution and response, and by the
addition of electronic noise in the tower-builder electronics. The dependence of the resolution,
represented by the rms of Ex, on the value of total scalar ET, is shown in Figure 11-18. Truncating
the digitised values for the tower energies to eight bits effectively applies a 1 GeV threshold to
each trigger tower, which reduces the noise contribution to the resolution, which is important
for low values of scalar ET. The degradation observed at very high total ET is due to the limit in
dynamical range (256 GeV per trigger element) and has no impact on the physics since such
events are selected anyway by other triggers.

Figure 11-16 Inclusive jet trigger rates versus trigger

ET threshold (in GeV) at L = 1033 cm−2s−1. Curves are

shown for the three different cluster sizes available to

the trigger and as functions of the actual trigger

threshold.

Figure 11-17 Three-jet trigger rates versus trigger ET

threshold at L = 1033 cm−2s−1. The rates are shown

as functions of the actual trigger threshold. The bins

above 150 GeV contain very low statistics.

Table 11-8 Jet ET thresholds for 200 Hz LVL1 trigger rate, for single, three and four-jet triggers, at low and high

luminosity. The ET threshold is the ET of the jet for which the trigger is 95% efficient, with a ‘jet’ being defined as

described in the text.

Trigger type Low luminosity (1033 cm−2s−1) High luminosity (1034 cm−2s−1)

Single-jet ET > 180 GeV ET > 290 GeV

Three-jets ET > 75 GeV ET > 130 GeV

Four-jets ET > 55 GeV ET > 90 GeV
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The inclusive missing-ET trigger rate is dominated by QCD di-jet events and pile-up. At low lu-
minosity the presence of pile-up (average 2.3 events) increases the trigger rate by about a factor
five for ET

miss < 60 GeV. Above about 100 GeV, low-luminosity pile-up has no influence. At
high luminosity, however, the rate increases by a factor of ~103 at ET

miss ~ 100 GeV, and by
about a factor 10 at 200 GeV [11-14].

For processes with a genuine missing-ET signature the combination of the ET
miss trigger with

the EM cluster and/or jet triggers allows reduction of the EM and/or jet thresholds. High signal
efficiency can be retained at low luminosity for W → eν and tt events. For high luminosity the
thresholds have to be raised, and rates are manageable only for signal efficiencies of about 50%
for W and tt. A trigger with a moderate ET

miss threshold together with two jets, results in an ef-
ficient SUSY trigger, both at low and high luminosity. Details of combined triggers are dis-
cussed in [11-14]. Figure 11-19 demonstrates the usefulness of the ET

miss signature for a trigger
aimed at SUSY channels (SUGRA point 2 and 3, see Chapter 20) for low and high luminosity, re-
spectively.

11.4 LVL2 RoI-guided triggers

11.4.1 Overview of algorithms

Higher-level triggers must reduce the LVL1 rate of up to 100 kHz to about 100 Hz, where the
largest rejection is expected from the LVL2 trigger. The processing steps at LVL2 are as follows.
Raw data associated with the RoIs indicated by LVL1 are collected and prepared. Feature ex-
traction (FEX) is performed for each detector system, starting with the confirmation of the LVL1
RoI in the system from which it originated (Muon System or calorimeter), followed by confir-
mation in other systems, for example the tracking systems. Features from different systems are
combined, to form identified LVL2 trigger objects, which are candidates for muons, electrons,
photons, τ’s, and jets, as well as generalised missing-ET and B-physics objects. A global decision
is taken based on trigger menus, see Section 11.7.3.

Figure 11-18 Dependence of the resolution of the Ex, Ey components of the total transverse momentum on

total ET. (a) after the trigger preprocessor, in comparison to the resolution obtained at the calorimeter level,

using the trigger tower granularity for the ET calculation; (b) after the transmission of the summed 0.2×0.2 ele-

ment energies to the Jet/Energy-sum Processor, using 8, 9 (default), or 10 bits.
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An average processing time of ~10 ms per event is currently assumed for the LVL2 trigger. The
FEX algorithms are at the heart of the LVL2 trigger processing. The performance obtained in ef-
ficiency and background-rejection power determines the overall performance of the LVL2 trig-
ger. The data-collection and preprocessing step, which preceeds feature extraction, is important
and may be time consuming, but the bulk of the algorithmic complexity lies in the feature ex-
traction. The subsequent object-building step, as well as the global-decision algorithm, is com-
paratively simple. The special case of B-physics triggers is discussed separately in Section 11.6.

The algorithms presented here are prototypes for the ones that will finally be used. They dem-
onstrate the feasibility of obtaining the required trigger performance, while being simple
enough to be implemented in the LVL2 trigger. Based on initial timing studies with these algo-
rithms, one can be confident that they are fast enough to be used in the trigger. More work is re-
quired, however, to obtain realistic ‘benchmark’ figures on execution time (in the present
software environment there are unnecessary overheads, related for example to diagnostic facili-
ties).

The key requirements common to all algorithms are:

• high efficiency for the signal processes, larger than 95% per RoI relative to the LVL1 selec-
tion;

• uniform efficiency in η and constant or increasing efficiency with increasing ET above
threshold, which is difficult to achieve in certain regions of the detector, such as the bar-
rel/end-cap overlap regions or where support structures obstruct the acceptance (these
regions may be excluded from this requirement);

• reduction of the background rate. This is achieved by improved object identification and
sharper thresholds, and implies good pT resolution and small rates of fake objects;

• robustness with respect to luminosity;

Figure 11-19 LVL1 inclusive ET
miss and combined ET

miss+jet trigger rates for two SUSY points and the QCD

background jets. The rates are shown as function of the ET
miss trigger threshold for low (1033 cm−2s−1) and high

luminosity (1034 cm−2s−1) in the left and right figure, respectively.
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• robustness with respect to noise, dead channels, imperfections of calibration and align-
ment constants, within the limits expected for the preliminary values available to the trig-
ger.

The key selection criteria are functions of luminosity, ET (or pT), and location in the detector
(mainly pseudorapidity), and may vary depending on the trigger menu. For example, looser se-
lections may be applied to electron candidates in di-electron triggers than for single electron
triggers. In this multi-dimensional parameter space, the operating point is chosen so as to
achieve the required efficiency. Other choices could be the optimisation of the number of cor-
rectly reconstructed and tagged events relative to the number of background events. Such stud-
ies are part of the overall optimisation of the trigger implementation, taking into account
processing power, data bandwidth and cost requirements, which is a joint task of the LVL2, EF,
physics and trigger-performance groups. The FEX algorithms and the global algorithms were
presented previously in detail in Chapters 8 and 9 of [11-1]. In this document, the FEX and glo-
bal algorithms are described together, and only summaries of the results are reported here.

In the case of the muon trigger, the techniques to reduce the rate from LVL1 are described in
Section 11.4.2 and use data from the muon spectrometer to remove fake LVL1 triggers resulting
from noise hits due to radiation in the cavern and will reduce the rate by making a sharper pT
cut. Further rate reduction can be expected from using the Inner Detector to sharpen the pT cut
and to remove some of the background from decays in flight of pions and kaons by requiring a
good match between the tracks reconstructed in the Inner Detector and the muon spectrometer.
These studies are at an early stage and are at present only available for offline reconstruction,
see Chapter 8. A larger rejection factor is expected from requiring isolation of the muon using
information from the calorimeters as discussed in Section 11.4.2.2.

The photon trigger (Section 11.4.3.2) uses calorimeter features to reduce the background from
jets and preserve high efficiency for H → γγevents. For the electron trigger, a large background-
rejection factor can be obtained by combining the features from the calorimeter and the Inner
Detector as discussed in Section 11.4.3.3. Similarly, background to the τ trigger can be reduced
by requiring the presence of a track matched to the calorimeter cluster (Section 11.4.4).

Improvement of the jet trigger is possible for low-ET jets, but is marginal for high-ET jets (see
Section 11.4.5). In Section 11.4.6, a preliminary study of a possible b-jet tag trigger, based on im-
pact-parameter measurements, is presented.

11.4.2 Muon trigger

11.4.2.1 Muon identification in the Muon System

The purpose of the LVL2 muon trigger is the identification of the muon tracks, the accurate cal-
culation of the position and transverse momentum in the muon spectrometer, and the extrapo-
lation to the Inner Detector and calorimeter. The following presents the LVL2 muon algorithm,
which was shown to be applicable for low and high thresholds and for both the barrel and end-
cap system [11-15]. Note that if a muon candidate does not pass the pT threshold, it may still be
of interest as a soft muon candidate, when the event is selected by other triggers.

The Muon System consists of sets of chambers, which are arranged in superlayers (SL, inner,
middle, outer). Each chamber has two groups of multi-layers, built from three to four layers of
MDT tubes each. The LVL1 trigger function is provided by three layers of RPCs or TGCs. In the
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barrel the first two trigger layers are located around the MDT chambers in the middle station
and the third layer is located above or below the outer MDT station. In the end-cap a TGC is
placed in front of the middle MDT chambers and two TGCs are placed behind them (see
Figure 11-2).

The high-background environment in the Muon System requires algorithms with high capabili-
ty of rejecting background hits due to the activity accompanying the muon track and the soft
background in the cavern. Hits from the fast detectors of the LVL1 muon trigger (RPC and
TCG), which have very low occupancy, are used to refine the road provided by LVL1. Next, a lo-
cal track reconstruction is performed to determine a ‘superhit’ in a given MDT multi-layer. The
superhits of the track are assembled to determine the radius of curvature of the candidate track.
The momentum is found by matching the reconstructed track with patterns of tracks stored in a
fine-grained lookup table. Many tracks, especially in the barrel/end-cap transition region, have
complicated chamber hit patterns, which can change rapidly as a function of momentum, η or
φ. The radius method is a means to use all hit–chamber information in a manner roughly inde-
pendent of where the super points are actually located.

The first stage of the LVL2 trigger is the refinement of the RoI region. For the barrel the RPC hits
bracketing the middle superlayer and the RPC hits in the outer superlayer, if they exist, are used
to reconstruct a circular trajectory. This trajectory is used to determine the RoI in the first super-
layer and refine the RoI in the middle and outer superlayers. If the outer SL hits do not exist, a
rough fit of a circle is performed under the assumption that the muon trajectory in the (R, z)
plane is a straight line from the IP up to the first SL. For the end-cap system the refined RoI is
determined by a circular fit through the end-cap toroid using TGC hits to fix the tangent line
and the IP to determine the position in the first SL. The actual width of the refined RoI is adjust-
ed according to the quality of the fit of the trajectory. For a good quality fit the roads are two to
three MDT tubes wide.

The next stage of the LVL2 trigger formation involves the recognition of tracks in a given MDT
multi-layer within the refined RoI road. This is accomplished by means of an ad hoc quality fac-
tor developed from an adjacency test (a type of Hough transformation) and a χ2 consistency test
on all tangent lines of all pairs of hit tubes consistent with broad limits of extrapolation back to
the interaction point.

The coordinate along the sense wires (s-coordinate) is determined by the trigger-chamber sys-
tem. It is assumed that each trigger hit furnishes a space point, i.e. that the two planar coordi-
nates are correctly associated at the raw-data level. Each space point is converted to the polar
angle ϑ , which is fitted in the end-caps as a function of z (along the beam), or, in the case of the
barrel, as a function of x (local coordinate perpendicular to barrel chamber planes). Knowledge
of the ϑ-dependence allows the s-coordinate to be estimated by extrapolating to the MDT
plane.

Space points are reconstructed from the MDT and trigger planes, although only the MDT infor-
mation is used to determine the muon trajectory in the bending plane. Given that the trigger
planes have a rather coarse segmentation, yielding second-coordinate resolution of 5 to 10 mm,
only MDT hits for the same chamber central angle φ0 are used in most cases. All the MDT cham-
ber planes are employed, however, for tracks with fewer than four MDT planes at the same φ0.
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The information needed for momentum determination is the curvature of the track and the
magnetic-field integral. The momentum at the interaction point is determined by scaling the re-
constructed track radius to the radius of the four nearest calibration tracks which are averaged
by linear weighting of the three-dimensional distances to the superhit 'match point'. The aver-
age radius is then used to determine the trigger momentum by

where r is the track radius of curvature, and pc is the calibration momentum of radius rc. The
charge of the muon is determined by comparison of the sign of the circle centre parameters
(x0, z0) with those of the calibration file.

The trigger quality is determined by the momentum resolution achieved. In Figures 11-20 and
11-21 the resolution for pT = 20 GeV muons is shown for the barrel and end-caps, respectively,
with all associated hits from GEANT processes simulated (delta-rays, bremsstrahlung, etc.) and
random noise of 10% tube occupancy added. Note that the resolution is in the range 1.3 GeV to
1.8 GeV by Gaussian measure, but there are significant low and high-pT tails, which will affect
the sharpness of the trigger threshold.

Figures 11-22 and 11-23 show the corresponding performance for pT = 6 GeV muons for the bar-
rel and end-cap regions, respectively. As expected, the resolution performance at 6 GeV is de-
graded from 20 GeV by the energy-loss fluctuations and multiple-scattering effects. At
pT = 6 GeV the resolution is typically about 10% by Gaussian measure; here the non-Gaussian
tail is mostly on the high side of the peak. In all these figures, no regions were masked so the
resolution is an indicator of the average performance over 0 < φ < π/2, 0 <|η|< 1 for the barrel,
and 0 < φ < π/2, 1 <|η|< 2 for the end-cap.

Figure 11-20 Reconstructed pT for muons generated

with pT = 20 GeV in the barrel region 0 < |η| < 1. A

random noise of 10% was added.

Figure 11-21 Reconstructed pT for muons generated

with pT = 20 GeV in the end-cap region 1 < |η| < 2. A

random noise of 10% was added.
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Table 11-9 gives a summary of the performance for pT = 20 GeV and 6 GeV muons. In the table
the efficiency is computed for any reconstruction of the trigger momentum independent of the
resultant value and the estimated error; resolutions are computed within the limits of the plots
(Figures 11-20 to 11-23). The threshold curves are shown in Figures 11-24 to 11-27 for the barrel

and end-cap, and low and high thresholds, respectively. The LVL1 efficiency is not included,
which should further suppress the low-pT events. The efficiency is greater than 95% in the bar-
rel. For triggers in the end-cap it is necessary to apply track-quality cuts to achieve good thresh-
old resolution. Regions where there is negligible bending inevitably degrade the trigger
resolution. These regions (|η|= 1.6 ± 0.1, φ= 0.4 + m×π/4 ± 0.1, where m = 0, 1, 2 ...) are there-
fore masked. For the 6 GeV trigger in the end-cap a χ2 cut, which requires a good circle fit, was
applied. This introduces some loss of plateau efficiency, but the overall trigger threshold is
much sharper than with no quality cut.

The muon spectrum (see Figures 2-3 and 2-4 in [11-1]) is approximately flat in η, and its pT de-
pendence can be parametrised as

Figure 11-22 Reconstructed pT for muons generated

with pT = 6 GeV in the barrel region 0 < |η| < 1. A ran-

dom noise of 10% was added.

Figure 11-23 Reconstructed pT for muons generated

with pT = 6 GeV in the end-cap region 1 < |η| < 2. A

random noise of 10% was added.

Table 11-9 Summary of reconstruction-efficiency and resolution performance.

pT (GeV) Detector region Efficiency rms resolution (GeV) Gaussian resolution (GeV)

20 barrel 99.4 ± 0.1 3.1 1.3

20 end-cap 99.1 ± 0.2 3.1 1.8

6 barrel 99.0 ± 0.4 1.0 0.44

6 end-cap 97.2 ± 0.7 1.3 0.60
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where pT is the transverse momentum in GeV at the interaction point. Convolving this spec-
trum with the efficiency curves, the trigger rates listed in Table 11-10 were deduced for an effi-
ciency (plateau) of 90%.

The rates can be further reduced using information from the Inner Detector. These studies were
made for the full reconstruction, but not yet for the trigger algorithms (see Chapter 8).

Figure 11-24 Fraction of events that pass the fixed

high-pT LVL2 threshold as function of the generated pT

for the barrel region 0 < |η| < 1. A random noise of

10% was added.

Figure 11-25 As Figure 11-24, but for the end-cap

region 1 < |η| < 2.

Figure 11-26 Fraction of events that pass the 6 GeV

low-pT LVL2 threshold as function of the generated pT

in the barrel region 0 < |η| < 1. A random noise of 10%

was added.

Figure 11-27 As Figure 11-26, but for the end-cap

region 1 < |η| < 2. A track-quality cut was imposed in

addition.
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11.4.2.2 Muon isolation

Muons from π/K decays or c and b semileptonic decays tend to be within jets, whereas muons
from heavy objects such as W tend to be isolated. Isolation is therefore relevant for the high-pT
muon trigger and was studied using a sample of fully simulated W → µν signal events (muon
pT > 24 GeV), and bb → µX background events (muon pT > 20 GeV) (see Section 9.1 of [11-1] and
[11-16]).

The best results were obtained at both low and high luminosity using information from only the
EM Calorimeter. The efficiencies are summarised in Table 11-11. As an example of the selection
efficiencies that one might expect, these results are weighted by the muon pT spectrum from W
and bb decays for pT > 24 GeV. The results are given in Table 11-12. Note that only the error aris-
ing from the statistical uncertainty on the efficiencies is included.

Table 11-10 LVL2 muon trigger rates for barrel and end-cap system and low and high luminosity thresholds.

The rate obtained without quality cuts is indicated in brackets (end-cap, low luminosity). A random noise of 10%

is assumed in all cases.

Luminosity Detector region Threshold (actual) Rate (kHz)

low (6 GeV) barrel 4.6 GeV 3.5

end-cap 4.7 GeV 2.4 (5.3)

high (20 GeV) barrel 17.5 GeV 0.29

end-cap 17.5 GeV 0.30

Table 11-11 Signal and background efficiencies, in bins of muon transverse momentum, for a selection based

on ECAL information at low and high luminosity. Errors are statistical.

Low luminosity High luminosity

Muon pT bin Efficiency (%) Efficiency (%)

 (GeV) W → µν bb → µX W → µν  bb → µX

24–30 94.6 ± 2.1 10.4 ± 2.2 67.9 ± 4.4 9.7 ± 2.1

30–40 98.2 ± 1.0 8.2 ± 1.8 94.1 ± 1.8 10.8 ± 2.0

40– 50 97.8 ± 1.3 7.6 ± 3.3 96.3 ± 1.6 4.5 ± 2.6

> 50 99.1 ± 0.6 10.6 ± 3.3 98.2 ± 0.9 9.4 ± 3.2

Table 11-12 Example of the selection efficiencies for muonic W and bb decays, for transverse momenta greater

than 24 GeV. Errors arise from the statistical uncertainty on the selection efficiencies.

Process Low luminosity eff. (%) High luminosity eff. (%)

W →  µν 97.8 ± 1.1 91.4 ± 1.9

bb → µX 9.6 ± 2.3 9.6 ± 2.2
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11.4.3 Electron and photon trigger

Before photon and electron trigger objects can be identified, the full-granularity information
from the electromagnetic and hadronic calorimeters must be used in selecting electromagnetic
clusters. The LVL2 electron selection uses additionally information from the TRT and precision
tracker (SCT plus pixel system). The parameters of the reconstructed features are compared,
and, if consistent, are combined into electron trigger objects.

A common e/γ selection is first made by examining the cluster shower shapes and the ET depo-
sition in the calorimeters. The next step consists of selecting clusters likely to be due to an isolat-
ed electron or photon. The electron hypothesis is accepted if, after examining the TRT and
precision tracker within the RoI, the presence of a matching charged-particle track is confirmed.
Photon objects are identified by a more detailed analysis of the calorimeter shower shapes.
Since the photon trigger does not use the tracking information to identify photon conversions,
some clusters will be selected as both an electron and a photon. For photons higher ET-cuts are
applied than for electrons. The identification of photon and electron objects, after all LVL2 cuts,
gives a total rejection with respect to LVL1 of 100 (70) for electrons and 75 (50) for photons at
low (high) luminosity.

In the following sections a summary of the common e/γ selection, and the photon and electron
selections is given and performance results are presented. More details can be found in
Refs. [11-17], [11-18] and [11-19].

11.4.3.1 The e /γ selection

This LVL2 e/γ selection takes as input the RoIs selected by the LVL1 EM trigger, see
Section 11.3.2.1, and refines the cluster energy and position measurements by using the full cal-
orimeter granularity and an improved energy calibration. This information is then used to build
shower-shape variables, which together with the transverse energy, discriminate electrons and
photons from jets which passed the LVL1 EM trigger selection.

The trigger quantities used for the e/γ selection are as follows (see Section 8.2.2.4 of [11-1]).

• The transverse energy ET calculated using the energies of all the electromagnetic-calorim-
eter layers in a ∆η×∆φ = 3×7 standard cell area within the LVL1 RoI (standard cells cover
an area of ∆η×∆φ ~ 0.025×0.025).

• The hadronic transverse energy ET
had within the LVL1 RoI.

• The ratio R37 = E37/E77, of energy contained in a ∆η×∆φ = 3×7 window to that in a 7×7
window in the second sampling of the EM Calorimeter.

• The fractional difference in energy between the strip with the maximum energy E1, and
the second maximum E2, in the first sampling of the EM Calorimeter. The fraction is cal-
culated as = (E1 − E2)/(E1 + E2). Figure 11-28 shows the different structure seen in the
first calorimeter sampling for electrons and jets. The trigger quantity is shown in
Figure 11-29.

The quantities discussed above were chosen such that they are relatively uncorrelated and sim-
ple to implement. The dependence of the quantities on |η| and pT is taken into account in the
implementation of the selection cuts. More details can be found in Section 8.2.2.4 of [11-1]. The
values of the cuts were optimised so as to give an efficiency of ~95% for 20 (30) GeV pT electrons
passing the LVL1 selection at low (high) luminosity. The corresponding values of the ET cuts

Rη
strip

Rη
strip
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were 16 GeV (25.5 GeV) for the nominal 20 GeV (30 GeV) thresholds used at low (high) lumi-
nosity. The values of the other cuts are listed in Section 8.2.2.5 of [11-1]. With these cuts a rejec-
tion of 7.6 (6.4) with respect to the output of the LVL1 trigger for low (high) luminosity is
obtained. Table 11-13 shows the efficiencies and rates for the e/γ selection after each step of the
selection requirements is applied.

11.4.3.2 The photon trigger

An acceptable photon trigger rate is achieved by applying tighter cuts than in the e/γ selection
and by using additional quantities to further reject π0s and jets [11-19]. Only calorimeter infor-
mation is used. The additional trigger quantities used to select LVL2 trigger photon objects are:

Figure 11-28 Distribution of the signals in η-strips of

the first EM Calorimeter sampling for a 30 GeV elec-

tron (top) and a jet (bottom). The distributions are cen-

tred at the cluster position. The events are chosen to

show the typical features after the LVL1 trigger selec-

tion at high luminosity.

Figure 11-29 Distribution of number of RoIs accepted

(top) as function of for ET = 30 GeV electrons

and jets at high luminosity. Efficiency as a function of a

cut on (bottom). The distributions are given

after the LVL1 trigger selection. No other cuts have

been applied.

Table 11-13 Overall cumulative efficiencies of LVL1 and LVL2 e/γ selection for single pT = 20 GeV electrons at

low luminosity, and for single pT = 30 GeV electrons at high luminosity. The corresponding trigger rates are also

shown.

Low luminosity High Luminosity

Selection requirements

Efficiency
(%)

Rate
(kHz)

Efficiency
(%)

Rate
(kHz)

LVL1 CALO 95 7.9 95 25.1

ET
em 93 5.6 94 16.3

ET
had 93 4.1 94 11.6

R37 92 2.3 94 8.5

91 1.0 92 3.9
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the energy-weighted shower width in the η-direction, ωη = , in the second sam-
pling of the EM Calorimeter, calculated in a ∆η×∆φ = 3×5 cell window, and the shower shape in
the first sampling, Rη

shape. This quantity measures the fraction of energy outside the shower
core and is calculated from Rη

shape = (E7 − E3)/E3, where E7 and E3 are the energies in 7 and 3
strips respectively around the cluster centroid.

Using these quantities, the photon trigger selection is optimised such that converted and un-
converted photons have a similar selection efficiency. A more sophisticated analysis using the
calorimeter and the Inner Detector information (e.g. at the Event Filter or offline level) can reject
or select these photons at a later stage, see Chapter 7.

The rates from jets as a function of the sequential LVL2 trigger cuts are shown in Figure 11-30
and Figure 11-31. At low luminosity, raising the ET threshold by 9 GeV reduces the background
rate by a factor of two. At high luminosity, this rate reduction is achieved with a threshold in-
crease of 15 GeV for the single-object trigger. In case the background rate is too high for the dou-

ble-object trigger at high luminosity, the rate can be reduced by raising the ET threshold of the
second object. This hardly affects the efficiency for H → γγevents, which is the most important
physics process requiring photon identification, see Chapter 19.

Table 11-14 summarises the photon efficiencies at various transverse energies and the corre-
sponding background rates for low and high luminosity. The table also shows the expected effi-
ciencies at low and high luminosities for selecting di-photon final state Higgs events with
mH = 100 GeV with the various trigger menu elements. The table includes the photon trigger
menu items as defined in Section 11.7.2 and [11-27], e.g. γ40i is a trigger for isolated photons of
ET > 40 GeV.

Figure 11-30 Rates from jets at low luminosity for the

different LVL2 trigger menu items as a function of the

LVL2 trigger cuts in the different parts of the calorime-

ter. The cuts are applied consecutively and in addition

to the LVL1 selection.

Figure 11-31 As Figure 11-30, but for high luminosity.
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11.4.3.3 The electron trigger

After the LVL2 common e/γ selection described in Section 11.4.3.1 the trigger rates, calculated
from the analysis of a sample of simulated di-jet events with and without pile-up, are 1 kHz at
low luminosity and 3.9 kHz at high luminosity. A breakdown of the various contributions to
these trigger rates is shown as the open histogram in Figure 11-32. For ~90% of events passing
the calorimeter e/γ selection, the highest-ET cluster in the event is due to photons (~60% from
the decay of π0s, the rest from η/ω decays, bremsstrahlung and prompt photons). In the majori-
ty of cases the π0 causes an e/γ trigger because the photons are not well separated and cannot be
resolved into separate clusters. In ~20% of all cases it is an electron from a photon conversion
which causes the event to trigger. By searching for a track in the Inner Detector and by requiring
a match between the measured track parameters and the calorimeter cluster, the trigger rate
may be significantly reduced for both cases.

Table 11-14 Expected efficiencies at threshold and background rates for the LVL2 photon trigger at low and

high luminosity. The trigger efficiency for H → γγ events is also shown for mH = 100 GeV.

Trigger luminosity photon efficiency (%) Higgs efficiency (%) LVL2 Rate (Hz)

γ40i low 95.5 ± 0.3 98.3 ± 0.2 117 ± 10

γ20i × 2 low 81.8 ± 0.4 92.6 ± 0.2 2 ± 1

γ40i OR γ20i × 2 low 98.3 ± 0.2 119 ± 10

γ60i high 95.5 ± 0.5 55.0 ± 1.0 304 ± 48

γ20i × 2 high 81.3 ± 1.0 93.3 ± 0.5  76± 24

γ60i OR γ20i × 2 high 95.3 ± 0.4 380 ± 54

Figure 11-32 The highest pT particle in events passing the LVL1 and LVL2 calorimeter selections (open histo-

gram) and for those events containing, in addition, tracks in the TRT and precision tracker matched to the calo-

rimeter cluster (hatched). The distributions are shown for jet events without pile-up (left) and with pile-up at high

luminosity (right).
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A search for track candidates is performed separately in the TRT and precision tracker. The
same basic method is used in both cases. This consists of an initial search using a histogram-
ming method to identify sets of hits likely to form a track, followed by a fit to each set of select-
ed hits. In the initial search a histogram is formed of the number of hits along possible track
trajectories. For all trajectories with a number of hits above some pre-defined threshold, a fit is
performed. The best track candidate is chosen and returned as input to the electron-trigger deci-
sion. The TRT uses two readout thresholds. Signals passing the higher threshold are more likely
to have been caused by Transition Radiation, characteristic of an electron track. The number of
hits on a track passing the higher threshold can, therefore, be used to select track candidates
likely to be due to an electron. Details of the algorithms and the process by which the best can-
didate is selected can be found in References [11-20] and [11-1].

The TRT and precision tracker each return the parameters of a single track candidate found
within the LVL1 RoI. The next step in the electron trigger is to apply a pT cut to these candidates.
This discriminates against the predominately low-pT tracks in jet events. The efficiency of the
precision tracker to reconstruct tracks from 20 GeV and 30 GeV pT electrons is shown as a func-
tion of pT cut in Figure 11-33. Values for the pT cut of 7 GeV (10 GeV) were chosen for low (high)
luminosity respectively so as to give an efficiency of 96% for events passing the LVL2 calorime-
ter selection. The corresponding distributions of efficiency as a function of the pT cut are shown
for the TRT in Figure 11-34. Since a significant proportion of electrons lose a large fraction of
their energy via bremsstrahlung before entering the TRT, the efficiency for reconstructing a
track in the TRT rises slowly with decreasing value of the pT cut. A pT cut of 5 GeV was applied.

The requirement of a track in both the precision tracker and the TRT, in addition to the e/γ calo-
rimeter selection with a nominal ET threshold of 20 (30) GeV, gives a rejection with respect to
LVL1 of 25 (50) for jets without (with) pile-up at high luminosity. The rates and efficiencies are
given in Table 11-15. There is a corresponding loss of efficiency of 9% (7%) for single electrons
passing the e/γ selection at low (high) luminosity. In a sizeable fraction of cases the electrons re-

Figure 11-33 Efficiency of the precision tracker as a

function of the pT cut value (GeV) for single-electron

events passing the LVL1 and LVL2 calorimeter selec-

tion.

Figure 11-34 Efficiency of the TRT algorithm as a

function of pT cut (GeV). The efficiency is shown rela-

tive to events passing the LVL1 and LVL2 calorimeter

selections (circles) and relative to those events addi-

tionally containing a track found by the offline Inner

Detector pattern-recognition software (triangles).
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jected have lost a significant amount of pT via bremsstrahlung. These tracks are also likely to fail
an offline selection. A fairly loose set of offline Inner Detector cuts has been defined1, in order to
measure the trigger efficiency for the sub-set of events that would pass an offline physics selec-
tion (see Table 11-15). Of the single-electron events at low or high luminosity passing both the
LVL2 calorimeter and the offline selections, 96% have tracks found by the trigger algorithms in
the TRT and precision tracker.

In the majority of jet events passing the e/γ selection, the calorimeter cluster is not caused by a
single charged track and hence does not match well in position with the track extrapolated from
the Inner Detector. Cuts on the separation in azimuthal angle and pseudorapidity between the
extrapolated track and the cluster position thus provide good discrimination against jet events.
In addition, the momentum spectrum for tracks in jet events is peaked towards low values. As a
result, in jet events, the cluster energy can be much larger than the momentum of any single
track. The ratio of the transverse energy of the calorimeter cluster to the pT of the Inner Detector
track, ET/pT, therefore provides additional discrimination against jet events. Performance
measurements are given in Table 11-15 for a relatively loose set of cuts on these parameters, de-
tails of which can be found in [11-1]. With these cuts, rejections with respect to LVL1 of 60 (40)
are achieved for jets at low (high) luminosity. A breakdown of the composition of these trig-
gered events is given as the hatched histogram in Figure 11-32. A comparison with the break-
down for events after the e/γ selection alone (open histogram) shows the greatest jet rejection is
obtained for clusters due to photons, where the photons do not convert. However a significant
rejection is also obtained in the case of conversions.

1. The set of offline cuts used is not complete; for example no cut was applied to the ratio ET/pT. More de-
tails of the offline cuts are given in [11-1].

Table 11-15 Overall combined efficiencies of LVL1 and LVL2 for single pT = 20 GeV electrons without pile-up

(1033 cm−2s−1), and for single pT = 30 GeV electrons with pile-up at high luminosity. Efficiencies are also given

relative to events passing both the LVL1 and LVL2 e/γ calorimeter and offline Inner Detector selections. Trigger

rates are shown at low and high luminosity determined from samples of jet events without and with pile-up.

Details of the Inner Detector track cuts and offline selection are given in [11-1], Section 9.3. In addition, perform-

ance results for a tighter set of track cuts are given (bottom row).

Low luminosity High Luminosity

Selection requirements

Effic.
(%)

Rate
(kHz)

Effic. wrt
offline ID

(%)

Effic.
(%)

Rate
(kHz)

Effic. wrt
offline ID

(%)

LVL1 + LVL2 CALO 91 1.00 − 92 3.9 −

Precision Track 87 0.20 98 89 1.4 98

TRT Track 83 0.39 97 86 1.9 97

Precision and TRT tracks 82 0.19 96 85 1.1 96

Precision track matched to CALO 87 0.14 98 88 0.7 97

TRT track matched to CALO 83 0.31 96 85 1.5 96

Precision and TRT tracks both
matched to CALO

82 0.13 95 83 0.6 94

Precision and TRT tracks both
matched to CALO (tighter cuts)

77 0.08 91 79 0.4 90
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By varying cut values, some flexibility in the efficiency and rejection may be achieved. As a sec-
ond example, results obtained with tighter track cuts are given in the bottom row of Table 11-15.
With these cuts, rejections of 100 (70) are achieved at low (high) luminosity for an additional 4%
loss of efficiency for single electrons.

The algorithms used for the work reported here have been designed to be suitable for an online
implementation. Some initial benchmarking results on execution times are available. In addi-
tion, work is well advanced to benchmark the algorithms in a realistic trigger environment as
part of the LVL2 trigger Pilot Project [11-4]. The work on optimising the association of the infor-
mation from the Pixels, SCT, TRT and calorimeter in terms of efficiency for electrons and rejec-
tion of jet events is ongoing. More details of the programme of work are given in [11-1].

The results presented here indicate that the required trigger rates can be achieved at low and
high luminosity with an efficiency of better than 90% for events that would pass an offline selec-
tion. Further improvements in the algorithms and selection cuts are being pursued. These in-
clude the use of the LVL2 calorimeter information to reduce the region of interest for the track
search and the evaluation of more sophisticated but potentially slower algorithms.

11.4.4 τ/hadron trigger

The τ/hadron trigger may be used in coincidence with other triggers, such as a muon or miss-
ing-ET trigger, to improve the efficiency for triggering or to allow the use of lower thresholds.
Examples are a trigger for the Z → ττ  decay and the decay of the low-mass A → ττ .

Separation of τ/jet at LVL2 is based on calorimeter and tracking information. The calorimeter
selection was described in detail in Section 8.2.3 of [11-1]. The selection based on tracks was pre-
sented in Section 9.4 of [11-1]; the preliminary results available at the time used the information
of the generated tracks (assuming 90% tracking efficiency).

The signal selection was tuned using events of the type A → ττ and the rejection of background
from jets was optimised using QCD jet samples. The calorimeter selection was performed in
two steps. The EM plus hadronic transverse energy contained in a small core of
∆η×∆φ =0.15×0.15 was required to be above threshold, e.g. ET

core(em+h) > 50 GeV. The fraction
fcore of EM energy in the core was required to be greater than 85%, where the RoI region covers
∆η×∆φ =0.4×0.4, fcore = ET

core(EM)/ET
RoI(EM) > 0.85.

Table 11-16 Rates from jets and τ efficiencies for LVL2 τ selections applied sequentially. The columns corre-

spond to different cuts on the LVL2 core ET. For the first column only the LVL1 cut (ET > 30 GeV) is applied, for

the remaining columns increasing cuts in core ET are applied, which correspond to jet efficiencies of 40%, 30%

and 20% (relative to LVL1). The selections are explained in the text.

 LVL1 ET > 50 GeV ET > 55 GeV ET > 63 GeV

Selection Rate           Effτ
Hz              %

Rate           Effτ
Hz %

Rate           Effτ
Hz  %

Rate           Effτ
Hz              %

ET
core 3110 100.0  966          78.0  719          71.8  418          62.2

+ f core (EM) > 0.85 1090  87.0  316          70.6  245         65.2  158          57.0

+ 1 ≤ N trk ≤ 3  670  75.2  158          59.7  110          54.7   63          47.3

+ N trk = 1  250  42.9   45          33.3   30          30.2    12          26.7
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Table 11-16 shows the evolution of the τ efficiencies and the rates from jets, when these selec-
tions are applied. The ET cut reduces the LVL1 τ trigger rates by a factor of three, and the re-
quirement on core energy fraction gives an additional reduction of more than a factor three,
while keeping the τ efficiency close to 70%. Further rejection is obtained by restricting the
number Ntrk of charged tracks associated to the τ RoI, e.g. for a threshold of pT > 2 GeV.
1 ≤ Ntrk ≤ 3.

The resulting trigger rate is 160 Hz, and the τ efficiency is close to 60%. Further jet rejection
could be obtained by requiring exactly one track; in this case the τ efficiency is reduced to ~30%
for one-prong decays.

11.4.5 Jet trigger

The aim of treating jets at LVL2 is to reduce the rate of events containing jets by improving the
measurement of the energy and position of the jets. The improvement in the jet measurement is
achieved by a refined energy calibration, a jet definition and threshold adjustments. The aim is
to achieve an efficiency of 95% with respect to the LVL1 jet, or 90% with respect to the reference
jet.

An example of a LVL2 jet algorithm is described in Section 8.2.4 of [11-1]. For a given LVL1 RoI,
a window around the RoI direction with a size of 1.0×1.0 was selected. The energy depositions
are first summed up into towers of ∆η×∆φ = 0.1×0.1, applying calibrations and thresholds per
cell. A threshold per cell is of great importance due to the large number of cells involved. Then
a cone algorithm (with radius R = 0.4 and ET threshold on the seed cell of 1 GeV) was run on the
trigger towers inside this window. The reference jet was defined with the same algorithm, but
using the generated particles before detector simulation (excluding neutrinos and muons and
using only particles with|η|< 3.2).

The achieved (Gaussian) position resolution is ∆η ∼ ∆φ ∼ 0.03, but there are significant non-
Gaussian tails. The distance ∆R = (∆η2 + ∆φ2)1/2 between the reconstructed and the reference jet
in the (η, φ) plane has a mean of about 0.036, which is an improvement compared to the LVL1
resolution of about 0.2×0.2 described in the Section 11.3.2. This improvement in spatial resolu-
tion is important for the separation of nearby jets and the possible calculation of invariant mass-
es of jets. The improved energy measurement allows sharper thresholds, which in turn reduces
the rate of accepted events.

Figure 11-35 shows for the case of low luminosity (1033 cm−2s−1) the rates for events at LVL2
with at least n jets, where n = 1 to 4. Due to the particle-level filter applied to the data sample
used here, it has to be kept in mind that the rate for single inclusive jets is biased. The rate
shown can only be taken as a lower limit.

The ratio of the LVL1 and LVL2 rates is displayed in Figure 11-36 as a function of the nominal jet
ET for events with Njet ≥ 1 to Njet ≥ 4jets. One observes a decrease of the ratio with increasing jet
energy, indicating that the effect of the 1 GeV threshold per trigger tower at LVL1 becomes less
important at larger jet energies. The ratio has a value of about two at a nominal jet energy of
80 GeV for all jet classes. At larger nominal energies, the factor slowly approaches a value close
to one. For smaller energies down to 50 GeV the ratio is larger, giving factors between four and
six at 50 GeV.
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11.4.6 Tagging of b-jets at LVL2

The possibility of implementing a LVL2 b-jet tag trigger based on impact-parameter information
is under study. Issues to be addressed include the feasibility (beam-position stability, alignment,
etc.) and comparing the merits of making the selection at LVL2 or in the Event Filter where more
complex algorithms and better alignment constants might be available. No strong physics case
for this trigger has been established [11-22], but it would add to the flexibility of the trigger.

An algorithm for finding tracks in the barrel pixel detector was studied and presented in [11-1].
Due to the b-quark lifetime there is clear distinction between the reconstructed transverse im-
pact parameters (d0) for b- and u-quark jets. A simple b-tagging algorithm using a likelihood
method has been used to distinguish between the different jet types. The performance of this al-
gorithm is illustrated in Figure 11-37, which shows the u-quark-jet rejection as a function of the
b-tagging efficiency for simulated WH events (H → bb) without and with pile-up for a Higgs
mass of 400 GeV. A rejection factor of 20 can be achieved for a b-tagging efficiency of 50% in the
presence of pile-up at high luminosity. It should be noted that WH events are triggered by the
W → eν/µν decay, and no b-tag is required at the trigger level for this channel.

The trigger and the offline b-tagging algorithm (using the xKalman reconstruction program
with standard analysis cuts – see Chapter 10) have been compared in order to check their corre-
lation. The two methods have been applied to the same sample of 400 GeV Higgs events. It was
found that the correlation between the weights generated by the two methods is sufficient to
avoid an excessive degradation of the pure offline performance. To study this further, a trigger

Figure 11-35 Rates for inclusive jet and multi-jet pro-

duction at low luminosity (1033 cm−2s−1) without tak-

ing into account the effect of pile-up. The rates shown

are given for 90% efficiency of the LVL2 algorithm with

respect to the reference jet, see text. Due to the parti-

cle-level filter applied to the simulation used, the inclu-

sive single jet rate is underestimated.

Figure 11-36 Ratio of the rates for inclusive jet and

multi-jet production at LVL1 with respect to LVL2,

shown for low luminosity (1033 cm−2s−1) without taking

into account the effect of pile-up. The ratios shown

correspond to 90% efficiency for LVL2 and 95% effi-

ciency for LVL1 with respect to the reference jet, see

text. For each ratio an offset of (4 − n)×10 for ≥ n jets is

added. The dashed line indicates a value of 1 for the

ratio.
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selection corresponding to Ru = 10 (20) and εb = 60% (50%) has been applied. To this LVL2 trig-
ger selection, offline cuts (corresponding to different εb) were applied in order to see whether
the pure offline performance could be restored. The results are shown in Figure 11-38. The of-
fline performance is recovered after an offline cut corresponding to a final b-tagging efficiency
of around εb = 45% (40%). Further, it can be seen that the same rejection (Ru ≈ 90) as would be
achieved in the absence of any trigger cuts and with εb = 50% can be obtained with a corre-
sponding loss of b-tagging efficiency of about 2% (5%).

It remains to be seen whether improvements in the trigger performance and increased overlap
with the offline algorithms can be achieved, and whether more realistic conditions (misalign-
ments, uncertainties in the beam-spot position, degradations in silicon efficiency) would signifi-
cantly degrade the performance quoted here.

11.5 Missing ET and total scalar ET

All calorimeter data have to be transferred to LVL2 for recalculating ET
miss and total scalar ET.

The associated data traffic is of concern. Improvements of ET
miss are however possible without

recalculation – e.g. the LVL1 E
T

miss vector can be corrected for the pT missed due to energetic
muons and for LVL1 ADC saturation. The ET

miss trigger will be used together with other signa-
tures, such as leptons and jets. Events with very large missing-ET may also indicate new phys-
ics.

Figure 11-37 u-jet rejection as a function of b-jet effi-

ciency for 400 GeV Higgs at high luminosity compared

to low luminosity in the barrel.

Figure 11-38 u-jet rejection as a function of b-jet effi-

ciency for 400 GeV Higgs at low luminosity in the bar-

rel for the trigger and offline algorithms. The lines

show the offline performance starting from different

trigger preselections (stars: Ru = 10, crosses:

Ru = 20).
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11.6 Triggers for B-physics channels

11.6.1 Introduction and overview

At the LHC the b-quark production cross-section is many orders of magnitude higher than for
e+e− machines and their dedicated B-physics experiments. For centrally produced b-quarks with
b → µ (pT

µ > 6 GeV) within the acceptance of the ATLAS detector, the Monte Carlo generator
PYTHIA predicts a cross-section of ~2.4 µb. The azimuthal angle between the produced b-quark
and b-quark extends over the full range of 0–2π. The high particle-multiplicity in b-quark
events, combined with a typical pile-up of 2.3 minimum-bias events per bunch crossing, at low
luminosity of 1033 cm−2s−1, gives rise to a large combinatorial background (for reconstructing B-
hadron decays), which must be rejected at the trigger level.

The B-physics programme is discussed in Chapter 17; the B-physics trigger has been previously
described in [11-1]. All studies, except those of the B production mechanism, are based on the
reconstruction of exclusive B-hadron decays, and in many cases also on the partial identification
of the accompanying (anti-) B-hadron in order to tag the flavour of the B-hadron at production.

The physics channels currently studied may be grouped as follows (see Table 10-1 in [11-1]).

• Hadronic channels, tagged by the decay b → µ of the accompanying B-hadron. The
hadrons are required to have transverse momentum pT > 1.5 GeV for decays with high
multiplicity (e.g. Bs→ Ds π) or pT > 4 GeV for decays with low multiplicity (e.g. Bd → ππ).

• B decays to J/ψ with subsequent decay J/ψ → µµ or J/ψ → ee. Tagging may be provided ei-
ther by the semi-leptonic decay of the accompanying B-hadron, by B–π correlation or jet-
charge measurements.

• Final states with very small branching fractions and containing muons (e.g. B → µµ,

B → K*0µµ).

The key selection criteria at the analysis level are based on particle identification (µ/e/hadrons),
mass and vertexing cuts. The LVL2 trigger may make use of all these selections, although the
use of vertexing or impact-parameter criteria is still under investigation and was not applied in
the studies presented here.

The LVL1 trigger selects b-events through the muon from the decay of one of the B-particles,
with pT

µ > 6 GeV. The LVL2 trigger confirms the trigger muon first in the muon spectrometer
and subsequently in the Inner Detector. At this stage the threshold is sharpened and the contri-
bution from π/K decays may be reduced. The muon from the decay of a B-particle does not indi-
cate the direction of flight of the other B-hadron. For further selections, an unguided track
search is therefore necessary; this can be achieved by a track search in the full TRT. The TRT
tracks are then used as seeds for the track search in the precision tracker. The resulting three-di-
mensional tracks may be required to originate close to the trigger muon production vertex, thus
rejecting tracks from additional minimum-bias events with primary vertices displaced in
the z-coordinate. Three-dimensional information is also needed for mass cuts and for extrapola-
tion to the calorimeter and Muon Systems to identify additional soft muons and electrons.

The LVL2 trigger addresses specific channels semi-exclusively. The signal is usually only a small
fraction of the accepted rate. For example, in events selected with J/ψ → ee the rate is dominated
by misidentified hadrons and conversion electrons. Similarly, the Ds and B → ππtriggers are
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dominated by combinatorial backgrounds. The di-muon rate is dominated by muons from de-
cays of B-hadrons and from decays in flight of charged pions and kaons. The contributions from
charm and direct J/ψ production are minor.

Impact-parameter cuts may be applied at LVL2 or in the Event Filter. The use of the precise in-
formation from the pixel detector at an early stage of the LVL2 decision chain is currently under
study. Secondary-vertex finding can reduce the backgrounds in the offline analysis.

11.6.2 Tools and algorithms for B-physics trigger studies

The tools used for B-physics studies are described in detail in [11-1], Section 10.2. In this section,
only a short account and update on the algorithms and key selections are given.

11.6.2.1 Tracking in the Inner Detector

The trigger algorithms for tracking in the Inner Detector are similar to those used for the RoI-
guided LVL2 tracking trigger, but they must be efficient for much lower thresholds; no RoI
guidance is available for the TRT algorithm. Typical pT thresholds are 1.5 GeV for hadron and
0.5 GeV for electron candidates. Fast histogramming methods are used for the track search in
the TRT and in the precision tracker. A description of the algorithm steps is given in Refs. [11-1]
and [11-23], together with the resolutions achieved for single particles of fixed pT. For the meas-
urement of execution times, efficiency, fake-track rate, and electron-identification power, fully-
simulated events with Bd

0 → J/ψ(ee) Ks
0 decays with pile-up were used.

Figures 11-39 and 11-40 show the track-finding efficiency for the TRT algorithm as functions of
the generated pT and η for B → µX with pile-up added for low-luminosity operation.

Figure 11-39 Track-reconstruction efficiency for pions

with pT > 1 GeV, integrated over |η| < 0.8 for the barrel

and 0.8 < |η| < 2.5 for the end-cap, versus generated

pT. The inlay shows the pT spectrum of all pions in this

η and pT range.

Figure 11-40 Track reconstruction efficiency for

pions, integrated over generated pT > 1.0 GeV, versus

generated |η|.
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A Kalman filter algorithm [11-24] is presently being studied as a possible alternative trigger al-
gorithm for the precision tracker. The TRT track segments are extrapolated into the SCT. Trajec-
tories within the initial road which contain a sufficient number of hits are retained. Most studies
of specific B-physics channels were performed with a modified version of the ATLAS offline Ka-
lman filter (xKalman [11-25]), which was adapted for trigger studies. The resulting rates for the
different B-physics channels are summarised in Section 11.6.3.

All TRT algorithms perform the initial track search without making use of the drift time. Be-
cause of the low pT of the B decay products, sufficient momentum resolution can be achieved
using only the position of hit straws in the track fit. The studies assume, however, a constant
magnetic field of 2 T over the whole tracker volume. The effect of the realistic solenoidal field
was studied in [11-26]. Modifications to the TRT algorithms will be needed in the end-cap re-
gions, e.g. for |η|> 2, where the magnetic field drops to 0.6 T.

11.6.2.2 Soft-electron identification

The efficient and clean identification of low-pT electrons is an important element for B-physics
triggers. This can be achieved using the combination of the Inner Detector, including the transi-
tion-radiation signature in the TRT, and the fine-grained EM Calorimeter. Electron-candidate
tracks are extrapolated to the different longitudinal samplings of the EM calorimeter. A cluster
of calorimeter cells is formed around each impact point and is used to measure the cluster ener-
gy as well as the longitudinal and transverse shape of the cluster. Depending on the set of selec-
tions, efficiencies of 80% to 65% are achieved for bb → µeX events, where pT

µ ≥ 6 GeV and
pT

e ≥ 5 GeV; the corresponding efficiency for background events (excluding electrons from b or c
quarks) is between 3% and 0.2%. The efficiency for this background is ~17% if only the TR func-
tion is used, requiring the fraction of transition radiation hits to exceed 0.14. More details are
given in Section 10.2.3 of [11-1] and in Chapter 17.

11.6.2.3 Soft-muon identification

The LVL2 trigger for B-physics includes a selection on di-muons, with pT > 6 GeV for the first
muon, and a lower threshold for the second muon, normally 5 GeV, but thresholds as low as
3 GeV were studied as well. Two methods have been considered for identifying the lower-pT
muons.

• The muon spectrometer may be used if the muon has sufficient momentum to reach it;
this is the case for pT > 5 GeV muons in the barrel, and for pT > 3 GeV in the end-caps.

• The identification of muons of 3 GeV < pT < 7 GeV in the barrel, using the energy deposi-
tion in the last two layers of the Tile Calorimeter.

Results are reported in [11-1], Section 10.2.4. The muon identification in the Tile Calorimeter can
reach high efficiencies > 90% for pT > 3 GeV muons in the region of |η| from 0.1 to 0.6 (barrel)
and 0.9 to 1.2 (extended barrel). The pion rejection factors are pT and η dependent and have typ-
ical values of 10 to 50, for momenta from 3 to 5 GeV, respectively. The most recent results for of-
fline reconstruction are reported in Chapter 8 and [11-12].
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11.6.3 Summary of B-physics rates

The rates for B-physics channels expected after the LVL1 and LVL2 triggers are summarised in
Tables 11-17 and 11-18. Most of the events accepted by LVL1 have a muon with true pT lower
than the nominal 6 GeV threshold, and originate mainly from π/K decays. The rate is reduced
to 9000 Hz by requiring that the muon is reconstructed in the Inner Detector with pT > 5.9 GeV.
Possible further rejection of π/K → µν decays by requiring matching of the Inner Detector and
muon-spectrometer tracks is under investigation (Chapter 8). The selection of specific B-physics
channels was discussed in Section 10.3 of [11-1]. Some of the selection criteria are indicated in
the summary Table 11-18, and details are described in Section 10.3.3 of [11-1].

Table 11-17 Summary of B-physics trigger: rate of events with one muon with pT threshold 6 GeV after LVL1

and after confirmation at LVL2, represented here by Inner Detector reconstruction only.

 Trigger requirement  Rate (Hz)

LVL1 µ (pT > 6 GeV, |η| < 2.4)
triggered by the Muon System

 23000

LVL2 LVL1 output spectra convolved with
reconstruction efficiency in Inner Detector with
cut pT > 5.9 GeV

9000
(2300 b→ µ
1100 c→ µ
5400 K/π→ µ)

Table 11-18 Summary of B-physics triggers: rates of events satisfying the LVL2 trigger selections applied to

events already containing one muon with pT threshold 6 GeV identified at LVL1 and confirmed at LVL2.

 Trigger requirements  Selected B-channels  Rate (Hz)

Hadron channels Ds → φ(K+K-)π,
3 hadrons pT > 1.5 GeV,
loose mass cuts

Bs → Ds π,
Bs → Ds a1

 190

2 hadrons pT > 4 GeV,
loose mass, angle and ∑pT
cuts

Bd → ππ  80

Electron channels ee pair, pT > 0.5 GeV, identi-
fication by TRT,
2.0 GeV < m(ee) < 3.8 GeV

bb→ µBd(J/ψ(ee)K0)  310

single e, pT > 5 GeV, identifi-
cation in TRT+ECAL of elec-
tron reconstructed with
pT > 4 GeV in the Inner
Detector

bb → e Bd(J/ψ(µµ)K0)  93
[51 from true electrons,
42 from wrongly-identi-
fied hadrons]

Muon channels  second µ
(pT > 5 GeV, |η| < 2.5)
identification in muon
chambers + matching with
the Inner Detector

Bd → J/ψ(µµ)(K/K*),
Bs → J/ψ(µµ)φ,
B → µ µ,
B → K0*µµ, etc.,
Λb → Λ0 J/ψ(µµ),
Bc → J/ψ(µµ) π

 170
[80 from b/c,
90 from K/π]

Total LVL2 B-physics trigger rate 840 Hz
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The results presented in this section for the various B-physics trigger channels demonstrate that
the total B-physics rate from LVL2 can be reduced to ~900 Hz (Table 11-18); this is acceptable for
input to the Event Filter. The uncertainties in the rates are due mainly to model-dependence in
the prediction of cross-sections, which could be as large as a factor four.

11.7 LVL1 and LVL2 global decision

11.7.1 Introduction

This section presents a set of trigger menus that covers the vast majority of main-stream discov-
ery physics; more details are presented in Refs. [11-1] and [11-27]. The menus are split into two
groups, a very simple set of menus covering the majority of main-stream discovery physics, and
more specialised triggers. The latter are needed to cover standard physics such as jet cross-sec-
tion measurements and background studies. They also include monitoring and calibration trig-
gers to read out data relating to the trigger and detector subsystems for technical studies. The
trigger menus eventually used by ATLAS will be more complex and will include triggers that
are not required for any specific physics analysis. Some of these are covered in the second set of
menus. The specialised triggers are those that are needed to understand thresholds, pile-up and
to take data for studies of known physics processes. They will make use of a range of prescale
factors to limit the rate.

11.7.1.1 Rates

The physics-oriented trigger menus are determined by the best compromise between efficiency
for physics channels and affordable trigger rate. The LVL1 trigger rate is dominated by back-
ground physics processes such as jet events faking isolated e/γ/τ, as well as giving high-pT jet
triggers, and muons from b/c → µX, π/K → µν.

The output target rate for LVL1 is ~40 kHz, which allows a safety factor of almost two, com-
pared to the initial design capability of 75 kHz. The estimated uncertainty on the pp inelastic
cross-section is about 30%.The total uncertainty on the main background processes, however,
could be as large as a factor of two (inclusive jet production at low pT) to five (b, c → µ events).
No K-factor correction has been used. Corrections for biases resulting from η and pT (hard scat-
ter) cuts applied for reasons of CPU efficiency in the Monte Carlo simulations, are also only ap-
proximate. More details on the cross-sections and simulation tools can be found in [11-1]
Chapters 2 and 4, respectively.

The output target rate for LVL2 is around 1 to 2 kHz, but it depends on the optimum separation
between LVL2 and the Event Filter, which will not be determined for some time. The majority of
LVL2 muon triggers will be genuine prompt muons, whereas the LVL2 isolated e/γ rate is still
dominated by jet events. The expected rates for inclusive W → eν and Z → ee production with
pT(e) > 30 GeV are about 50 Hz and 5 Hz, respectively, at high luminosity (1034 cm−2s−1). De-
tailed references and comments for the quoted rates are available in Chapter 11 of [11-1].
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11.7.2 Key to the menus

Figure 11-41 summarises the notation used to formulate the trigger menus and define the trig-
ger objects at the various levels. The notation of Tables 11-1 and 11-2 is used to describe the ob-
ject type.

LVL1 trigger objects are shown in capital letters, whereas LVL2 trigger objects start with lower
case letters. The ET threshold and the requirement of isolation are indicated after the object
code. The thresholds are generally given at the point where the LVL1 (LVL2) algorithms are 95%
(90%) efficient. Exceptions include the ET

miss trigger, where the actual cut is given, and the
muon triggers which are given at ~90% efficiency for LVL1. The muon triggers have an addi-
tional inefficiency due to the geometric detector acceptance, which is approximately 90%, aver-
aged over the fiducial η coverage.

The isolation thresholds will change with the pT of the trigger object, becoming looser for higher
pT candidates and being completely removed at very high pT. At LVL2 the trigger objects may
be constrained by additional requirements, like mass cuts. As shown in Table 11-21, more com-
plex objects are used at LVL2 for B-physics triggers.

11.7.3 Physics menus

The first set of menus covers the majority of LHC physics studies. They are intended to provide
a common focus for physics and trigger-performance studies. They are designed to be simple,
inclusive and to satisfy the physics requirements with as short a list of trigger items as possible.
The one exception to this is B-physics, where selection of particular decay modes must be done
in the LVL2 trigger. Where isolation of objects is indicated, it should be understood that the iso-
lation criteria are relaxed as object ET and multiplicity increase. For very high ET, isolation is not
required. No use is made of veto conditions, though they may be applied at LVL1 and LVL2.

11.7.3.1 LVL1 low luminosity

The LVL1 menu for low luminosity is shown in Table 11-19. The MU6 trigger selects events for
B-physics studies. The threshold for the two EM object trigger is set as low as possible to max-
imise the efficiency for H → γγand Z → ee decays. If possible the threshold will be lowered fur-
ther to give some acceptance for high-pT J/ψ and Υ decays to ee.

Figure 11-41 Notation used in the menus.

Object type

Threshold Isolation

Multiplicity
Rate

EM15I × 2 2
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The inclusive-jet threshold has been set high to reduce the rate and make more room for other
triggers. This is because the additional jet rejection available at LVL2 is small, so the useful LVL1
threshold is effectively limited by LVL2 rate requirements. Multi-jet and jet+ET

miss triggers are
given priority when sharing out the rate budget for these types of triggers. The thresholds of the
multi-jet triggers are also chosen to give acceptable rates for LVL2. No specific requirements
from the physics have been stated which would dictate specific values for these thresholds.

For the J50 + XE50 and T20 + XE30 triggers [11-14], the thresholds and rates should be taken as
indicative. These triggers are intended to provide efficient inclusive triggers for SUSY produc-
tion, and also for calibration via W → τν / Z → ττ . The additional requirement of missing ener-
gy allows lower thresholds than are possible with the jet and τ/hadron inclusive triggers. The
aim for these triggers is a missing-ET threshold of around 30–50 GeV and the lowest possible jet
and τ thresholds that give an acceptable rate at both LVL1 and LVL2. It should be noted that
there is no direct physics need for the LVL1 τ trigger.

The table entry ‘Other triggers’ indicates the rate budget which is reserved for specialised, mon-
itoring and calibration triggers that are described later in this document.

11.7.3.2 LVL1 high luminosity

The LVL1 high-luminosity menu in Table 11-19 contains mostly the same objects as the low lu-
minosity menu, but with higher thresholds and/or rates. An additional trigger at high luminos-
ity is MU10 + EM15I. Another extra trigger EM20I + XE is being studied. The additional physics
that might be caught by these triggers at high luminosity is e.g. W → eν and Z → ττ for calibra-
tion purposes.

Table 11-19 LVL1 low and high-luminosity menus.

Low luminosity High luminosity

Trigger Rate (kHz) Trigger Rate (kHz)

MU6 23 MU20 3.9

MU6 × 2 1

EM20I 11 EM30I 22

EM15I × 2 2 EM20I × 2 5

J180 0.2 J290 0.2

J75 × 3 0.2 J130 × 3 0.2

J55 × 4 0.2 J90 × 4 0.2

J50 + XE50 0.4 J100 + XE100 0.5

T20 + XE30 2 T60 + XE60 1

MU10 + EM15I 0.4

Other triggers 5 Other triggers 5

Total 44 Total 40
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11.7.3.3 LVL2 low luminosity

Most of the menu items in the low-luminosity LVL2 trigger menu, Table 11-20, follow directly
from the LVL1 items in Table 11-19. EM triggers can be refined at LVL2 into candidates for elec-
trons and/or photons. It is possible to apply isolation criteria to the muon triggers to help re-
duce the rate. Events that satisfy the MU6 LVL1 trigger and the LVL2 µ6 preselection are passed
to the B-physics menu, described in the next section. The inclusive single-muon trigger µ20 does
not require isolation. An inclusive di-muon trigger µ6 + µ5 can be found in the B-physics menu
(Table 11-21). The trigger µ6i + e15i is an example of the use of a secondary RoI (in this case
EM15I) which would not in itself constitute a LVL1 trigger.

As at LVL1, the additional requirement of missing energy in the SUSY/calibration triggers
(j50 + xE50, τ20 + xE30), allows lower thresholds than for the inclusive triggers. It is not neces-
sarily expected that xE will be recalculated at LVL2, but the LVL1 ET

miss value could be refined,
for example by including muon ET and correcting for LVL1 calorimeter trigger ADC saturation.
For the rates given here, no LVL2 refinement has been taken into account.

11.7.3.4 LVL2 low luminosity B-physics

The low-luminosity B-physics trigger menu will only be used if the LVL1 trigger includes a
MU6 object, and the LVL2 trigger confirms a µ6 trigger.

Table 11-20 LVL2 low- and high-luminosity menus.

Low luminosity High Luminosity

Trigger Rate (Hz) Trigger Rate (Hz)

µ20 200 µ20i 200

µ6 × 2 + mB 10

µ10 × 2 80

e20i 100 e30i 600

e15i × 2      ~few Hz e20i × 2 20

γ40i 100 γ60i 400

γ20i × 2 5 γ20i × 2 100

j180 100 j290 120

j75 × 3 80 j130 × 3 80

j55 × 4 40 j90 × 4 80

j50 + xE50 250 j100 + xE100 ~few 100

τ20 + xE30 400 τ60 + xE60 ~few 100

µ6i + e15i 15 µ10i + e15i 20

B-physics 1150

Other triggers 100 Other triggers 100

Total 2400 Total 2000



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

394 11   Trigger performance

The rates after the LVL2 selection are given in Table 11-21. There is little overlap between the
trigger items so the total rate is approximately equal to the sum of the rates for the individual
triggers.

11.7.3.5 LVL2 high luminosity

Most menu items in the LVL2 high-luminosity menu, Table 11-20, follow directly from the LVL1
items of Table 11-19. Compared to low luminosity, thresholds have generally been raised and
the requirement of isolation has been added to the inclusive muon trigger. The di-muon triggers
without isolation requirements are useful for B-physics. The rate for the di-electron trigger e20i
× 2 is almost a complete subset of γ20i × 2, so the rate is not included in the total.

11.7.4 Menus for specialised triggers

Redundant triggers are needed for cross checks. Inclusive triggers are prescaled with lower
thresholds to understand threshold behaviour, collect background samples, and to take low-pT
data. The rates will be controlled by choices of threshold and prescale factors. The rate budgets
include 5 kHz at LVL1 and 100 Hz at LVL2 for these triggers. At this stage, the most important
aspect is to know the number of thresholds required as this has implications for the design of
the LVL1 trigger.

A number of additional inclusive triggers, with high thresholds and low rates without prescal-
ing are foreseen: τ/hadron; ET

miss; ∑ET, ∑ET
jet. A localised forward-energy trigger is also under

consideration.

Prescaled triggers are foreseen with a range of thresholds. Typically, these would have four to
six (possibly low) thresholds per trigger, each with a different prescale factor. Prescaled triggers
will include: single jet, three jets, four jets; muon, di-muon; electron/photon; τ/hadron; ET

miss;
∑ET, ∑ET

jet; forward-energy (under consideration).

In addition to the specialised physics triggers listed above, some more technical triggers are
foreseen. These include detector-calibration triggers, as well as a random trigger and a trigger
on bunch crossings, including a trigger on empty bunch crossings.

Table 11-21 Example of B-physics trigger menu.

Trigger Signature Rate (Hz) Example Channel

µ6 + additional µ5 170 Inclusive J/ψ → µ+µ−

µ6 + e0.5 × 2 + mee 310 b → µX, B → J/ψ X → ee

µ6 + e5 100 b → eX, B → J/ψ X → µµ
(second µ not required in trigger)

µ6 + h5 × 2 + mB 80 b → µX, Bd → π+π-

µ6 + h1.5 × 3 + mφ + mDs 190 b → µX, Bs → Ds(φ0(K+K-)π)X

µ6 + ... 300 reserved for additional B channels

Total 1150
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11.7.5 Physics coverage of the trigger menus

It is believed that the set of triggers proposed in Tables 11-19 and 11-20 covers most of the phys-
ics goals of the experiment. In fact, many processes will be selected through multiple trigger sig-
natures, thus providing optimal efficiency and several means of measuring the trigger
efficiency.

Inclusive lepton and di-lepton triggers provide W → lν and Z → ll selections, where l designates
an electron or a muon. They therefore give an unbiased trigger for many Standard Model phys-
ics processes and also for many searches for physics beyond the Standard Model. At low lumi-
nosity, W → lν and Z → ll decays are selected by the MU6/EM20I LVL1 triggers and the
µ20/e20i LVL2 triggers; Z → ll decays are also selected by the EM15I × 2 LVL1 triggers and the
µ6 + µ5 / e15i × 2 LVL2 triggers.

At high luminosity, the W → lν decays can still be selected by inclusive lepton triggers, although
with a somewhat high threshold in the case of electrons (MU20/EM30I at LVL1 and µ20i/e30i
at LVL2). A trigger on an isolated electron with a lower threshold and an additional ET

miss re-
quirement is being studied at high luminosity in LVL1 and LVL2 in order to recover efficiency
for the inclusive W → lν selection. In contrast the thresholds for the inclusive Z → ll decays re-
main comfortably low (MU6 × 2 / EM20I × 2 at LVL1 and µ10 × 2 / e20i × 2 at LVL2).

As mentioned above, many physics processes of interest are covered by the inclusive lepton/di-
lepton triggers. Examples include the following.

• Gauge-boson pair production, for the study of anomalous couplings and to investigate
the behaviour of the production cross-section at high mass.

• Top-quark production (single top or tt pairs), for all cases except tt production with fully-
hadronic top decays.

• Direct production of SM or MSSM Higgs bosons with H → ZZ(*), WW(*) decays, over the
full Higgs mass range of interest. Associated production of SM Higgs bosons through
WH/ZH/ttH processes, with H → bb or H → γγ, and W → lν or Z → ll.

• Decays of MSSM Higgs bosons, such as A → Zh, H/A → µµ, H/A → tt, and also H/A → ττ
with one leptonic τ decay. Production of tt with one top decay to bH, where the other top-
quark decay provides the inclusive W trigger.

• Production of new vector gauge bosons (W’/Z’), with W’/Z’ decays to leptons. Also, reso-
nance production at the TeV scale (strongly interacting Higgs sector), with resonance de-
cays into gauge-boson pairs.

• Production of supersymmetric particles with final states containing: at least one high-pT
lepton and large ET

miss in the case of R-parity conservation; or at least one high-pT lepton
(e.g. from → ll decay) with or without large ET

miss in the case of R-parity violation
with → 3 jets, → lνν, or → ll’ν.

• Searches for leptoquarks decaying into electrons or muons; searches for compositeness in
the lepton sector through Drell-Yan production.

The remaining physics channels not covered by the inclusive lepton/di-lepton (and electron +
ET

miss) triggers discussed above are:

• B-physics, which is covered in a separate menu in Table 11-21. A budget has been fore-
seen at LVL2 for B decay channels that are not yet part of the studies.
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• H → γγdecays from direct Higgs production, which are covered by EM15I × 2 (EM20I × 2)
for LVL1 and by γ20i × 2 (γ20i × 2) for LVL2 at low (high) luminosity. These triggers also
cover possible MSSM Higgs boson decays such as H → hh → bbγγ.

• Searches for supersymmetry involving high-pT jets with or without ET
miss. At low lumi-

nosity the combination of J50 + xE50, J180, and J75 × 3/J55 × 4 triggers provides excellent
coverage for all exclusive final states of interest not containing leptons. In the case of R-
parity conservation, final states containing at least two high-pT jets and large ET

miss (typi-
cally two jets with ET > 150 GeV and ET

miss > 200 GeV) provide a broad inclusive sample
for more exclusive searches. In the case of R-parity violation, with decaying predomi-
nantly to three jets. Here the multi-jet triggers will cover most of the exclusive final states
of interest. To date the only exclusive final states which have been proven to be observa-
ble above the huge potential QCD background are those containing isolated high-pT lep-
tons.

At high luminosity, the higher thresholds applied to the various jet triggers and to the
jet+ET

miss trigger will be well suited to searches for higher-mass SUSY particles.

• Searches for leptoquarks decaying into a jet and a neutrino that rely on the jet+ET
miss trig-

ger.

• Searches for resonances decaying into jets and for compositeness in the quark structure.
These rely largely on the inclusive single-jet trigger (e.g. additional vector bosons or tech-
nicolour resonances decaying to two jets) or on multi-jet triggers (e.g. purely hadronic de-
cays of tt pairs), both at low and high luminosity.

A τ+ET
miss trigger may increase the sensitivity to specific SUSY signatures for high values of

tan β. It is also expected that the large variety of fairly inclusive triggers presented here would
be sensitive to other new physics.

Finally, it is important to emphasise that much of the early large cross-section physics (e.g. QCD
jets, direct photons, etc.) will be studied using more inclusive triggers than the ones quoted ex-
plicitly in the menus of Tables 11-19 and 11-20.

11.8 The task of the Event Filter

The task of the Event Filter (EF) is to make the final selection of physics events which will be
written to mass storage for subsequent full offline analysis, and to reduce the trigger rates to as
close to the real physics rates as possible. This should allow one to reduce the output data rate
from LVL2 by an order of magnitude, giving ~100 Hz if the full event data are to be recorded.
Event-summary information could be recorded at much higher rates, possibly for certain specif-
ic triggers (e.g. single-jet or multi-jet triggers for high-statistics QCD studies involving only the
calorimeter information) but certainly not for the main-stream trigger items, which make up the
bulk of the LVL2 selected events.

After event building, the EF will be able to perform detailed reconstruction using the complex
algorithms of the offline code itself. All event data are accessible at the EF level for calculations
and selections, though only part of these data will be used by the algorithms. Similar to the
LVL2 guidance by LVL1, the EF algorithms will be guided by the LVL2 results and possibly by
the LVL1 secondary-RoI information. The processing by the EF must result in efficient and com-
plete tagging of the events to prepare efficient event selection for physics analysis. Depending
on the processing time needed by the algorithms, the processing power available, and the sta-

χ1
0
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bility of the calibrations and beam position, one may aim at completing in the EF the reconstruc-
tion to such a degree that the subsequent analysis steps have only to perform hypothesis-
dependent updates of the reconstruction. Thanks to this potential performance, cut adjustments
which are not possible at LVL2 will become possible; the exact selection criteria to be used have
not yet been chosen.

In contrast to LVL1 and LVL2, some of the EF output rates expected are of the same order of
magnitude as the signal itself, as shown below in a few cases for low and high-luminosity oper-
ation. Many processes will be selected through multiple trigger signatures, thus providing opti-
mal efficiency and several means of controlling the crucial aspects of the trigger efficiency.
Inclusive lepton and di-lepton triggers provide W → lν and Z → ll selections. They therefore
give an unbiased trigger for many Standard Model physics processes and also for many search-
es for physics beyond the Standard Model, as discussed in the previous section.

The most challenging of these inclusive W → lν or Z → ll triggers is certainly the W → eν trigger,
which has an expected output rate from LVL2 of 600 Hz at high luminosity for pT

e > 30 GeV.
Most of this output rate is still due to background from charged hadrons and from photon con-
versions (see Section 11.4.3). On the other hand, the expected rate for the inclusive W → eν sig-
nal events with pT

e > 30 GeV and an additional cut requiring ET
miss > 25 GeV is of order 50 Hz.

The above numbers clearly show that one of the main tasks of the EF will be to bring the rate of
inclusive W → eν trigger candidates as close as possible to the real physics rate through a com-
bination of tighter electron-identification cuts and of loose ET

miss cuts. Whether the total expect-
ed rate of ~50 Hz would be acceptable or not is a matter for further study. More exclusive
processes containing W → eν decays are, however, expected to have much lower trigger rates
after the Event Filter. For example, the rate for signal events containing a W → eν decay and two
jets with ET > 30 GeV and within |η|< 2.5 is expected to be below a few Hz. This shows that the
EF can provide a moderate output rate for all physics searches of the type WH/ZH/ttH produc-
tion with H → bb and W → lν / Z → ll, possibly without processing the event further in the In-
ner Detector, and without improving the electron identification, which was provided by LVL2.
The rate for signal events from top-quark production containing at least one high-pT electron (or
muon) is expected to be of the order of 1 Hz at high luminosity. Again, these events can be se-
lected by the EF in a very inclusive way.

Obviously, the task of the EF in terms of selecting inclusive W → µν decays or Z → ll decays is
easier than that of selecting inclusive W → eν decays. This is because the expected LVL2 output
rates for the high-pT single muon trigger and for the isolated high-pT di-lepton triggers are
much lower than for the high-pT single isolated electron trigger. The expected rate for inclusive
Z → ll signal events is 10 Hz at high luminosity, and the EF will clearly be able to approach that
rate by using e.g. a mass cut on the lepton pair.

The physics channels not covered by the inclusive lepton/di-lepton (and electron+ET
miss) trig-

gers were listed in the previous section. The area of B-physics is another challenging task for the
Event Filter, since the expected output rate from LVL2 is of the order of 1 kHz for B-physics
alone at low luminosity and since most of the candidate events are genuine B-events. A com-
plete and accurate reconstruction of the Inner Detector information is necessary in order to fur-
ther reduce the rate, for example using vertexing cuts. The largest rate from physics channels to
be analysed in this field is for inclusive J/ψ → µµ decays with > 6 GeV and > 5 GeV.
The total expected rate for signal events is about 5 Hz from direct J/ψ production and about
3 Hz from inclusive B → J/ψ production. These events are expected to be heavily used in CP-vi-
olation studies with jet-charge and B–π tagging methods applied in addition to the more tradi-
tional lepton tagging. To reduce the LVL2 output rates to values close to the physics rates

p
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quoted above, a combination of vertexing cuts on the muon pair and of tighter kinematic cuts,
including mass cuts, will have to be performed by the Event Filter. The more exclusive B-decays
are expected to contribute at much lower levels of typically 0.1 Hz per channel or less.

It is also hoped that the large variety of fairly inclusive triggers presented here would be sensi-
tive to unexpected new physics. Finally, it is important to emphasise that much of the early
large cross-section physics (e.g. QCD jets, direct photons, etc.) will be studied using more inclu-
sive triggers than the ones quoted explicitly in Section 11.7 as well as dedicated algorithms in
the Event Filter.

The menus and rates presented in Section 11.7 will be used as basis for menus for more detailed
studies of both the LVL2 trigger and the Event Filter, in terms of performance and of implemen-
tation. Those trigger items that are considered particularly challenging or critical will be subject
to detailed trigger performance studies using fully-simulated data as input and offline recon-
struction code as a reference. Wherever possible, the trigger-performance results will be param-
etrised for use in fast simulations with high-statistics background samples. A complete set of
output rates for the EF can only be obtained through a combination of detailed full-simulation
studies and of fast-simulation studies, which use parametrised detector performance.

In conclusion, the role of the Event Filter will be very important in determining the scope and
breadth of physics channels available to ATLAS to study in detail the physics channels of inter-
est and to constrain as well as possible the background estimates to possible new physics. It is
hoped that most of the physics goals, with the notable exception of B-physics, can be achieved
with RoI-guided processing, i.e. avoiding complete processing of the Inner Detector informa-
tion.
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12 Determination of the mass scale

12.1 Introduction

This chapter describes some of the methods which will be used to understand to the best possi-
ble accuracy the absolute measurement scale of the ATLAS detector when the experimental
data will be used to extract precise estimates of the masses of known or newly discovered parti-
cles.

The need for accurate experimental measurements of particle masses does not require much jus-
tification, given the progress made in particle physics over the past decades through such meas-
urements. Nevertheless, a few examples of what might be achieved with ATLAS at the LHC are
listed below and described in more detail in the relevant chapters devoted to the physics per-
formance.

An accurate measurement of the Higgs boson mass will provide strong additional constraints
on the underlying model. A statistical accuracy of ~0.1% can be achieved over a wide range of
Higgs boson masses (see Sections 19.2.12.1 and 19.3.4), and the power of a constraint at this lev-
el is clearly demonstrated in the context of the global fits to the parameters of minimal super-
gravity models, as described in Section 20.2.9.

If supersymmetry were to be discovered at the LHC, it has been demonstrated already a few
years ago that ATLAS would be able to perform a wide set of precision measurements of vari-
ous supersymmetric particle masses (see Chapter 20). The more accurate these measurements
will be, the tighter the constraints on the fundamental parameters of the underlying SUSY mod-
el will be (see Sections 20.2.9, 20.2.10 and 20.3.5).

Very precise measurements of the masses of the W boson (see Section 16.1) and of the top quark
(see Section 18.1.3), beyond those which will be achieved at the Tevatron and at LEP2 in the
near future, will provide further additional constraints on the Standard Model. If a Standard
Model Higgs boson were also to be discovered at the LHC, the combination of all these meas-
urements would provide overall constraints of the Standard Model an order of magnitude
stronger than those available today.

The physics goals described above have led to the following requirements for the knowledge of
the absolute scale of energy and momentum measurements in ATLAS:

• In the case of electrons and muons, the scale should be known to an accuracy of ~0.1%. A
similar accuracy has already been reached by the CDF [12-1] and D0 [12-2] experiments at
the Tevatron. This accuracy should be achievable, given that ATLAS will be able to benefit
directly from much larger statistics of vector boson leptonic decays. This will however re-
quire considerable work.

This accuracy will be adequate for almost all the physics goals of ATLAS at the LHC, but
will be needed over the full lifetime of the experiment and in particular at the highest lu-
minosities. The one exception is the measurement of the W mass at low luminosity, which
requires a much better knowledge of the measurement scale of electrons and muons,
namely at the level of 0.02%, as explained in more detail in Section 16.1.4.

• In the case of hadronic jets, the scale should be known to an accuracy of ~1%. In principle,
it would be desirable to measure decays involving quarks with a similar accuracy to those
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involving leptons. However, it is clear that the fragmentation and hadronisation of the
original partons lead to uncertainties in the experimental measurements, which cannot be
readily decreased below this level of 1%.

Another aspect linked to the understanding of the absolute scale of measurements performed
using the ATLAS detector concerns calorimeter energy measurements at a scale of the order of
a TeV or more, which cannot be constrained directly from data taken in test beams during the
detector construction. The physics topics of interest in this area are:

• for the EM Calorimeter scale, mass measurements of possible new vector bosons decay-
ing into electrons (see Section 21.6.1);

• for the hadronic calorimetry, QCD physics with high-pT hadronic jets (see Section 15.5),
mass measurements of leptoquarks decaying to a lepton and a jet (see Section 21.4), and
quark compositeness studies (see Section 21.5.1).

None of the above physics studies requires an understanding of the absolute scale of the energy
measurements to a very high level of accuracy. However, departures of the calorimeter response
from linearity may cause serious problems in the searches for quark compositeness using the jet
pT spectrum, and these are discussed in some detail in Sections 9.1.1.3 and 21.5. Therefore this
chapter will only discuss issues concerning the overall mass scale in ATLAS.

In order to understand the magnitude of the task set by the physics goals described above, it is
important to recall that, when the first LHC collisions will be recorded in the detector, the
knowledge of the absolute calibration of the various systems in ATLAS prior to data-taking will
be far from that ultimately required:

• the absolute momentum scales for charged particles measured in the Inner Detector and
the Muon System will be known to 0.5% or better from the initial magnetic field maps and
geometrical surveys;

• the absolute energy scale for electrons and photons will be known to 1-2% from the trans-
fer to the experiment of calibration data taken with electrons in test beam;

• the absolute energy scale for hadronic jets over |η| < 3.2 will be known to ~5-10% from
the transfer to the experiment of calibration data taken with charged pions in test beam
and from Monte Carlo simulations of jet fragmentation into hadrons.

There would be clearly little hope to improve this initial knowledge by a factor of ~25 for elec-
trons and muons and by a factor of ~5-10 for hadronic jets, if the large production cross-sections
expected for known resonances (Z → ee, Z → µµ and W → jj) were not to allow very precise and
high-statistics in situ calibration procedures to be used. The Z line shape will be known to an ac-
curacy of better than 10-4 at the LHC, and the W mass will be known to an accuracy of ~5×10-4.
These accuracies are significantly better than the ones required to set the absolute scale, respec-
tively for electrons and muons using Z → ee and Z → µµ decays and for jets using W → jj de-
cays.

The abundant production of vector bosons at the LHC will be used to set the absolute scale at
the right value to a very high accuracy. Nevertheless, care will have to be taken to extrapolate
this scale to masses which most probably will be quite different from the original vector boson
mass itself (e.g. by a factor of more than two for the top mass measurement). Obviously, decays
of other known resonances, such as J/ψ and Υ, will provide additional constraints, which will
minimise, if needed, the interpolation errors towards lower masses. In this extrapolation proc-
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ess from the known vector boson masses to the mass to be measured with high precision, cross-
checks between the various systems and disentangling individual contributions to the system-
atic uncertainty on the absolute scale will be of prime importance to keep it as small as possible.

Based on the above considerations, one can conclude that a precise understanding of the mass
scale in ATLAS will require first and foremost an accurate knowledge of the measurement scale
in each of the major detector elements, as described below in Section 12.2 for the Inner Detector
(electrons and muons), in Section 12.3 for the EM Calorimeter (electrons and photons), in
Section 12.4 for the Muon System, and in Section 12.5 for the overall Calorimeter (hadronic jets
and ET

miss).

This will not be sufficient, and the best accuracy on the overall mass scale will eventually be
achieved by requiring the combination of the information from different detectors and by over-
constraining the problem through numerous cross-checks:

• The electron energy measurements will rely mainly on the EM Calorimeter, but the
knowledge of the absolute electron energy scale will probably be constrained in an opti-
mal way by combining high-statistics precision measurements in the Inner Detector and
the EM Calorimeter.

• The muon momentum measurements will rely on the combination of the measurements
in the Muon System and in the Inner Detector on an event-by-event basis, and the knowl-
edge of the absolute muon momentum scale will be constrained in an optimal way again
by combining high-statistics precision measurements in both systems.

• The measurements of the energy of hadronic jets will rely on the overall ATLAS calorime-
try over the range |η| < 3.2. In order to constrain to the required accuracy the jet energy
scale over this region covered by several very different calorimeter technologies, it is ex-
pected that E/p measurements using isolated high-pT charged hadrons from τ-decay will
provide, in a first step, a quite powerful tool to transfer the scale, as known from the test-
beam measurements, to the actual detector, to inter-calibrate the various calorimeter tech-
nologies, and possibly to constrain the absolute scale of the energy measurements for iso-
lated charged pions (see Section 5.4). The transfer of this absolute scale to that of hadronic
jets will require accurate and detailed Monte Carlo tools, as well as an excellent under-
standing of W → jj reconstruction in the hadronic calorimetry.

In the end, there can be only one mass scale for the whole ATLAS experiment and this will be
determined by combining the various constraints from the individual systems and from the in-
ter-calibrations between them.

One may expect that the Inner Detector momentum scale will be the most straightforward to
calibrate, owing to the proximity of the measurement points to the primary vertex and to the
magnetic nature of the measurement. However, systems which are situated further away from
the primary vertex and with a rather large amount of material in front of them, such as the EM
Calorimeter and the Muon System, will benefit from the very large statistics of Z → ee and
Z → µµ decays expected to be accumulated routinely (about 30 000 events per day at low lumi-
nosity) as a part of the inclusive triggers for many new physics searches. In addition, the even
larger statistics of W → eν and W → µν decays, which will also be accumulated with high effi-
ciency, will allow very precise cross-calibrations of these detectors with the Inner Detector.
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The following sections present the results of the first attempts at establishing a strategy to
achieve the above goals in the various systems composing the ATLAS detector and to combine
the individual experimental measurements and scale uncertainties into an overall mass scale
and its uncertainty.

12.2 Inner Detector scale

12.2.1 General considerations

As discussed above, the momentum scale in the Inner Detector (ID) should be known to an ac-
curacy of 0.02% to obtain the desired precision on the measurement of the W mass. The implica-
tions of these requirements are examined in some detail for the Inner Detector in [12-3] and can
be summarised as follows (this assumes that the absolute momentum scale is set using Z → ee
and Z → µµ decays for masses close to mZ and that residual local effects average out to about
10% of their value over the whole detector):

• the ID alignment must be understood locally to ~1 µm on average in the bending plane;

• the solenoidal magnetic field must be understood locally to better than 0.1% on average;

• the amount of material in the ID must be understood globally to ~1% of its value (this is
only required for W → eν decays);

• The ID pT resolution must be understood globally to ~1%.

This latter requirement has not been studied so far, but it seems rather straightforward to
constrain the pT resolution of the ID to the desired accuracy from the measured Z → µµ
mass distribution and from combined measurements of high-pT electrons with the EM
Calorimeter and of high-pT muons with the Muon System.

The precise justification for the first three points is not easy to provide, since, as mentioned
above and discussed in more detail in several of the following sections, the ultimate calibration
of the overall scale will come from the use of the mass constraint in Z → µµ decays. Systematics
will, however, inevitably arise from not understanding details and hiding them in an all-encom-
passing calibration. It will therefore be essential to understand as well as possible all the indi-
vidual components of the momentum determination; otherwise, small but not understood
differences between e.g. the W and Z bosons will result in uncontrolled systematic uncertainties
on mW.

12.2.2 Alignment

The feasibility of meeting the above alignment requirement is very hard to demonstrate without
real experimental data. Nevertheless, such an attempt has been considered in some detail
in [12-3]; the main points are summarised below.

The use of reconstructed tracks and, in particular, of module overlaps in the Precision Tracker in
the bending (R-φ)plane, to perform local alignment to an accuracy close to 1 µm, is described in
detail in Section 3.7. Since the pT of a track reconstructed in the ID alone is not known a priori,
only certain distortions can be reconstructed through such procedures.



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

12   Determination of the mass scale 405

Even though the measurement points in the ID are quite uniformly distributed (in contrast to
the Muon System, as discussed in Section 12.4), residual sagitta (or momentum scale) correc-
tions will remain at some level. These cause shifts in the distributions of Q/pT, where Q repre-
sents the charge of the reconstructed particle. Although the measured pT spectra of oppositely
charged particles could in principle be compared directly to correct for such shifts, this method
is not precise enough in practice.

On the other hand, if the measured pT spectra can be normalised by an estimate of pT, then the
uncertainties on the sagitta corrections can be greatly reduced. The estimate of pT need not even
be unbiassed: the only condition is that it should not be correlated to the charge of the particle.
Given the very large statistics of high-pT leptons expected to be accumulated by ATLAS, the
EM Calorimeter measurements can be used to normalise pT for electrons, and the Muon System
measurements can be used to normalise pT for muons, although charge-dependent biases will
be more of a concern in this case than for the EM Calorimeter.

As discussed in [12-3], there will be enough statistics of W → eν decays and of LVL1 trigger
muons of pT > 6 GeV, to guarantee a statistical error for such measurements below the required
accuracy of 0.02% after a few months of LHC operation at low luminosity. What remains to be
demonstrated is that the systematic uncertainties associated to the correlation between the EM
Calorimeter measurements and the electron charge, which are presumably quite small, and
those associated to the correlation between the Muon System measurements and the muon
charge, which are potentially much larger (see Section 12.4), can be controlled at the same level
of 0.02%.

12.2.3 Magnetic field

Uncertainties arising from the imperfect knowledge of the scale of the magnetic field will feed
directly into those on the absolute momentum scale (before calibration). To be confident that the
calibration is well understood, it is desirable to reduce the uncertainty coming from the magnet-
ic field to a level such that it does not mask other problems. A goal of better than 0.1% appears
to be reasonable as a starting point.

The standard way to map a magnetic field such as that from the ATLAS solenoid is with a ma-
chine which scans an array of Hall and nuclear magnetic resonance (NMR) probes over the full
ID volume. This will be done after all of the surrounding magnetic materials have been installed
and just before the installation of the ID itself. The accuracy required is similar to that which has
been achieved in the past (e.g. a measurement accuracy of 0.01% was achieved in [12-4] and an ac-

curacy of the magnetic field map of a few parts in 10 000 was achieved in [12-5], although the de-

sired goal was only 0.1%).

The ATLAS solenoid is more difficult to map than other solenoids because of its non-uniform
field. NMR probes require uniform fields and hence will only function within ~70 cm from the
centre. Therefore, over most of the ID volume, Hall probes will have to be relied upon. Hall
probes can be calibrated to better than 0.05% (there is considerable on-going work within AT-
LAS to produce a large number of calibrated Hall probes to monitor the toroid field [12-6]). The
high field gradients expected in the ID volume will require the position of the probes in the
mapping machine to be known to ~0.5 mm, which is more precise than was necessary for previ-
ous maps. Some understanding of the field can be derived from simulation, but such calcula-
tions are typically only accurate to ~0.5%.
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In addition to mapping the field at the time of installation, it will be essential to monitor it with
the ID in place and during the lifetime of the experiment. The following effects may cause dis-
tortions of the field at the 0.1% level:

• Tiny quantities of ferro-magnetic material in the ID, which may be unavoidable, as for ex-
ample nickel coating on the aluminium power cables, where they join the custom-made
connectors on the SCT modules or at the level of the patch-panels.

• The mapping of the solenoid with the barrel toroid (most probably) switched off. Simula-
tions predict that when the toroid is switched on, the solenoid field will decrease slightly
because the extra field from the toroids will bring the Tile Calorimeter beams close to sat-
uration and reduce their effectiveness at returning the solenoid field.

Other effects are considered to induce variations much smaller than 0.1%: para-magnetic and
dia-magnetic effects due to the other components of the ID, the Earth’s magnetic field, varia-
tions in the positions of the end-cap Calorimeters relative to the barrel Calorimeter when they
are opened and shut, and hysteresis of the iron components.

The first-order effect of ferro-magnetic material (provided that it is uniformly distributed) and
of the barrel toroid field, is to change the scale of the solenoid field map without changing its
shape. This scale could be measured by building a small number of NMR probes into the SCT
Barrel [12-7]. Such a system of probes would also provide a check of the position of the ID rela-
tive to the central axis of the magnetic field, which would be useful if the position of the sole-
noid coil were not absolutely stable.

Rather than simply measuring the field at a set of points in space, it would be preferable to de-
scribe it in terms of components satisfying Maxwell’s Equations: ∇⋅ B = ∇× B = 0. These compo-
nents could be constrained using the combination of data from: the field map, the monitoring
probes and pairs of reconstructed charged particle tracks from the decays of resonances of
known mass (J/ψ, Υ, Z). One set of functions, suitable for axial symmetry [12-4], are the modi-
fied Bessel functions, I0 and I1, expressed as a function of radius, R, and of position along the
beam, z:

.

In practice, the constraint of axial symmetry would probably need to be relaxed for the actual
field configuration in the ATLAS ID. As an exercise to test the feasibility of fitting the field, an
attempt was made to fit the simulated field. Despite using eight terms, the fit was poor and un-
stable, suggesting that more terms are needed. Better results were achieved starting from a field
corresponding to an ideal solenoid. A scale factor was associated with this field, which was then
augmented by two terms from the above power series.

The residuals between the fitted and simulated fields are shown in Figures 12-1 and 12-2, re-
spectively for the axial and radial field components. The comparison is shown at a radius
R = 75 cm, where the field deviates more strongly from uniformity than along the beam axis. It
can be seen that, over most of the length of the coil, the field can be described to better
than ±0.02%, corresponding to ±4 Gauss. There are significant deviations at values of |z| larger
than 2.6 m (the actual half-length of the solenoid coil is 2.65 m), but these would cause little ef-
fect on the momentum determination because they occur at the end of a track.
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12.2.4 Material in the Inner Detector

Material in the Inner Detector affects directly the momentum reconstruction for electrons, the
energy reconstructed in the EM Calorimeter, and the E/p calibration, since the momentum as
measured by the Inner Detector is subject to bremsstrahlung effects. Hence, the large amount of
material present in the Inner Detector, if not known precisely enough (see also Section 12.3.1.1),
might contribute significantly to systematic uncertainties on the knowledge of the absolute
scale of the EM Calorimeter.

There are many approaches to determining the amount of material in the ID, all of which will be
pursued:

• at the present stage of the detector construction (finalisation of detailed design), the
amount of material in the ID is considered to be known to better than 5%, despite inevita-
ble uncertainties in the most difficult areas (exact make-up of hybrids and chips, services
and connectors, etc.);

• during construction, these estimates will be carefully updated by weighing detector com-
ponents and assembled units. Valuable reference measurements will be provided in many
cases by X-ray sources;

• E/p measurements with electrons from W → eν decay are described in Section 12.2.4.1;

• photon conversions are described in Section 12.2.4.2.

Figure 12-1 Difference between simulated and fitted

axial magnetic field (Bz) components of the solenoid at

a radius R = 75 cm.

Figure 12-2 Difference between simulated and fitted

radial magnetic field (BR) components of the solenoid

at a radius R = 75 cm.
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12.2.4.1 Use of E/p measurements with electrons from W → eν decays

The combined measurement of E/p with isolated high-pT electrons from W → eν decays, using
the EM Calorimeter and the Inner Detector, will be a key element to ensure a reliable compari-
son of the absolute momentum scale of the ID and of the absolute energy scale of the EM Calo-
rimeter (see Section 7.2.2.2). This approach will complement the direct calibration of the
absolute scale of the EM Calorimeter using Z → ee decays (see Sections 4.6 and 12.3).

The use of the shape of the electron E/p distribution to determine the amount of material in the
Inner Detector is discussed in Section 7.2.2.3. The sensitivity of the peak of the E/p distribution,
used for these calibrations, is such that, to understand the calibration of the EM Calorimeter to
an accuracy of 0.02% will necessitate that the ID material must be understood to an accuracy
of ~1% of its total value. This does not mean that every single item in the ID must be known this
accurately, but the amount of material in regions of size of a few centimetres must be known to
this precision. Like the EM Calorimeter energy measurements, the E/p calibration will be most
sensitive to material at low radii, which is fortunately also the region where there will be the
greatest sensitivity for determining in detail the material distribution.

It is shown in Section 7.2.2.3 that 106 reconstructed W → eν decays constitute a sufficient statisti-
cal sample to understand the ID material distribution to the required precision of ~1% of its to-
tal value. The available statistics will be about 30 times larger for one year of operation at low
luminosity. In addition, high-purity samples of inclusive electrons (see Section 7.4), yet one or-
der of magnitude larger in size than the W → eν sample, can also be used for such measure-
ments (as shown for example in [12-1]), although only real data will demonstrate whether the
required measurement quality and sample purities can indeed be achieved.

12.2.4.2 Use of photon conversions

The most obvious way to determine the amount of material in the Inner Detector is to look at
the conversion rates (see Section 7.5.1). To obtain an absolute determination of the amount of
material with this method requires a known rate of photons. Although this might be obtained
from Z → eeγ decays, for which the topology is such as to give an easily identifiable photon,
there will not be enough events of this type to obtain a map of the ID material to the desired ac-
curacy.

An obvious alternative would be to use photon conversions from much more abundant sources,
such as isolated high-pT photons from direct photon production or even the very large statistics
of lower-energy photons (mostly from π0 decays), which are present in most events. Both these
samples can be used for high-statistics relative measurements of the amount of material, as
shown in Figures 12-3 and 12-4. Eventually, it is probable that an absolute measurement will be
extracted from these samples, but it will require a reference object corresponding to a precisely
known position and amount of material.

Figure 12-3 shows the radial positions of photon conversions of pT = 50 GeV, as reconstructed in
the barrel part of the ID. The three pixel barrel layers at their respective radii of 4, 11 and 14 cm,
a support cylinder at a radius of 25 cm, and the first two SCT barrel layers at their respective ra-
dii of 30 and 38 cm can be clearly distinguished above the very small background. The beam
pipe and the pixel B-layer are barely resolved. The cut-off in Figure 12-3 around the third SCT
barrel layer is due to the requirement that a reconstructed track have at least four SCT hits.
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The width of the peaks in Figure 12-3 is dominated by the resolution on the radius of the recon-
structed photon conversion, but is also affected by the effects of the azimuthal tilts of the planar
detectors. Figure 12-4 shows the radial resolution for conversions in the pixel barrel layers. The
resolution is ~4 mm, although there is a significant tail due to bremsstrahlung of the conversion
electrons. In the first two barrel layers of the SCT, this resolution degrades somewhat to ~6 mm.
Studies of photon conversions in b-jets, where the photon energies are much smaller, indicate
that the radial resolution improves at lower pT, as might be expected from the larger angular
separation between the electrons. At very low pT, the radial resolution is dominated by multiple
scattering effects. Photon conversions can be reconstructed at larger radii, up to Rc ≈ 80 cm, us-
ing the TRT alone (see Section 7.5.1), but the radial resolution is significantly degraded.

To determine the material at a given position, it is necessary to compare the number of recon-
structed photon conversions at that position with the number reconstructed at the position of
some reference object. This necessitates being able to resolve the position of the reference, which
may not be trivial, as shown in Figure 12-3, because of the proximity of various layers and the
modest radial resolution. Unfortunately, conversions in the beam pipe are not well resolved and
may, when originating from π0 decays, suffer from a significant Dalitz decay background. Al-
though the statistics will be very large, a good understanding of the reconstruction efficiency of
photon conversions will be essential, which will require in turn an improved conversion-find-
ing program with higher efficiency.

12.2.5 Calibration with Z → µµ and Z → ee decays

The general method described in Section 12.4.4 for the Muon System has not yet been applied to
evaluate the accuracy with which the Inner Detector momentum scale could be constrained us-
ing Z → µµ decays. In principle, residual sagitta corrections and the magnetic field components
identified in Section 12.2.3 could be determined with this method by performing a global fit of
the Z → µµ sample, to which the constraint of the Z line-shape is applied. A similar but simpler

Figure 12-3 Reconstructed radial positions for con-

versions in the barrel part of the ID.

Figure 12-4 Difference between true and recon-

structed radial position of conversions arising from

pT = 50 GeV photons which convert with Rc < 20 cm.
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technique has been examined for the EM Calorimeter calibration with Z → ee decays (see
Section 4.6). These techniques provide both an accurate inter-calibration between different parts
of the detector, and an accurate estimate of the absolute mass scale at mZ.

If one scales the statistical precision obtained using Z → ee decays over about 400 η−φ bins for
the study of the EM Calorimeter calibration (see Section 4.6) to the expected statistics of 3x106

reconstructed Z → ee decays for one year of operation at low luminosity, this leads to a statisti-
cal precision of 0.02% in each of these η−φ bins. Since the experimental resolution for Z → µµ
decays reconstructed in the ID (σ(pT)/pT ≈ 2.1%) will be similar to that for Z → ee decays recon-
structed in the EM Calorimeter (σ(E)/E ≈ 1.5%), it should be possible to understand the mo-
mentum scale in the ID with comparable statistical precision over a similar number of η−φ bins.
It remains to be studied whether or not such a large number of bins would be needed for a
measurement of the W mass to the required accuracy.

12.3 Electromagnetic Calorimeter scale

The EM Calorimeter scale is discussed here in terms of the uncertainty on the absolute energy
scale of electrons and photons.

12.3.1 Determination of the electron energy scale with Z → ee decays

The use of Z → ee decays reconstructed solely in the EM Calorimeter, in particular to reduce the
global constant term of the energy resolution, is described in detail in Section 4.6. From the re-
sults obtained in Section 4.6, it follows that about four years of data-taking at low luminosity
would be needed to achieve an overall statistical accuracy of 0.02% per region of the EM Calo-
rimeter with this method.

In this section, the basic sample of 50 000 fully simulated Z → ee decays described in Section 4.6
and a sample of 20 000 Z → ee decays, simulated with a modified layout of the Inner Detector,
are analysed in terms of the uncertainties on the absolute energy scale of the EM Calorimeter.
These uncertainties do not apply at the exact scale of mZ, since this can be set to an almost arbi-
trarily good accuracy, but rather when attempting to transfer the absolute calibration at the
Z mass to other masses. More specifically, both detector (material of the Inner Detector) and
physics effects (inner photon bremsstrahlung, underlying event and pile-up) are examined be-
low.

12.3.1.1 Material in the Inner Detector

The amount of material in front of the EM Calorimeter could affect directly the absolute electron
energy scale, with the largest effects arising from external bremsstrahlung in the innermost lay-
ers of the Inner Detector. As discussed in Section 12.2.4, the description of the amount of materi-
al in the Inner Detector is estimated to be accurate to ~5% at the present stage of the detailed
design of all components. This description will be refined during construction and will be care-
fully cross-checked in situ, using E/p measurements and photon conversions.
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To evaluate directly the impact of an imperfect
knowledge of the Inner Detector material on
the calibration of the absolute energy scale of
the EM Calorimeter, a sample of 20 000 Z → ee
decays have been simulated, using a modified
layout of the ID. This modified layout corre-
sponds to an increase of the material in the
support structures of the barrel and end-cap
silicon microstrip detectors, ranging
from ~15% in the barrel region to ~30% in the
end-cap region. This increase is much larger
than the 1% uncertainty, which could be ob-
tained after a modest amount of data taking,
using the methods discussed above.

The EM Calorimeter response has been com-
pared to the nominal one, defined using the
original sample of 50 000 Z → ee decays. As
shown in Figure 12-5, the value of the recon-
structed Z mass decreases by about 100 MeV.

As summarised in Table 12-1, if the results il-
lustrated in Figure 12-5 were scaled to the esti-
mated overall uncertainty of ~1% on the amount of material in the ID, the corresponding
uncertainty on the electron scale should be around 5 MeV at the Z mass. This study has been
performed by changing the amount of material in the silicon microstrip detectors. However,
there is likely to be greater sensitivity to changes in the amount of material at even lower radii,
namely in the pixel detectors. Table 12-1 therefore quotes a more conservative upper limit
of 0.01% for the impact of the ID material on the determination of the absolute scale of the
EM Calorimeter.

12.3.1.2 Inner bremsstrahlung

The consequences of inner bremsstrahlung in Z → ee decays are:

• in a small fraction of events, the production of a high-pT isolated photon in the final state
will significantly distort the reconstructed mass spectrum of the two electrons. These
events are easy to identify and to remove from the calibration sample;

• for a much larger fraction of events, the bremsstrahlung photon(s) remains very close to
the electron shower, but slightly widens the transverse shower shape, thereby distorting
slightly the reconstructed mass spectrum.

Table 12-1 Impact of Inner Detector material on the absolute energy scale of the EM Calorimeter.

Source of uncertainty Uncertainty on electron energy scale at mZ

Modified ID layout (material increased by 15-30%) 0.11%

Nominal ID layout (material known to 1%) < 0.01%

Figure 12-5 Z-boson lineshape, as reconstructed

directly with the EM Calorimeter for the nominal Inner

Detector layout (shaded histogram) and for a modified

Inner Detector layout with ~ 20% more material in total

(black dots).
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The reference sample of 50 000 fully simulated Z → ee decays has been generated using PY-
THIA interfaced to PHOTOS [12-8], to account for photon emission through inner bremsstrahl-
ung. To evaluate whether the distortions due to inner bremsstrahlung could be significant when
compared to the calibration requirements, two additional Z → ee samples of 10 000 events each
have been fully simulated, reconstructed and analysed, one without inner bremsstrahlung and
one with forced photon emission (repeated calls to PHOTOS).

The reconstructed Z masses for these samples were then compared, after a cut on the shower
width in the azimuthal plane was applied (see Table 12-2). By making a direct comparison to the
sample of Z → ee decays, the reconstructed Z mass was found to be decreased by 70 MeV
(or 0.08%) due to inner bremsstrahlung. The first-order calculations used at present for the inner
bremsstrahlung are accurate to better than 10% (they could be greatly improved with more the-
oretical input), therefore the uncertainty on the absolute electron energy scale from this source
is below 0.01%.

12.3.1.3 Underlying event

Even though the size of the electromagnetic showers from Z → ee decays is quite small, a certain
amount of energy from the underlying event is deposited in the calorimeter cells of interest in
addition to that of the electrons themselves. The original sample of 20 000 Z → ee decays, which
was generated with the default underlying event, was analysed a second time after a pre-
processing stage, during which each event was superimposed onto itself after a 90˚ rotation in
azimuth. Thus, the contribution of the underlying event to each 3×7 electron cluster in the
EM Calorimeter was doubled. This procedure resulted in an increase of the reconstructed
Z mass by 30 MeV or 0.03%. Since it will be possible to measure the properties of the underlying
event with very large statistics, using the Z → ee events themselves, the contribution of this
source to the uncertainty on the absolute energy scale for electrons can safely be neglected.

12.3.1.4 Pile–up

The EM Calorimeter readout uses a bipolar shaping and the response, averaged over the entire
pulse duration is very close to zero, leading to very small average shifts of the measured ener-
gies due to pile-up (normalised to the average energy deposited per pile-up event). The exact
values of these averages have been evaluated for every cell of the EM Calorimeter: they range
from –1.7% to +2.1% at high luminosity, and from –3.1% to +3.6% at low luminosity (when opti-
mal filtering is applied to reduce the electronic noise). The systematic shift of the absolute ener-
gy scale due to pile–up is therefore expected to be smaller than 50% (10%) of the effect of one

Table 12-2 Impact of inner bremsstrahlung on the absolute scale of the EM Calorimeter.

Sample of Z → ee decays and cuts used Relative shift of reconstructed Z mass

Forced photon emission
without cut on shower width

-0.33%

Forced photon emission
with cut on shower width

 –0.23%

Nominal photon emission
with cut on shower width

 –0.08%
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minimum–bias event at high (low) luminosity. Thanks to the bipolar shaping, these contribu-
tions are significantly smaller than the one from the underlying event, which has an activity
typically a factor of two larger than that of a normal minimum-bias event.

12.3.1.5 Conclusions

The contributions of the most prominent sources of uncertainty on the EM Calorimeter scale for
electrons are summarised in Table 12-3, which shows that the sum of all contributions can most
likely be kept below 0.02%, which is the target set by the precision measurement of the W mass
at the LHC (see Section 16.1). It should be noted once again that, at the scale of mZ, none of the
contributions in Table 12-3 matter much. However, they could contribute at some small level, as
soon as the mass to be measured would be different from mZ. In addition, other possible sources
of systematic uncertainty, in particular those related to the multi-gain readout electronics of the
EM Calorimeter, still remain to be studied and understood.

12.3.2 Determination of the photon energy scale using Z → eeγ decays

It is not clear from first principles that the absolute photon energy scale is identical to the elec-
tron energy scale to an accuracy of 0.1%. Additional constraints would be welcome, in particu-
lar if a Higgs boson decaying to photon pairs were to be discovered at the LHC. Possibly the
only clean source of events which could be used to constrain the photon energy scale consists of
Z → eeγ decays with a high-pT photon well separated from the electrons. The use of the Z mass
constraint could provide a sufficiently precise calibration tool albeit with somewhat marginal
statistics.

This is illustrated in Figure 12-6, which shows the reconstructed spectrum of the invariant mass
of the two electrons, mee, for the reference sample of 50 000 Z → ee decays, which includes the
appropriate proportion of Z → eeγ decays. Also shown in Figure 12-6 is the distribution of mee
for Z → eeγ decays with one photon with pT > 10 GeV. It is important to note that more than 90%
of the events with mee < 70 GeV are Z → eeγ decays: this indicates that the non-Gaussian tails
from the reconstruction in the EM Calorimeter (events containing electrons in the barrel/end-
cap transition region have been removed from the sample) and the low-energy tails from the
Breit-Wigner line shape of the Z boson are both negligible with respect to the tails due to hard
photons from inner bremsstrahlung.

Table 12-3 Summary of the contributions to the uncertainty on the EM Calorimeter electron energy scale, as

determined using Z → ee decays.

Source Requirement Uncertainty on scale

Material in Inner Detector Known to 1% < 0.01%

Inner bremsstrahlung Known to 10% < 0.01%

Underlying event Calibrate and subtract << 0.03%

Pile–up at low luminosity Calibrate and subtract << 0.01%

Pile–up at high luminosity Calibrate and subtract << 0.01%
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For those events with mee < 85 GeV and con-
taining a hard photon with pT > 10 GeV, the
measured energies of the photon and of the
two electrons were rescaled in order to obtain
meeγ = mZ. As a result, the difference between
the rescaled and measured photon energies
has a resolution of ~0.8 GeV, averaged over all
photons with pT > 10 GeV.

The photons of interest in this section are typi-
cally those with pT ~ 50 GeV from H → γγ de-
cay for mH = 100 GeV. The pT spectrum of
inner bremsstrahlung photons in Z → eeγ de-
cays decreases very rapidly as pT increases,
and only about 0.1% of Z → ee decays contain
a reconstructed photon with pT > 30 GeV. This
would nevertheless lead to a total sample of
15 000 events for an integrated luminosity
of 30 fb-1, which would certainly provide the
global statistics needed to be sensitive to a
possible difference in scale at the level of ~10-3

between photons and electrons.

12.4 Muon momentum scale

12.4.1 General considerations

The Muon System will provide high-precision and robust muon momentum measurements,
which are almost completely uncorrelated with the Inner Detector measurements, since the
magnetic bending occurs in different planes in the two systems. The various procedures in-
volved in the determination of the absolute muon momentum scale and the level of precision
that can be achieved are described below. Although the arguments in this section are developed
specifically for the Muon System, the discussion on the calibration with Z → µµ decays
(see Section 12.4.4) applies also to a large extent to the calibration of the momentum scale of the
Inner Detector (see also Section 12.2).

The momentum resolution and the absolute calibration of the Muon System measurements de-
pend on the alignment of the precision chambers, the knowledge of the magnetic field, and the
knowledge of the muon energy loss in the calorimeters. Since the track curvature measurement
in the Muon System is obtained from only three points, the measurements themselves provide
no redundancy, and an in situ check/recalibration of the Muon System with reconstructed
tracks will require some knowledge of the incoming track curvature. This additional informa-
tion can be provided by three methods:

• special runs without magnetic field (straight tracks to check and calibrate the alignment
system), assuming they do not introduce additional uncertainties;

• a comparison with the momentum measured in the Inner Detector;

Figure 12-6 Distribution of the invariant mass of the

two electrons from Z → ee decays reconstructed in

the EM Calorimeter. The points with error bars denote

events containing a hard photon with pT > 10 GeV

from inner bremsstrahlung. The statistics in the plot

correspond to an integrated luminosity of 84 pb−1.

1

10

10 2

10
3

20 40 60 80 100

mee (GeV)

All events
eeγ



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

12   Determination of the mass scale 415

• the use of Z → µµ decays, for which the precisely known Z mass provides strong con-
straints on the unknown parameters which may affect the measurements of the muon
momenta.

Sections 12.4.2 and 12.4.3 respectively discuss the level of accuracy which can be achieved con-
cerning the alignment of the precision chambers and the magnetic field, using special runs with
straight tracks and the direct measurements provided by dedicated systems (Hall probes on the
chambers and optical alignment system). Section 12.4.4 demonstrates how the calibration of the
magnetic field and the energy loss in the calorimeters could be considerably improved by mak-
ing use of Z → µµ decays.

12.4.2 Alignment of the precision chambers

The alignment of the precision chambers is required to be sufficiently accurate, that the align-
ment contribution to the final measurement error (30 µm sagitta accuracy) remains well below
the contribution from the intrinsic chamber measurement error (50 µm sagitta accuracy). The
alignment system is based on optical straightness monitors (see [12-9] for an overview). The
dominant uncertainty arises from the positioning of the optical sensors on the precision cham-
bers or on carbon-fibre bars, the precision of which has to be better than 20 µm. In principle, the
errors in the positioning of the sensors are supposed to be unbiased and randomly distributed
over the chambers; therefore, it is hoped that the corresponding systematic error on the sagitta
measurement, averaged over the complete system, could be below 2 µm, corresponding to a rel-
ative error of 0.02% on the sagitta at 50 GeV.

Alignment with reconstructed tracks will also provide strong constraints on possible residual
systematic sagitta errors which would affect the absolute momentum scale. At the start of the
experiment and after each major shutdown, it is planned to use straight muon tracks (data tak-
en with the toroidal magnetic field off) to check the alignment systems and eventually to pro-
vide effective corrections which should account for errors in the positioning of the sensors on
the chambers or on the bars. This may also correct for other spurious effects like local tempera-
ture gradients, provided that they are identical for field-off or field-on conditions.

The principle is to select muons with pT > 10 GeV, with the toroids turned off and the solenoid
field turned on (for track selection at LVL2 and beyond). In this way, the corrections to the sen-
sor positions can be deduced from a comparison of the apparent track sagitta, as measured with
the precision chambers, to the predictions of the optical alignment system. Given that the sensor
positions on the chambers will be very stable, this correction map should be applicable to data
taken with normal field conditions.

It should be stressed that the residual field from the magnetised iron has to be controlled
to ~20% during the field off runs to reach the target resolution. Maintaining any systematic ef-
fect on the sagitta correction below 2 µm may require an even better control of these fields. Since
the residual field from the iron girders does not extend significantly beyond a radius of 600 cm
(in the barrel part of the system), a control of this residual field to 2 Gauss would be good
enough to keep the relative effect on the sagitta below 0.02%.
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Preliminary simulation studies have shown
that this correction procedure can be imple-
mented easily for the barrel part of the Muon
System, where the alignment rays are almost
purely projective. At low luminosity, enough
statistics are collected in less than an hour to
achieve a precision of 30 µm on the sagitta cor-
rection for sensors positioned up to 1 mm
from their nominal position. For the Muon
System end-caps, the larger departure from
projectivity makes the correction less straight-
forward. Sagitta precisions around 30 µm
seem to be a reasonable target, provided that
the positioning of the sensors is better
than 150 µm.

12.4.3 Magnetic field

In order to measure the field under running
conditions, with all detector components in
place and under the mutual influence of the
different magnets and of magnetic materials
(these are mainly the Tile Calorimeter and the
iron girder serving as return yoke for the sole-
noid flux), the Muon System will be equipped
with an array of Hall probes [12-9]. The proposed monitoring and measuring system consists of
an arrangement of about 1500 sensors, accurately mounted on the precision chambers, where
three orthogonal faces are equipped with a Hall probe to measure locally the three field compo-
nents. The readings will be compared with 3D calculations and used for reconstructing the posi-
tion and the shape of the toroid conductors with respect to the chambers (see Figure 12-7). The
Hall probes are mounted directly on the precision chambers, so that they will at any moment
provide the information on the actual position of the conductors with respect to the reference
for the precision measurements, namely the precision chambers themselves.

Preliminary simulation studies using a simplified coil deformation model have shown that the
magnetic field can be determined to a relative accuracy of 0.2% [12-9]. For these studies, the ac-
curacy for positioning the probes was conservatively assumed to be 1 mm and 3 mrad. The ac-
curacy of the absolute calibration of the probes was assumed to be 5 Gauss. This could be
improved by at least a factor of two, if a temperature control at the level of 1 K is achieved.

Limitations coming from the coil deformation model and the imperfect treatment of the iron
contribution to the magnetic field have to be investigated. A successful experimental test of the
field reconstruction method based on the coil shape/position reconstruction has been done
with a small (200x50 cm) prototype of a toroid coil, the so-called ‘race-track’ coil [12-10]. Further
studies will be done in this direction with the B0 prototype coil.

The relative precision provided by direct measurements of the magnetic field will be limited
most likely to about 0.1%.

Figure 12-7 Sketch in two views of the layout of the

mesh of 3D Hall probes mounted on the precision

chambers (BEE, BIL/BIS, BMS, BOS, EES, EMS).
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12.4.4 Calibration with Ζ → µµ decays

12.4.4.1 Introduction

As pointed out in Section 12.4.3, a precision better than 0.1% on the absolute muon momentum
scale is probably out of reach for the direct magnetic field measurements. In addition, for meas-
urements with the Muon System, the average energy loss in the calorimeters of ~4 GeV would
have to be known with an accuracy of 10 MeV to reach the ultimate target of 0.02% for the W
mass measurement. Although this may not be totally impossible, it would require dedicated
measurements to improve the present knowledge and a very detailed description of the materi-
al in the calorimeters.

The only handle to improve the knowledge of the absolute muon momentum scale beyond the
level of 0.1% is the abundant rate of Z → µµ decays, which provides isolated muon pairs over a
wide range of pT and with a very small background contamination (e.g. from Z → ττ  decays).

The absolute calibration of the Muon System depends on the alignment of the precision cham-
bers, the magnetic field measurements and the muon energy loss in the calorimeters. The muon
momentum can be expressed in terms of various calibration parameters, which, for each tower
of size (∆η , ∆φ ),will control the alignment, the distortions of the magnetic field B and the aver-
age energy loss in the calorimeters.

For a muon j traversing the chamber tower i, the measured momentum, pj
meas, can be expressed

as:

12-1

where α ι is a field scale factor, sj is the true sagitta, δxi represents the tower misalignment,
εi(pj) is the average energy loss as a function of momentum and λi is a scale factor for the aver-
age energy loss in tower i.

Equation 12-1 shows that, in principle, by using resonances decaying into muons with a wide
momentum spread, the calibration permits the determination of all three effects (alignment,
magnetic field and energy loss). In practice, given the limited statistics of the presently available
fully simulated events, it will be assumed that the alignment is perfect and the calibration pro-
cedure will be restricted to the retrieval of the magnetic field and energy loss scale factors. In ad-
dition, Equation 12-1 includes only one unknown parameter per tower to describe the
misalignment whereas, in general, six parameters are required.

From the conservation of 4-momentum, the following equations (p1 and p2 are the absolute val-
ues of the momenta of the two muons) can be obtained:

, 12-2

where φi and θi (i=1, 2) are the angles of the muon track at the vertex (these angles are deter-
mined by extrapolating the reconstructed muon track back from the muon system through the
calorimeters and the Inner Detector to the vertex).

p j

meas
K iα i

Bi

s j δxi+
------------------ λ iεi p j( )+=

m12
2

mZ

2
2 p1 p2F θ1 φ1 θ2 φ2, , ,( )= =
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12.4.4.2 Energy loss

The energy loss of muons in material is a function of the muon energy. This function was simu-
lated for different materials in [12-11]. Figure 12-8 shows the normalised mean energy loss in
iron, ε(p). Figure 12-9 shows the energy-loss distribution obtained from full simulation for
muons in the range 2 < |η| < 2.5, which agrees well with the distribution measured in an earli-
er hadronic calorimeter prototype [12-12]. In the calibration procedure presented here, only the
mean energy loss is taken into account.

In the following, the energy loss of a muon is factorised into the momentum-dependent and the
angle-dependent parts:

where ∆p(θ) is the average energy loss of a 50 GeV muon with polar angle θ. In this study, given
the rather low statistics available, the small azimuthal dependence of the average energy loss
has been neglected. The calibration algorithm described below would not have to be changed in
any major way to introduce an azimuthal dependence of the energy loss.

12.4.4.3 Scale factors for the magnetic field

The roughly toroidal magnetic field in the Muon System will be measured by using about 5000
Hall probes, which will determine the field components locally (see Section 12.4.3). By perform-
ing a χ2 minimisation, the position and shape of the coils can be retrieved. Using this informa-
tion, supplemented by the calculated contributions from various surrounding magnetic
materials, a nominal magnetic field map can be built.

Figure 12-8 Mean energy loss, ε(p), of muons in iron

as a function of the muon momentum p, normalised to

the value ε(p) =1 at a momentum of 50 GeV.

Figure 12-9 Generated energy-loss distribution in the

calorimeter for 2 < |η| < 2.5.
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This procedure provides a detailed description of the toroidal magnetic field. However, there is
no way to exclude systematic errors due to unforeseen magnetic material or insufficient knowl-
edge of its exact position. Such systematic errors may shift the absolute mass scale of the Muon
System. Nevertheless, an effective correction can be done through the introduction of (η,φ) de-
pendent scale factors. Since this study was limited to a large extent by statistics, only two scale
factors are used, one for -π < φ< 0 and one for 0 < φ< π.

12.4.4.4 Calibration algorithm and results

The algorithm which has been developed [12-13] allows the scale factors and the average ener-
gy loss to be obtained by minimising a likelihood function, which accounts for the finite width
of the Z boson by the convolution of the Breit-Wigner with the resolution functions. Inner
bremsstrahlung effects, which are significant, have not been taken into account in this first sim-
plified approach.

A sample of 10 000 Z → µµ decays has been fully simulated and reconstructed. The magnetic
field was changed by different scale factors αi for different regions ( ). Applying the
method described above, it is possible to retrieve these scale factors with high accuracy and to
calibrate the average energy loss as a function of pseudorapidity. The algorithm is reasonably
independent of the chosen initial values. For this analysis, the initial values were generated by
taking the generated values and smearing them by 10%.

A crucial point is the selection of good reconstructed tracks for the calibration. Since the energy
loss obeys a Landau distribution, there are many events which have a huge energy loss and
therefore a very small likelihood. Events with a likelihood below a certain cutoff were rejected,
and the value of the cutoff was found empirically by minimising the number of iterations need-
ed to converge.

Figure 12-10 Generated and calibrated mean energy

loss as a function of η for 50 GeV muons. The varia-

tions of the energy loss as a function of η reflect the

varying amounts of absorber material in the calorime-

ters.

Figure 12-11 Reconstructed dimuon mass using the

calibration results from Figure 12-10 and Table 12-4.
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For symmetry reasons, the mean energy loss was calculated as a function of pseudorapidity.
The results of the likelihood minimisation procedure are displayed in Figure 12-10, which
shows the mean energy loss for 50 GeV muons as a function of pseudorapidity. The calibrated
energy loss is compared to the generated energy loss and shows excellent agreement. The accu-
racy is 45 MeV for small pseudorapidity (barrel region) and about 100 MeV for a pseudorapidi-
ty of 2. This accuracy will improve directly with the number of processed events.

Two magnetic field scale factors, α(φ<0)
and α(φ>0), were fitted simultaneously and
are retrieved with an accuracy of 0.1%, as
shown in Table 12-4. To obtain the desired ac-
curacy of 10 MeV for the average energy loss
and 0.02% for the magnetic field scale factors,
the number of events per (η,φ) channel (here
2×5 = 10 channels) has to be increased by ap-
proximately a factor of 40.

Figure 12-11 shows the Z mass reconstructed using the results of this calibration. The recon-
structed mass is slightly too high, which is due to the fact that the mean energy loss was used
(the most probable energy loss is smaller).

12.4.5 Conclusions

In this section, it has been shown that, even with very limited statistics (10 000 Z → µµ decays)
compared to that expected at the LHC, the absolute muon momentum scale can be calibrated to
an accuracy of 0.1%. How the final errors scale with the available statistics will depend mainly
on the number of (η,φ) channels for the magnetic field and energy loss scale factors. This moti-
vates the efforts presently devoted to designing the best possible set of measurements and re-
construction of the magnetic field map in order to reduce the number of magnetic field scale
factors.

If the determination of the absolute mass scale proves to be more accurate in the Inner Detector
(see Section 12.2), the comparison of the momenta measured independently in the Inner Detec-
tor and in the Muon System may improve the calibration of the latter, or at the very least pro-
vide a very useful cross-check. The direct comparison is affected by the uncertainty on the
average energy loss of the muons in the calorimeters. A comparison at the required level of
0.02% would need a knowledge of this average energy loss with an accuracy of 10 MeV
(or 0.25% of the average loss) for a muon of 50 GeV energy. It will be extremely hard to achieve
such an accuracy: dedicated energy-loss measurements with the various calorimeter materials
would be necessary together with a very detailed knowledge of the materials composing the
calorimeters.

A more promising procedure would make use of the difference between the momenta meas-
ured in both detectors, averaged over two separate samples of µ+ and µ−, selected to have iden-
tical distributions for their measured momentum in the Inner Detector. The quantity,

+ + −, depends then only upon the average difference in energy loss be-
tween µ+ and µ−, which can be known to better than 10 MeV. If the Inner Detector is assumed to
be perfectly calibrated, this quantity provides a direct estimate of the misalignment and/or of
the magnetic field miscalibration in the Muon System.

Table 12-4 Result of the calibration of the two mag-

netic field scale factors (the errors are statistical).

Sectors φ < 0 φ > 0

Generated scale
factors

1.01 0.98

Reconstructed scale
factors

1.0103
±0.0009

0.9816
±0.0013

pµS pID–〈 〉 pµS pID–〈 〉
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12.5 Jet and ET
miss scale

In this section, the absolute scale of the overall Calorimeter is discussed, mostly in terms of jet
spectroscopy, but also for ET

miss measurements relevant to reconstructed masses containing
pairs of τ-leptons. As mentioned in Section 12.1, other Chapters deal with systematic effects
possibly affecting the absolute energy scale of high-pT jets at a scale of ~1 TeV.

12.5.1 Jet spectroscopy

12.5.1.1 General considerations

Many of the precision physics studies foreseen with ATLAS will involve decays of narrow reso-
nances into hadronic jets, and the knowledge of the absolute jet energy scale will be one of the
crucial ingredients determining the ultimate accuracy with which such measurements will be
performed. This is a rather complex issue, because it is subject to both physics (initial- and final-
state radiation, fragmentation, underlying event activity, jet algorithm, etc.) and detector (calo-
rimeter response over a wide range of energies and over the full acceptance of the detector, non-
linearities at high energies, e/h ratio, etc.) effects. All of these have to be understood at the level
of a fraction of a percent in terms of systematic uncertainties, if the ATLAS goals for precision
measurements in this sector are to be achieved.

As briefly summarised above in Section 12.1 and described in more detail in Chapters 5 and 9, a
large fraction of the ATLAS calorimeter modules will have been calibrated in beams of elec-
trons, muons and pions, before installation into ATLAS. In situ calibration using high-pT isolat-
ed charged pions from τ-decays would guarantee an accurate and up-to-date inter-calibration
between different modules and calorimeters (see Section 5.4). This will be needed over the
pseudorapidity range |η| < 3.2, so the forward calorimeters are considered here only in con-
nection with the knowledge of the absolute ET

miss scale (see Section 12.5.2).

This wealth of calibration data will be one of the key elements in minimising the systematic un-
certainties when reconstructing hadronic jets over a wide range of transverse energies and
topologies. The next step in the understanding of the performance of the overall calorimetry in
terms of jet spectroscopy will be to benefit from the unique features of the data samples which
will be available at the LHC to perform an accurate in situ calibration of the absolute jet energy
scale:

• For the case of light-quark jets, the very large statistics of W → jj decays from top quark
decay will provide the best sample for understanding precisely the interplay between the
jet energy scale and the mass scale of resonant jet-jet final states (the W mass will be
known to an accuracy of ~30 MeV at the start-up of the LHC). It will also provide an al-
most perfect sample for constraining the top-quark mass when measured from purely
hadronic final states (see Section 18.1.3).

• Events containing a Z boson decaying to leptons and one high-pT jet will be very useful to
cross-check the calibration of the jet energy scale performed with W → jj decays, and will
also provide constraints on the b-jet energy scale, which cannot be obtained directly from
top-quark decays. The use of γ+jet events had been considered in [12-14], since this sam-
ple could provide much higher statistics than the Z+jet sample, but the systematic uncer-
tainties linked to residual background from hadronic jets misidentified as photons were
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estimated to be too difficult to control at the required level and γ+jet events are not con-
sidered further here.

12.5.1.2 Use of W → jj decays

As stated above, the reconstruction of W → jj decays is the most promising tool for in situ cali-
bration of hadron calorimetry at the LHC. The large tt cross-section will provide an abundant
sample of hadronically decaying W bosons. For example, about 80 000 tt events will be pro-
duced per day at low luminosity, out of which approximately 1500 lνjjbb final states can be re-
constructed (see Chapter 18). This sample can be cleanly separated from the dominant QCD
W+jet and the electroweak WW backgrounds by requiring an isolated lepton with pT > 20 GeV
and at least four jets with pT > 40 GeV, two of which are tagged as b-jets.

A sample of 45 000 events would be collected for an integrated luminosity of 10 fb−1. The invar-
iant mass of jets not tagged as b-jets is used to reconstruct the W → jj decay, as shown
in Section 18.1.2 (the combination with the mass closest to the W mass is selected). After these
simple kinematic cuts, the background under the peak is small and arises mainly from wrong
jet-jet combinations in the signal events themselves. The optimal method to reconstruct the jet-
jet mass for W → jj decays depends quite strongly on the transverse momentum of the W boson
and on the physics goals. Several methods and their associated systematics are discussed in
some detail in Section 9.3.1 (see also [12-15] for a detailed study). The discussion here limits it-
self to estimating with fast simulation the size of the systematic uncertainties affecting the abso-
lute jet energy scale, before and after calibrating a high-statistics sample of W → jj decays to the
known value of mW.

For inclusive tt events with a reconstructed W → jj decay, Figure 12-12 shows, for each recon-
structed jet from the W → jj decay, the ratio of the pT of the original parton, pT

parton, to the pT of
the reconstructed jet, pT

jet, as a function of pT
jet. The jets are reconstructed using a standard

fixed-cone jet algorithm with a cone size ∆R = 0.4 (optimised for high-luminosity operation) and
the reconstructed jet-jet mass is required to be within ±15 GeV of the nominal W mass.
Figure 12-12 shows the results obtained both with and without including QCD final-state radia-
tion (FSR). Initial-state radiation and underlying event effects are very small. On the other hand,
the effect of FSR is quite large for pT

jet ~ 50 GeV because out-of-cone losses remain significant,
i.e. of the order of 10% for these values of pT

jet. For values of pT
jet close to 200 GeV, the

ratio pT
parton/pT

jet tends to be smaller than unity. This effect is almost entirely recovered by re-
quiring the opening angle between the two jets to be ∆R > 0.8, indicating that effects related to
overlap between the two jets become significant for pT

jet > 200 GeV. This corresponds roughly
to pT

W > 400 GeV, for which it is well known from heavy Higgs boson searches that the jets
from W → jj decay overlap significantly and therefore require a dedicated algorithm for the re-
construction (see Section 19.2.10).

The 4-vectors of the reconstructed jets from W → jj decay are then rescaled so that mjj = mW. The
result of this procedure is shown in Figure 12-13. For values of pT

jet > 70 GeV, this rescaling pro-
cedure to the known W mass achieves reasonably well the desired goal of a ±1% overall system-
atic uncertainty on the absolute jet energy scale. However, for pT

jet ~ 50 GeV, residual systematic
effects from FSR remain at the level of ~3%. These effects could be further reduced by using a
larger cone, e.g. of size ∆R = 0.7 at low luminosity, and/or applying a more refined rescaling
procedure.
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In conclusion, the high-statistics W → jj decays reconstructed in inclusive tt events should pro-
vide an adequate tool to achieve an overall ±1% uncertainty on the absolute jet energy scale,
over a range of jet transverse momenta from 50 GeV to several hundred GeV. The lower and up-
per ends of this range will depend on how well residual systematic effects can be controlled
with the data and the Monte Carlo simulation:

• for pT
jet ~ 50 GeV, residual effects due to the interplay between final-state radiation and

the fraction of the jet energy not collected by the specific algorithm used could be signifi-
cant with respect to the desired goal;

• for pT
jet > 200 GeV, residual effects due to overlap between the two jets from the W decay

may also be significant. In addition, the constraints from the data will always be limited
by statistics if one attempts to use only well-separated reconstructed jets in this case.

12.5.1.3 Use of Z+jet events

It has been shown at the Tevatron [12-16], that Z+jet events, containing Z → ee or Z → µµ decays
and one high-pT jet, constitute a useful sample to constrain in situ the calibration of the absolute
jet energy scale. The method is apparently quite simple and takes advantage of the expected
balance in pT between the precisely measured leptonic Z decay and the highest-pT jet in the
event.

Figure 12-12 Ratio of the original parton pT, pT
parton,

to the pT of the reconstructed jet, pT
jet, as a function

of pT
jet, for W → jj decays reconstructed in inclusive

tt events. The black squares correspond to both initial-

state and final-state radiation turned on, whereas the

black circles are obtained in the case where final-state

radiation (FSR) is switched off.

Figure 12-13 Ratio of the original parton pT, pT
parton,

to the pT of the reconstructed jet, pT
jet, as a function

of pT
jet, for W → jj decays reconstructed in inclusive

tt events. The black squares correspond to the case

without rescaling, whereas the open squares corre-

spond to the result after rescaling the jet 4-vectors to

obtain mjj = mW (see text). The dashed horizontal lines

represent the desired goal of a ±1% systematic uncer-

tainty on the absolute jet energy scale.
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Although the expected rates for this process at the LHC are quite large (see also Section 15.7.4),
a clean selection of such events is not straightforward, because initial-state radiation often pro-
duces additional high-pT jets, which degrades the quality of the pT-balance between the Z boson
and the leading jet. This is a source of potentially significant systematic uncertainties in the low-
pT region, where the probability for producing additional jets of comparable pT is high.

A first step in the study of these Z+jet events is to define selection cuts, which preferentially se-
lect topologies with one and only one back-to-back jet produced in association with the Z bos-
on. The impact of these cuts has been assessed using fast simulation by studying the evolution
of the average fractional imbalance between the pT of the Z boson and the pT of the leading re-
constructed jet, (pT

Z−pT)/pT
Z, as a function of the cuts applied to the sample. These cuts are the

following:

• the difference in azimuth, ∆φ,between the reconstructed Z boson and the leading jet is re-
quired to be ∆φ> 3.06;

• a loose jet veto requires that no additional jet with pT > 40 GeV and |η| < 3.2 be recon-
structed in the event (this jet veto can also be used at high luminosity), as shown
in Section 9.1.3;

• a tight jet veto requires that no additional jet with pT > 15 GeV and |η| < 4.9 be recon-
structed in the event.

The evolution of the average value of the fractional imbalance as a function of the cuts and of
the successive ingredients used in the event generation (hard-scattering process, underlying
event, initial-state and final-state radiation) is shown in Table 12-5 for Z+jet events with a lead-
ing jet with pT > 20 GeV reconstructed in a cone of size ∆R = 0.7. The following observations can
be made:

• if no dedicated selection cuts are applied and all ingredients in the event generation are
switched on, the average value of the fractional imbalance is about 10% for low-pT jets in
the range from 20 to 60 GeV, and decreases to about 7% for higher-pT jets in the range
from 60 to 120 GeV;

Table 12-5 Evolution of the average fractional imbalance between the pT of the Z boson and the pT of the lead-

ing jet in Z+jet events as a function of the selection cuts applied and of the successive ingredients used in the

event generation. The results are shown for jets in the pT range between 20 and 60 GeV (top line of each cell)

and between 60 and 120 GeV (bottom line of each cell). The jets are reconstructed in a cone of size ∆R = 0.7

(the last column shows the effect of increasing the cone size to ∆R = 1.0).

Selection cuts Hard process + underlying

event

+ initial-state

radiation

+ final-state

radiation

(∆R = 0.7)

+ final-state

radiation

(∆R = 1.0)

One jet with
pT > 20 GeV
and |η| < 3.2

0.026
0.015

0.005
0.002

0.050
0.034

0.097
0.071

0.043
0.030

∆φ > 3.06 0.026
0.015

0.005
0.002

0.023
0.014

0.050
0.042

0.020
0.007

∆φ> 3.06 and
loose jet veto

0.026
0.015

0.005
0.002

0.022
0.013

0.049
0.041

0.019
0.006

∆φ> 3.06 and
tight jet veto

0.026
0.015

0.005
0.002

0.018
0.011

0.044
0.033

0.014
0.002
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• the cut on ∆φ improves the situation considerably, and a further significant but smaller
improvement is obtained by applying in addition the tight jet-veto cut. The loose jet-veto
cut does not improve the situation much, indicating that the Z+jet calibration method will
be more difficult to benefit from at high luminosity;

• the impact of final-state radiation is the largest for the default cone size of ∆R = 0.7, but
the impact of initial-state radiation cannot be neglected even after all selection cuts. If a
cone size of ∆R = 1.0 were to be used, Table 12-5 shows that the expected average value of
the fractional imbalance can be brought down to a level close to or below the desired goal
of ±1%, even for low-pT jets.

The distribution of the fractional imbalance is shown in Figures 12-14 and 12-15 for jets recon-
structed with 60 < pT < 120 GeV, respectively before cuts and after applying the ∆φand tight jet-
veto cuts described above. These figures show that the selection cuts not only decrease the aver-
age value of the fractional imbalance, but also improve considerably its spread.

The expected rates of Z+jet events passing the ∆φand tight jet-veto cuts of Table 12-5 are shown
in Table 12-6 for an integrated luminosity of 10 fb−1 and for the various regions of the Calorime-
ter. These rates are fully adequate to obtain a statistical sensitivity at the required level of ±1%
for jets of pT < 200 GeV over the complete coverage, including even the Forward Calorimeter.
More integrated luminosity would be needed to measure the response at the same ±1% level of
accuracy for jets with pT > 200 GeV. It should be noted that, for obvious reasons linked to the
lower expected signal rates and to the lack of precise theoretical predictions, the precision on
the absolute mass scale required by physics is not as tight at the scale of 500 GeV to 1 TeV as at
the 50-100 GeV scale. Table 12-6 also shows the rates expected for Z+b-jet events, for which the
b-jets are assumed to be tagged with an efficiency of 50% (see Chapter 10). The overall Z+jet
sample contains a mixture of jet flavours with typically about 28% of gluon jets, 54% of light-

Figure 12-14 Fractional imbalance between the pT of

the Z boson, pT
Z, and the pT of the leading jet for Z+jet

events with a reconstructed jet in the pT range from

60 to 120 GeV before any further cuts are applied. A

cone of size ∆R = 0.7 is used to collect the jet energy.

Figure 12-15 Same as Figure 12-14, but after the ∆φ
and tight jet-veto cuts listed in Table 12-5 have been

applied.
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quark jets, 12% of c-jets and 6% of b-jets. With the b-tagging rejections reported in Chapter 10,
the Z+b-jet samples of Table 12-6 should have a purity close to 90%, hopefully sufficient to con-
strain independently the absolute energy scale of b-jets to the same accuracy of ±1%.

The use of the Z+jet events for an accurate determination of the jet energy scale seems therefore
promising, based on the studies with fast simulation reported above. These studies have been
complemented by (and cross-checked with) full simulation and reconstruction in the following
way [12-17]:

• A sample of Z+jet events with pT
Z > 40 GeV was fully simulated and reconstructed in the

Calorimeters. This required a careful inter-calibration between the different regions of the
calorimetry. Although this sample spanned the pseudorapidity coverage of the Calorime-
ters over |η| < 3.2, most of the statistics described here was concentrated in the barrel
and extended-barrel regions.

• a very similar but much higher-statistics sample was simulated with fast simulation, es-
sentially reproducing the results of Table 12-5 over a different pT range.

These samples were then compared in terms of the fractional imbalance between pT
Z and the

jet pT, as shown in Table 12-7. The agreement between the fast simulation and the full simula-
tion/reconstruction is reasonable, although the jet veto cuts appear to reduce the fractional im-
balance more strongly in the fully simulated events. This effect might be due to the difficulty of
setting the energy scale accurately for low-pT jets in the reconstruction.

Figures 12-16 and 12-17 show the distributions of the fractional imbalance before cuts and after
the ∆φand tight jet-veto cuts listed in Table 12-7, respectively for the cases of fast and full simu-
lation. These Figures show that the shapes of the distributions are also in good agreement be-
tween the fast simulation and the full simulation/reconstruction. Finally, Figure 12-18 shows
the variation of the average fractional imbalance as a function of the jet pT. The results display
the progressive decrease of the residual imbalance due to initial-state and final-state radiation
as the jet pT increases.

The next step in assessing the usefulness of the Z+jet events for an accurate calibration of the ab-
solute jet energy scale is to compare the reconstructed jet pT, rescaled to balance the pT of the
Z boson, to the original parton pT. Table 12-8 shows the fractional imbalance, calculated now
from the reconstructed jet pT, rescaled to balance the pT of the Z boson, and from the original
parton pT, as a function of the successive selection cuts and for three ranges of jet pT. Even after

Table 12-6 For an integrated luminosity of 10 fb−1, expected rates for Z+jet (top line of each cell) and Z+b-jet

(bottom line of each cell) events passing the ∆φ and tight jet-veto cuts of Table 12-5, for three ranges of jet pT

and for the various regions of the ATLAS hadronic calorimetry. The rates for Z+b-jet events assume a b-tagging

efficiency of 50%.

Region of calorimeter 20 < pT < 60 GeV 60 < pT < 120 GeV pT > 120 GeV

Barrel (|η| < 1.0) 190 000
5000

100 000
2000

24 000
500

Extended barrel (0.8 < |η| < 1.7) 150 000
3500

80 000
1500

20 000
500

End-cap (1.5 < |η| < 3.2)
End-cap (1.5 < |η| < 2.5)

190 000
4500

90 000
1500

16 000
500

Forward (3.2 < |η| < 4.9) 30 000 10 000 1000
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all the selection cuts are applied, the residual fractional imbalance remains significant for jets
with pT < 60 GeV. The results shown in Table 12-8 show that the desired goal of an overall sys-
tematic uncertainty below ±1% on the absolute jet energy scale may be achieved only for jets
with pT > 50 GeV using Z+jet events.

Table 12-7 Evolution of the average fractional imbalance between the pT of the Z boson and the pT of the lead-

ing jet in Z+jet events as a function of the selection cuts applied. The results are shown for fast simulation (as

in Table 12-5) and for full simulation and reconstruction, both for all jets and for b-jets. The statistical error on the

numbers for the fully simulated sample is 0.01, whereas it is negligible for the fast simulation.

Fast simulation

(all jets)

Full simulation

(all jets)

Fast simulation

(b-jets)

Full simulation

(b-jets)

One jet with
pT > 40 GeV
and |η| < 3.2

0.053 0.057 0.106 0.089

∆φ > 2.99 0.040 0.037 0.091

∆φ> 2.99 and
loose jet veto

0.039 0.027 0.089

∆φ> 2.99 and
tight jet veto

0.033 0.024 0.076 0.050

Figure 12-16 After fast simulation, fractional imbalance between the pT of the Z boson, pT
Z, and the pT of the

leading jet for Z+jet events containing a reconstructed jet with pT > 40 GeV within |η| < 3.2, before (left) and after

(right) the ∆φand tight jet-veto cuts listed in Table 12-7 are applied. A cone of size ∆R = 0.7 is used to collect the

jet energy.
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As a final step in the present study, the impact of the main sources of systematic uncertainties
on the quality of the calibration with Z+jet events was studied. The possible systematic uncer-
tainties arising from the detector response itself are described in Chapter 9 and are not consid-
ered here. Other sources of systematic uncertainties which may affect the calibrations using
Z+jet events are:

• Uncertainties due to the modelling of initial-state radiation are probably dominant in this
particular case. They have been estimated by varying ΛQCD in the event generation by a
factor 1.5 in either direction and the resulting variations on the average fractional imbal-
ance, for Z+jet events passing the ∆φ and tight jet-veto cuts, are between ±1.5% at low pT
and 0.3% at high pT.

• Uncertainties arising from the imperfect modelling of the Z+jet events for back-to-back
topologies have been estimated by tightening even further the ∆φ cut from ∆φ > 3.06
to ∆φ> 3.12. The effect, in this case, is between -0.7% and -0.1%.

Figure 12-17 Same as Figure 12-16, but for full simulation and reconstruction.

Table 12-8 Evolution of the average fractional imbalance between the pT of the leading jet in Z+jet events,

rescaled to match the pT of the Z boson, and the original parton pT, as a function of the selection cuts applied

and of the pT range of the jets.

Jet pT range (GeV) 20 < pT < 60 GeV 60 < pT < 120 GeV pT > 120 GeV

No cuts 0.163 0.060 0.011

∆φ > 3.06 0.074 0.030 0.005

∆φ> 3.06 and
loose jet veto

0.071 0.026 0.004

∆φ> 3.06 and
tight jet veto

0.049 0.015 0.004

(pT
Z-pT)/pT

Z  

µ = 0.057

σ = 0.176

0

100

200

-1 -0.5 0 0.5 1
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Z  

µ = 0.024

σ = 0.104

0
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In conclusion, Z+jet events will be a useful
high-statistics tool to cross-check the setting of
the absolute jet energy scale using W → jj de-
cays in tt events over a wide range of jet pT.
These events could also be used to set the ab-
solute scale in the forward calorimeter, for
which the standard method using W → jj de-
cays does not apply. More studies are needed
to ascertain better the limitations of the meth-
od and possibly to improve it by using the
well-known technique of projecting the jet pT
onto privileged axes corresponding to the bi-
sectors of the angle between the transverse
momenta of the jet and of the Z boson. In ad-
dition, Z+jet events may provide a useful
source for calibrating independently the b-jet
energy scale, since high-statistics and 90%
pure samples of Z+b-jet events should be ob-
tained for an integrated luminosity of 10 fb−1.
Finally, Z+jet events may well also be of great
importance to check the linearity of the overall
Calorimeter as the jet pT reaches large values
in the TeV range.

12.5.2 ET
miss and forward calorimeter scale

Once the absolute energy scale of the ATLAS Hadronic Calorimeter has been set to ±1% over the
range |η| < 3.2, following the methods described in Section 12.5.1, the knowledge of the abso-
lute energy scale over the full pseudorapidity coverage, i.e. including the forward calorimeters,
is mainly of interest for physics involving an accurate measurement of ET

miss (the quality of for-
ward jet tagging, e.g. as used in heavy Higgs-boson searches described in Section 19.2.10, de-
pends mostly on an accurate measurement of the jet polar angle). The most prominent examples
of such cases are the search for resonances decaying into pairs of τ-leptons (see Section 19.3.2.5)
and to a lesser extent precision SUSY studies involving directly the measurement of ET

miss

(see Section 20.2).

Figure 12-18 Average fractional imbalance between

the pT of the Z boson, pT
Z, and the pT of the leading jet

as a function of the jet pT. The results of fast simula-

tion (open circles) and full simulation and reconstruc-

tion (black circles) are shown for Z+jet events

containing a reconstructed jet with pT > 40 GeV within

|η| < 3.2 and passing the ∆φ and tight jet-veto cuts

listed in Table 12-7. A cone of size ∆R = 0.7 is used to

collect the jet energy.
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As discussed in detail in Section 9.3.3.1,
Z → ττ events (with one leptonic τ-decay and
one single-prong hadronic τ-decay) can be re-
constructed rather accurately for events with
pT

Z > 15 GeV, since the expected mass resolu-
tion is about 9 GeV at low luminosity. For an
integrated luminosity of 30 fb-1, a sample
of 3800 Z → ττ signal events is expected to be
reconstructed above a total background
of ~200 events. This would lead to a statistical
uncertainty of ~ ± 0.15 GeV on the measured
Z mass, and therefore the overall error would
be dominated completely by the 1% uncertain-
ty on the absolute jet energy scale, which ap-
plies in this case to the high-pT hadronic jet
from τ-decay.

Figure 12-19 shows the sensitivity of the meas-
ured Z mass, as obtained from reconstructed
ττ pairs, to the absolute ET

miss scale. A varia-
tion of ± 10% of the ET

miss scale results in a
shift of ± 2.5% on the measured Z mass. The
ET

miss scale can therefore be determined
to ± 4% for an integrated luminosity of 30 fb-1.

12.6 Conclusions

This Chapter has described some of the prominent methods and event samples, which will be
used in situ to evaluate the overall ATLAS mass scale to the best possible accuracy. Many of the
studies reported here are based on an extrapolation of the techniques pioneered successfully at
the Tevatron. Using these techniques, the experiments at the Tevatron have demonstrated that
precision physics can be done at hadron colliders, in many cases on a par with that performed
at e+e− colliders. The overall systematic uncertainties on the absolute mass scale in the Tevatron
experiments have been brought to the level of 0.1% for leptons (momentum and energy meas-
urements) and of a few percent for hadronic jet energy measurements.

The experiments at the LHC will have the added advantage of very high statistics of leptonic
decays of vector bosons and of hadronic decays of W bosons from top-quark decays. Therefore,
it is not unreasonable to hope that the ultimate requirements set by the physics for the systemat-
ic uncertainty on the absolute mass scale (0.02% for leptons, 0.1% for photons and 1% for
hadronic jets) will be reached with the ATLAS detector.
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13 Luminosity measurement

13.1 Introduction

Luminosity L relates the cross-section σ of a given process to the corresponding event rate R:

. 13-1

Therefore, luminosity is by definition a process-independent quantity which is completely de-
termined by the properties of colliding beams. Typically a 5−10% precision for the luminosity
determination is assumed for measurements in ATLAS, as obtained in previous and existing
hadron-collider experiments. However, there may be a few cases which would benefit from a
luminosity precision of 1−2%. The possibilities of achieving a precise luminosity determination
in ATLAS are therefore also being explored.

Luminosity measurement and monitoring are needed for several purposes with somewhat dif-
ferent requirements. Clearly, for physics analyses, one requires as precise as possible a measure-
ment of the integrated luminosity, used to convert an observed number of events to a cross-
section. However, one may need measurements of the instantaneous luminosity, possibly
bunch-by-bunch. Such measurements might be needed, for example, when correcting for the ef-
fects of pile-up on physics measurements. In addition to following the luminosity evolution for
physics-analysis purposes, for which a very fast response time may not be required, informa-
tion may be needed to give fast feedback for beam tuning.

The collider luminosity can be expressed in terms of the beam parameters. For the LHC [13-1]
with a small crossing angle and bunched beams, the formula reads (assuming Gaussian bunch
shapes):

, 13-2

where f = 11 kHz is the beam-revolution frequency, F = 0.9 is a factor which accounts for the
non-zero crossing angle, N1

i and N2
i are the numbers of protons in the colliding bunches and

σ∗
x and σ*y are the transverse bunch widths (assumed to be the same for all bunches) at the in-

teraction point (IP).

Even if there are technical means to store high beam currents and to strongly focus beams, the
collider luminosity cannot be arbitrarily increased due to the intrinsic beam dynamics, for ex-
ample due to the defocusing in the electromagnetic field of the opposite beam. The ultimate
LHC luminosity is usually parametrised as:

,

where ξ = 0.0034 is the so-called beam−beam tune-shift parameter, kb is the number of (equal)
bunches, γ is the beam Lorentz factor, rp is the proton classical radius, β∗ = 0.5 m is the value at
the IP of the amplitude function β. The nominal transverse beam size at the IP is 16 µm and can
be calculated from σ = (εn β/γ)1/2, where εn = 3.75 µm×rad is the normalised transverse beam

R L σ×=

L F
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i
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emittance. The beam divergence at the IP is given by σ*/β* and, for the design LHC parameters
[13-1], is equal to 32 µrad. After the first year of LHC operation, 16% of the nominal beam cur-
rents should be achieved for ξ = 0.0021 (and εn = 1 µm×rad) resulting in a peak luminosity of
approximately 1033 cm−2s−1.

In general, one can distinguish between three types of luminosity measurement. In the first ap-
proach the rate for a process with a well known and sizable cross-section is accurately measured
and the luminosity is calculated from Equation 13-1. This method is widely used at e+e- colliders
by measuring QED Bhabha scattering (or at HERA using ep bremsstrahlung) and high precision
can be reached. At hadron colliders the QED processes usually have very small cross-sections
compared to the hadronic ones and the second method of calculating the luminosity from the
beam parameters (using Equation 13-2, for example) is therefore often used. However, the typi-
cal precision with this last method is rather poor, about 5−10%.

The third method, utilising the optical theorem in high-energy scattering, is also used at least to
calibrate the absolute scale of the luminosity measurement. In this case, the total rate of pp inter-
actions, Rtot, as well as the rate of forward elastic scattering, dRel/dt (t = 0), is measured and the
luminosity is derived from the relation

. 13-3

Here ρ is the ratio of the real to imaginary part of the elastic forward amplitude. In this method
a dedicated detector of protons which scatter at very small squared-momentum-transfers, t, is
required, as well as a high and known efficiency for detection of inelastic pp interactions. Also in
this case, the typical precision is only about 5−10%.

One can distinguish between luminosity measurement and monitoring. Measurements via the
methods described above give an absolute determination of the luminosity. Other methods
may, however, be used to monitor the luminosity and can be calibrated using the absolute meth-
ods. Such relative luminosity measurements provide a convenient way to follow the luminosity
evolution during a given collider fill and also between different fills. An attractive possibility is
to calibrate them under special, favourable beam conditions (e.g. low luminosity and high β∗ ),
and then use them to determine the luminosity for normal running (i.e. at high luminosity).

13.2 LHC beam diagnostics

For a proper running of the ATLAS luminosity system and also to some extent of the main de-
tector, a number of the LHC parameters should be continuously available and recorded. For ex-
ample, the parameter list could contain: beam energy, bunch currents, beam orbits near the IP,
coil currents for the low-β quadrupoles and nearby correction coils, vacuum conditions, beam-
loss monitor data, beam-halo collimation data, and the beam size or transverse emittance. Two
aspects of the LHC diagnostics are especially important for the luminosity determination:
measurements of the beam currents and the beam orbit near the IP.

L
td

dRel

t 0=

Rtot

2
1 ρ2

+( ) 16π( )⁄=



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

13   Luminosity measurement 435

13.2.1 LHC bunch structure

The bunch configuration of the LHC beams is determined by the injection and extraction sys-
tems in the acceleration chain. According to the present design the bunches are grouped into
‘trains’ of 81 bunches, which in turn are grouped into 12 batches each containing three bunch
trains. Most probably the bunch currents will not be very uniform; one may expect bunch-to-
bunch variations of 10% or more. Additionally, some residual currents might be observed in the
high-luminosity running in neighbouring RF buckets resulting in the so-called side- (or satel-
lite-) bunches, 2.5 ns apart from the nominal ones.

13.2.2 Beam-line instrumentation

A system of beam-position monitors (BPMs) for the LHC is already well developed [13-2]. The
expected BPM performance at full beam current is 10 µm resolution with 100 µm absolute-scale
uncertainty in each of the horizontal and vertical directions. The orbit position can be deter-
mined separately for each bunch. Non-destructive beam-profile monitors will also be installed.

13.3 Luminosity measurement in ATLAS

In general there are three aspects of luminosity measurement in ATLAS.

• Providing final absolute integrated-luminosity values for use in offline analyses, for the
full data sample and for selected periods. Also required are measurements of the average
luminosity over a small time interval and for individual bunch crossings.

• Providing fast online luminosity monitoring, as required for efficient beam steering and
for optimising the luminosity yield; a statistical precision of about 5% per few seconds
and systematic uncertainties below ∼ 20% are desirable.

• Fast checking of running conditions and beam-related backgrounds (also with the main
detector in a stand-by mode), such as monitoring the vertex position (in particular its lon-
gitudinal coordinate), monitoring the temporal structure of the beams (satellite bunches,
de-bunching), and monitoring the level of beam-related backgrounds (possibly including
the use of special non-colliding p bunches).

Since there is probably no single experimental technique which can fulfil all of the above re-
quirements, one has to consider a number of complementary measurements.

13.3.1 Absolute luminosity scale with the optical theorem

As discussed in Section 13.1, the luminosity can be obtained using the optical theorem from a si-
multaneous measurement of the total interaction rate and the rate of forward elastic scattering.
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The main challenge of this method lies in the
detection of the very forward elastically-scat-
tered protons. The elastic cross-section for
small |t| scales as ebt where b ≈ 20 GeV-2 at
LHC energies [13-3] (see Figure 13-1). Of
course, the protons scattered at zero-angle (or
at t = 0) cannot be detected, but the degree of
extrapolation should be minimised and the
smallest possible |t| achieved. Use of so-called
Roman pots is a well established technique
(proposed for the LHC by the TOTEM collabo-
ration [13-4] for example) for the measurement
of the forward protons. The detector sensitive
edge can be located very close to the beam cen-
tre, only about 15−20 beam widths away. To a
good approximation the minimum scattering
angle of a detected proton is 15−20 times the
beam divergence at the IP. For the design LHC
parameters this corresponds to an angle of
about 600 µrad, or to a minimum
|t| = (7000 GeV x 0.0006)2 = 16 GeV2, and a re-
liable extrapolation down to t = 0 is not possible. However, for the low transverse beam emit-
tance expected at the LHC start-up and assuming special running conditions with β* = 50 m,
the minimum angle is 35 µrad and |t|min = 0.06 GeV2. This should give extrapolation uncer-
tainties of a few per cent, although running with even higher β* might also be necessary. Uncer-
tainties in the geometrical acceptance of the detector, as well as of detector inefficiencies, will of
course increase the error on the dRel/dt (t = 0) measurement.

In Equation 13-3, the total rate, which is domi-
nated by the inelastic interaction rate, enters
squared. In order to avoid large model-depend-
ent corrections the detection efficiency for ine-
lastic events should therefore be very high. The
acceptance of the central ATLAS detectors is
not sufficient, especially for low-mass diffrac-
tive events. Figure 13-2 shows the acceptance
loss that results if the detector can only cover a
fixed region of rapidity from ηmin to ηmax.
From this figure, it can be seen that if addition-
al forward detectors were installed, covering
the pseudo-rapidity region 3.0 <|η|< 7.5, the
overall efficiency would be as high as 98%. Use
of these detectors requires low-luminosity run-
ning to avoid event pile-up.

Possible locations of the forward-tagging de-
tectors needed for measuring the inelastic rate
are at about 5 m and 16 m from the IP, very
close to the beam pipe (see Figure 13-3). These
forward detectors have to be radiation hard,

Figure 13-1 The b slopes of the t distributions at pp

and pp colliders as a function of the center of mass

energy.
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but they might be simple, for example in the form of counters with full azimuthal coverage. In-
stallation in the LHC tunnel of more counters, covering very extreme rapidities, will also be
considered.

Finally, a measurement of the ρ parameter at the LHC is very difficult [13-4], although the un-
certainty on its extrapolation to the LHC energy would result in a relatively small error of the
order of 2% on the luminosity determination.

Figure 13-3 Shape of the ATLAS beam pipe showing the beam-pipe inner diameter as a function of the dis-

tance from the IP.

In summary, the method using the optical theorem requires additional dedicated detectors and
special running conditions at a luminosity less than about 1032 cm−2s−1 to avoid pile-up, and
achieving a precision much better than 5−10% seems difficult unless a very high and well un-
derstood efficiency for inelastic events as well as for low |t| elastic scattering can be achieved.

If there were no detector for the elastically-scattered protons in the ATLAS IP, but there were a
precise measurement of the total inelastic cross-section, σinel, from another experiment at the
LHC, one can still determine the luminosity from a measurement of the rate of inelastic colli-
sions, Rinel, using the relation L = Rinel/σinel. The precision of such a measurement would be giv-
en directly by the uncertainties on σinel and on the efficiency for counting inelastic events.

ATLAS is studying the option of adding the necessary detector systems. A decision will be
made, after the completion of the feasibility study, whether to pursue an engineering study pri-
or to proposing to the LHCC any addition to the ATLAS detector system.
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13.3.2 Luminosity determination from the beam parameters

To determine the luminosity from the beam parameters (see Equation 13-2), one needs a good
measurement of the lateral beam sizes as well as of the bunch currents. To obtain reliable σ* val-
ues from the beam sizes measured outside the ATLAS IP one has to know precisely the β-func-
tion, but typically the uncertainty is up to 10%. This uncertainty could possibly be reduced if the
beam divergence at the IP can be measured. In any case, with beam-profile measurements one
should be able to verify the assumptions on the Gaussian shapes of the bunches (i.e. lack of long
tails in the transverse distributions) and on the common width for all bunches.

Another way of measuring beam widths at the IP, which might be potentially more accurate, is
the van der Meer method based on transverse beam scans. Originally [13-5], this was done by
moving one beam vertically and at the same time recording the relative change of the rate of pp
interactions. The value of the beam displacement required to decrease the rate to, for example,
50% of its peak value was a direct measure of the beam heights at the IP. The efficiency of count-
ing pp interactions should not depend on the beam displacement.

In the case of the LHC, one has to perform scans in both transverse directions and the forward
detectors could serve as monitors of the relative rate of pp interactions. Such scans are very diffi-
cult for low-β* running since the beam−beam interactions are very strong and may affect the
beam sizes while the scans are performed. Additionally, the beam size would be small (16 µm),
i.e. comparable to the resolutions of the BPMs. Therefore, dedicated runs with large values of β*
(at least 50 m) are required. Another complication is due to the non-zero crossing angle which
causes a longitudinal shift of the IP (and hence a change of the beam size since in a straight sec-
tion β = β* + z2/β), while one beam is moved transversely. Again the effect is only significant at
low-β* causing, for example, a 4% beam-size increase for a displacement corresponding to two
beam widths.

For this method of luminosity measurement, a precise bunch-current measurement is essential.
The ultimate precision will depend on the quality of the stored beams, i.e. to the level of the cur-
rent in satellite bunches or in DC beam components (coasting, de-bunched beam). To avoid
these effects, running at small beam currents with only a few bunches might be necessary.

In summary, use of the van der Meer method requires dedicated runs at high-β* and very low
luminosity (< 1030 cm−2s−1), and a precision of better than 5−10% on the luminosity determina-
tion seems difficult. Regular beam scans at high luminosity are unlikely to be feasible.

13.3.3 Luminosity determination from lepton pair production

The production of dilepton pairs via the process pp → ppll can be calculated precisely and might
be used to measure the luminosity. Two possible methods are explored here: electron pairs pro-
duced with low invariant mass and very small pT, and muon pairs of higher pT, produced cen-
trally. The former requires additional detector elements, and the latter, while it can be detected
with the current ATLAS configuration, has a lower rate. In both cases, the backgrounds are seri-
ous and must be carefully studied.
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13.3.3.1 Measurement of very forward two-photon production of e+e- pairs

The possibility of using two-photon processes for luminosity measurements at hadron colliders
was first considered in [13-6]. The cross-section for very forward two-photon production of ee
pairs can be calculated within QED to an accuracy better than 1%, and at LHC energies the pro-
duction of high-energy pairs becomes sizeable. The main characteristics of the reaction
pp → ppee are the very small (of the order of the electron mass) invariant mass and transverse
momentum, pT, of the produced pairs (see Figure 13-4). Inelastic two-photon production of ee
pairs, where one or both protons break up, has a significantly wider distribution of pair pT. For
hadronic reactions, the typical energy scale is the pion mass or higher.

Figure 13-4 Feynman diagram and definition of the kinematical variables for the two-photon pp → ppee proc-

ess.

Since the ee pairs are produced at almost zero polar angle, a small additional analysing dipole
installed at about 15 m from the IP has been considered [13-7] to deflect the produced electrons
and positrons into detectors outside the LHC beam-pipe without disturbing the LHC operation.
For example, for a dipole bending power of 0.35 Tm and electron energies in the 5–20 GeV
range, the detectors could be located about 20 m from the IP behind the TAS (TDS) shielding of
the quadrupole inner triplet and a few centimetres from the beam, as shown in Figure 13-5. Pro-
vided the position and energy of the produced electrons can be measured with about 1% preci-
sion, resolutions of approximately 1 MeV could be achieved for measurements of the pair pT
and invariant mass. At high electron energies, the pT resolution is limited by the beam diver-
gence, σ(pT) = 40 GeV x 16 µrad ≈ 0.6 MeV. At low energies, the ultimate resolution on the in-
variant mass of a few MeV results from the deflection of electrons and positrons by the space-
charge of the beams.
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Figure 13-5 Sketch of a possible experimental setup for measuring forward production of ee pairs. TDS is the

shielding of the inner triplet of quadrupoles, C1 and C2 are calorimeters with position detection, S is an addi-

tional shielding, D is a small analysing dipole and V1-V4 are veto counters.

A sizeable cross-section of more than 2 µb is expected for the following selection cuts:

1. electron energies: 5–20 GeV;

2. electron polar angles θ < 0.8 mrad (corresponding to the beam pipe radius at 16 m from
the IP);

3. ee pair invariant mass < 10 MeV;

4. ee pair pT < 10 MeV;

5. veto on charged particles with |η|< 7.6 (see below).

Note that cut 5 requires the presence of additional detectors to cover the full rapidity range.
Cross-section calculations for the kinematic cuts 1–4 were performed using the LPAIR program
[13-8]. The dominant physics background is due to pion Dalitz decays and direct pair produc-
tion in inelastic collisions labelled ‘bremsstrahlung’ in Table 13-1. The backgrounds were esti-
mated using a modified PYTHIA generator, where direct pair production was simulated using

Table 13-1 Cross-section estimates in µb using analytic calculations for pp → ppee and a modified PYTHIA

generator for bremsstrahlung pairs and Dalitz decays; The superscript (*) corresponds to the case where an

additional cut |ϕ| < 60° was applied.

Cuts Signal Dalitz decays Bremsstrahlung Total background

1-4 2.27 2.26 0.90 3.16 (139%)

1-5 2.27 0.011 0.012 0.023 (1.0%)

1-4* 1.08 0.30 0.11 0.41 (38%)

1-5* 1.08 0.0009 0.0010 0.002 (0.2%)
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the approximation of classical currents [13-9] and the momenta of the produced charged parti-
cles. After the selection cuts 1–4 there is still a significant difference between the two-photon
process and the backgrounds in the pT and acoplanarity-angle (ϕ) distributions shown in
Figure 13-6. Note that the electrons are uncorrelated in ϕ; this is due to the extremely small
transverse momenta (~15 MeV). The lack of correlation can be used either for extracting the sig-
nal in a fitting procedure or in making further cuts to suppress the backgrounds. For example,
an additional cut on the ϕ angle can significantly improve the signal-to-background ratio, as
shown in Table 13-1.

Figure 13-6 Distribution of pT and acoplanarity angle ϕ for signal and background events (without detector

smearing) after selection cuts 1–4.

At low luminosities the backgrounds can be reduced strongly by requiring no activity in the for-
ward counters, i.e. by introducing condition (5), i.e. that no charged particles are produced
above |η|< 7.6. One should note, however, that the calculations done so far neglected detector
effects such as magnetic field and dead material and possible beam-related backgrounds.
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A Monte Carlo simulation using the EGS4 package and a very simple model of electromagnetic-
particle showering in ATLAS seems to indicate that the contribution of the secondary particles
produced in electromagnetic showers is not very significant. Again, at low luminosities, requir-
ing no activity in other ATLAS detectors would suppress this background even more.

More studies are needed to develop a suitable detection technique, but the potentially clear sep-
aration between signal and background makes this method an attractive option both for online
and offline luminosity measurements. One should note that the analysing dipoles could become
also a very useful tool for various kinds of systematic checks and luminosity-detector calibra-
tions.

ATLAS is studying the option of adding the necessary magnet and detector systems. A decision
will be made after the completion of the feasibility study, whether to pursue an engineering
study prior to proposing to the LHCC any addition to the ATLAS detector system.

13.3.3.2 Measurement of central two-photon production of µµ pairs

The process pp → ppµµ (related to the process discussed in Section 13.3.3 above), where the
muons are produced at central rapidities, can be recorded using the standard ATLAS trigger
and might provide an attractive method of offline integrated-luminosity determination [13-10].
The Feynman diagram of this two-photon process and the notations used are basically the same
as for ee pair production shown in Figure 13-4. The invariant mass of the selected muon pairs is
in the GeV range, but as for the forward ee pairs, the total transverse momentum of the pairs is
very small. In contrast to the ee case, the muons have much larger transverse momenta and con-
sequently are back-to-back in ϕ. The sharp peak expected in the acoplanarity-angle distribution
at ϕ = 0 can be used to discriminate against background. Requiring, additionally, low particle
multiplicity associated with the muon vertex, all sources of background can be reduced to ac-
ceptable levels. Signal extraction is performed by fitting the ϕ distribution which is not much af-
fected by the detector resolution (unlike the distribution of the pair transverse momentum).

For centrally-produced muons, the elastic two-photon signal process has characteristic trans-
verse momentum and acoplanarity values pT

pair ≈ 5 MeV and ϕ ≈ 2 mrad. The corresponding
values for Drell-Yan production are ≈300 MeV and ≈100 mrad, and those for muon pairs from
quark decays are even higher. For all these sources of background, the observable particle mul-
tiplicity associated with the event vertex is typically greater than 12–14 particles. In the case of
the inelastic two-photon processes pp → p*p*µµ, in which at least one proton dissociates, the ob-
served particle multiplicity is low. However, the characteristic acoplanarity value is
ϕ ≈ 50 mrad.

Based on these considerations the following selection criteria were applied:

1. two muon tracks with opposite charges (measured in both the Inner Detector and the
muon spectrometer, and triggered by the Muon System), with pT > 6 GeV, and |η|< 2.2;

2. muon-pair invariant mass < 60 GeV;

3. pT of the muons is required to be equal within 2.5σ of the pT measurement uncertainty
(typically about 1.5% for low pT muons);

4. acolinearity angle Θ > 1°, so that the muons are almost back to back;

5. χ2 probability > 1% for the muon vertex fit;

6. no other reconstructed charged tracks originating from the muon vertex.
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Criterion (1) is applied to satisfy the trigger; criterion (2) suppresses the background from Z de-
cays; criterion (3) is related to the requirement that the pair pT be small, but leaves the
acoplanarity angle distribution unchanged for the final background subtraction; criterion (4)
suppresses the cosmic-ray background; criterion (5) defines the event vertex and suppresses the
background from heavy-quark decays; and finally, criterion (6) strongly suppresses back-
grounds with a high particle-multiplicity. Criterion (6) could reduce the detection efficiency for
the two-photon process due to pile-up effects. At a luminosity L = 1033 cm−2s−1 the reduction is
2–3% for the expected longitudinal beam size of the LHC. For L = 1034 cm−2s−1 criterion (6)
should be relaxed such that the reduction should not exceed 10%; this will have to be verified
using experimental data.

The signal observability has been investigated using a particle-level Monte Carlo code with the
detector properties parametrised according to the ATLAS specifications. The elastic two-photon
processes were simulated with an approximate event generator developed for ee collisions [13-
11]. This was adapted for pp scattering according to [13-12]. For the elastic two-photon process,
its accuracy is about 1% for the kinematic domain of interest. The proton structure function W2
used for the inelastic two-photon calculations was extracted from photo- and electro-produc-
tion data [13-13]. The effect of resonances was taken into account. The predicted inelastic cross-
section is greater than that of the LPAIR generator which uses approximate structure functions
[13-14]. The event generation includes soft-photon emission which affects the observed distri-
butions of ϕ and invariant mass.

The signal and background cross-section estimates are presented in Table 13-2 (the detection ef-
ficiency was not taken into account). The cross-sections are given for the narrow interval of
acoplanarity angle |ϕ|< 0.005 containing about 50% of the signal. The background referred to
as ‘2γ strong’ is due to strong interaction between the protons in the two-photon process of pair
production.

Figure 13-7 shows various distributions for the elastic two-photon process and dominant back-
ground processes, after applying the criteria 1–6, for an integrated luminosity of 10 fb−1. Fitting
the acoplanarity would determine the signal rate with a statistical error of 1.6% assuming a de-
tection efficiency of 75%. Even if the background-to-signal ratio were increased by a factor of
four to 0.68 the error on the signal would not exceed 2%. Note that the correlation in φ is much
sharper for the signal than the background as can be seen from the expanded scale on Figure 13-
7. In conclusion, the elastic two-photon production of muon pairs might provide the possibility
of offline determination of the integrated-luminosity with a statistical accuracy of about 2% for

Table 13-2 Observable signal and background cross-sections for the two-photon production of muon pairs;

σkinem and σvertex correspond to the selection criteria (1–4) and (1–6), respectively (see text).

Process σkinem (pb) σvertex (pb)

Signal 1.33 1.30

2γ inelastic 0.13 0.13

Drell-Yan process 3.8 0.04

Heavy quark decays 10 0.01

π, Κdecays 1.8 <0.001

2γ strong 0.04 0.04

Background total 15.8 0.22 (17%)



ATLAS detector and physics performance Volume I

Technical Design Report 25 May 1999

444 13   Luminosity measurement

an integrated luminosity of 10 fb−1. The background estimates rely on QCD calculations in re-
gions where they have not been tested. In particular the modelling of the cuts may be deficient.
It remains to be proven that the systematic uncertainties associated with these issues can be re-
duced to the 1% level. Furthermore, at high luminosity, pile-up will limit the effectiveness of the
selection criteria.

13.3.4 Relative luminosity measurements

As a primary tool for fast online luminosity monitoring, small-area counters (to avoid event
pile-up effects) located at large angles are considered. A possible candidate are the existing in-
termediate Tile Calorimeter scintillators [13-15] which are finely segmented (128 divisions in az-
imuthal angle and four in η) and cover 0.8 <|η|< 1.6. The discriminated photomultiplier

Figure 13-7 The distributions of the transverse momentum difference, normalised to the measurement error,

(left) and acoplanarity angle (ϕ) (middle and right) between the two muons in exclusive two photon production of

the muon pairs (top) and the major backgrounds (bottom), for an integrated luminosity of 10 fb−1.
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signals could be used in coincidence to build simple triggers for monitoring the pp interaction
rate. The detector signals could also be used in complementary ways, e.g. for the measurement
of hit rates in the smallest sections of the detector, for the measurement of energy flow in groups
of these sections. However, one should note that these counters are not typical hodoscopes since
there is a significant amount of dead material in front of them. Therefore, detailed Monte Carlo
studies of preshowering effects and detector efficiencies have to be performed before reaching
firm conclusions.

The measurement of high-voltage (HV) currents in the liquid Argon [13-16] and Tile [13-15] cal-
orimeters provides another, largely pile-up insensitive, way of monitoring luminosity. For ex-
ample, in the LAr calorimeter the current will be monitored in η–φ regions related to the
segmentation of the HV system; there are seven η segments in the barrel, seven in the outer end-
cap wheel and two in the inner end-cap wheel of the calorimeter. In azimuthal angle, the seg-
mentation is 32 (128 in the inner wheel), with the two sides of the electrodes monitored inde-
pendently. The expected current per HV channel at the nominal LHC luminosity varies from
about 10 µA at η = 0 up to 50 µA at |η|= 3.2. Other sources of current are significantly smaller.
A 1% non-linearity of the calorimeter response for high particle fluxes (corresponding to the
nominal LHC luminosity) in the end-cap inner wheel was seen with a 2 m prototype tested in a
beam. In future tests this effect will also be measured for the HV currents. Changes of the LAr
calorimeter response due to temperature and impurity variations with time are expected to be
small and slow. A periodic absolute cross-calibration of this method of luminosity measurement
should be envisaged.

Last, but not least, measurements using the ATLAS detectors for processes with clear signatures
and sizable cross-sections can also be used for relative luminosity measurements. The primary
candidate is Z production with a rate for leptonic Z decays above 10 Hz at the nominal LHC lu-
minosity, which corresponds to a 1% statistical uncertainty after about 20 minutes. Uncertain-
ties in the QCD predictions for Z production imply that this method cannot be used for a
precise measurement of the absolute luminosity.

13.3.5 Technical aspects

The data acquisition system of the luminosity monitor should be flexible enough to be able to
provide the on-line data almost independently of the status of the main ATLAS detector (e.g.
during beam steering/optimisation when the ATLAS data taking will be in a stand-by mode). It
should be capable of storing large sets of calibration data and making fast online calculations.

The read-out and trigger electronics of the luminosity monitoring system (especially for large-
angle counters) should allow for building (topologically) different trigger types, with different
sensitivity to beam-related backgrounds or event pile-up. For a good control of beam-related
backgrounds, special bunch configurations including non-colliding pilot bunches might be very
useful. Practically all considered methods are affected to some extent by pile-up effects, there-
fore storing regularly a number of bunches (e.g. two colliding trains of 81 bunches) with 10–20%
of the nominal current should be seriously considered. This would allow for both online and of-
fline monitoring of the pile-up effects at high luminosities.

Since one expects significant variations of the luminosity per bunch, an online monitoring of the
bunch-to-bunch luminosity is desirable. A possible option is to use the LVL1 Central Trigger
Processor scalers [13-17]. These are able to measure the rate for each type of LVL1 trigger inde-
pendently for each bunch crossing.
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13.4 Summary

To ensure reliable luminosity measurements both for high- and low-luminosity running, a
number of complementary methods are needed. Figure 13-8 summarises the applicability of all
techniques discussed in this chapter. It shows that, over the relevant range of LHC luminosities,
redundant methods of luminosity measurement and monitoring should be possible.

Standard techniques based on the van der Meer method or on the optical theorem and the
measurement of elastic and inelastic pp scattering, should the additional detector elements be-
come available, are not applicable at the luminosities required for physics runs. Production of

Figure 13-8 Diagram showing the range of applicability of the techniques of luminosity measurement and mon-

itoring in ATLAS; hatched areas indicate luminosity ranges for which precision of a given method will signifi-

cantly deteriorate. The top three methods are used for relative measurements only. The units are cm-2s-1.
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electron or muon pairs through the two-photon process might provide a precision luminosity
measurement in ATLAS over the full range of luminosity. However, further studies of systemat-
ic effects, background conditions and detector issues are needed before reaching any conclu-
sions. The technique with ee pairs would require additional instrumentation in the very forward
regions. Measurements using Z decays and monitoring of the currents in the calorimeters will
provide precise luminosity monitoring but cannot provide precise measurements of absolute
luminosity.To reach a good understanding of systematic effects a number of dedicated runs
with high-β* beam optics and with very low beam currents might be necessary. For good con-
trol of beam-related backgrounds, special bunch configurations, including non-colliding pilot
bunches might be very useful, as well as storing a number of bunches (e.g. two colliding trains
of 81 bunches) with 10–20% of the nominal current for monitoring of the pile-up effects at high
luminosity.
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Fuchs K., Geib K.H., Jakobs K., Kleinknecht K., Koepke L., Marschalkowski E., Merle K., Othegraven R.,
Quast G., Renk B., Schaefer U., Walkowiak W., Zeitnitz C.
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Acerbi E., Aleppo M., Alessandria F., Battistoni G., Broggi F., Caccia M., Camin D., Cavalli D., Costa G.,
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Emura T.
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Dita P., Dita S., Micu A., Micu L., Niculescu M., Pantea D., Radu A.
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Potrap I., Pukhov O., Romanov V., Rumyantsev V., Russakovich N., Ryabchenko K., Salihagic D., Savin I.,
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Tskhadadze E., Usov Y., Vertogradov L., Vinogradov V., Vorozhtsov S., Yarygin G., Zhuravlev V.

Slovak Republic
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