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Abstract

Computer-aided diagnosis (CAD) methods such as Chest X-rays (CXR)-based method is one of the cheapest alternative

options to diagnose the early stage of COVID-19 disease compared to other alternatives such as Polymerase Chain Reaction

(PCR), Computed Tomography (CT) scan, and so on. To this end, there have been few works proposed to diagnose COVID-

19 by using CXR-based methods. However, they have limited performance as they ignore the spatial relationships between

the region of interests (ROIs) in CXR images, which could identify the likely regions of COVID-19’s effect in the human

lungs. In this paper, we propose a novel attention-based deep learning model using the attention module with VGG-16. By

using the attention module, we capture the spatial relationship between the ROIs in CXR images. In the meantime, by using

an appropriate convolution layer (4th pooling layer) of the VGG-16 model in addition to the attention module, we design a

novel deep learning model to perform fine-tuning in the classification process. To evaluate the performance of our method,

we conduct extensive experiments by using three COVID-19 CXR image datasets. The experiment and analysis demonstrate

the stable and promising performance of our proposed method compared to the state-of-the-art methods. The promising

classification performance of our proposed method indicates that it is suitable for CXR image classification in COVID-19

diagnosis.
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1 Introduction

COVID-19 disease, which is triggered by Severe Acute

Respiratory Syndrome Coronavirus 2 (SARS CoV-2) [1–3],

has been posing a severe threat to humanity by widespread

community transmission and increasing death rate daily. It

is believed to have originated from Wuhan city of China

[4]. Now, it has been spread all over the world [5–7] and
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infected around 13,471,862 people with 581,561 deaths.1

The spread of virus for the infection is also related to

the geographic region of the corresponding country [8].

To identify the infection of this disease in the human

body, medical professionals have been using the Polymerase

Chain Reaction (PCR) method widely, which is not only

expensive but also an arduous task. Nonetheless, it is time-

consuming whereas faster results are more likely to save

the lives of people. Thus, researchers are trying to find the

cheapest and quickest Computer-Aided Diagnosis (CAD)

methods such as Chest X-Ray (CXR) [9–11], Computed

Tomography (CT) [12, 13], and so on. Besides, World

Health Organization (WHO)2 has encouraged people for

chest imaging to the patients who are not hospitalized but

having mild symptoms. Among the CAD methods, the

1https://www.worldometers.info/coronavirus/ (accessed date: 15/07/

2020)
2https://www.who.int/publications/i/item/use-of-chest-imaging-in-

COVID-19 (accessed date: 21/07/2020)
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CXR-based method is one of the cheapest and quickest

approaches for the early diagnosis of such disease.

CXR-based methods for COVID-19 diagnosis are

proposed in [9, 13–15]. These methods are mostly based

on the pre-trained deep learning models that outperform

the traditional computer vision-based methods (also called

hand-crafted features extraction methods) [16]. Moreover,

the deep learning-based methods extract features at a higher

order. Consequently, it has a breakthrough performance in

image analysis, especially for CXR images. As a result,

deep learning-based methods have been widely adopted

in the literature for CXR image analysis, especially for

COVID-19 diagnosis.

Existing CXR-based methods for COVID-19 diagnosis

have three major limitations. Firstly, they do not perform

well as some of them require a separate classifier after the

feature extraction step, which is a demanding task. Sec-

ondly, the spatial relationship between the region of interests

(ROIs) in images has been ignored in the literature, though

they help to improve the performance of CXR images

more accurately. Finally, existing deep learning-based

methods require a higher number of training parameters,

which not only yield a computation burden in the classifi-

cation but also lead to over-fitting problems because of the

limited availability of COVID-19 CXR images.

To address these limitations, we propose a novel deep

learning model using an appropriate layer of the VGG-

16 [17] and the attention module [18]. We choose pooling

layer as an appropriate layer, which not only has a higher

discriminability for CXR images but also faster in deep

learning model training task [19]. Kumar et al. [19] also

mentions that deep learning models are applicable to

different domains, including human health, medicine, etc.

Given such importance and applicability, we train our deep

learning model in an end-to-end approach. Therefore, it

does not require an additional classifier for the classification

purpose. Furthermore, with the help of the attention

module as a deep learning layer, we capture the spatial

relationship between the ROIs during the training process

to better discriminate CXR images (see details for the

visualization example of ROIs in Fig. 1). Moreover, our

model requires lower number of parameters as it leverages

the appropriate layer (4th pooling layer) of the VGG-

16 model. Specifically, this pooling layer captures the

invaluable interesting information of CXR images, which

helps to identify and diagnose most of the lungs-related

diseases like COVID-19 swiftly.

The main contributions of our proposed method are as

follows:

– We propose a novel deep learning model by the

combination of the VGG-16 and the attention module,

which is one of the most appropriate models for

CXR image classification. Since our proposed model

leverages both attention and convolution module (4th

pooling layer) together on VGG-16, it can capture more

likely deteriorated regions in both local and global

levels of CXR images.

– For better discrimination of CXR images, we use the

attention module to capture the relationship between

ROIs of CXR images.

– Our proposed method requires a lower number of

parameters as we use the 4th pooling layer.

– The proposed deep learning model can be trained in an

end-to-end fashion which does not require a separate

classifier for training and testing

– We evaluate our model on three COVID-19 CXR

datasets. Also, we also perform a qualitative and

quantitative study of our method using CXR images.

The evaluation results demonstrate that our model

outperforms the state-of-the-art methods.

The paper is organized as follows. In Section 2, we

review the existing methods related to the CXR image clas-

sification, including COVID-19 disease. We explain our

proposed method in Section 3. Section 4 elaborates the

experimental settings, implementation, results and discus-

sion, comparison, and different analyses. Finally, Section 5

concludes the paper with future works.

2 Related works

Deep learning (DL) models are very popular nowadays in

various image representation and classification tasks rang-

ing from scene images to health images [9, 21, 22]. DL

models are a larger artificial neural network (ANN) that

are inspired by the structure and function of the human

brain. They are categorized into two types: Non pre-trained

DL models and Pre-trained DL models. Non pre-trained

DL models need to be trained from scratch which needs

a massive amount of datasets and prone to over-fitting. In

contrast, pre-trained DL models are already trained with

the public image datasets such as ImageNet [23], Places

[24], and avoid over-fitting in most cases. Due to the

extraction of semantic features at a higher-order from those

pre-trained models, the performance of such models are

higher in most domains [16, 21] compared to the traditional

computer methods such as Generalized Search Tree (GIST)-

color [25], GIST [26], Scale Invariant Feature Transform

[27], Histogram of Gradient [28], and Spatial Pyramid

Matching [29].

In this section, we review some of the recent deep

learning-based methods [9–11, 14, 15, 22, 30–32] that

have been used widely to perform CXR image analysis

including COVID-19 disease. We divide these methods
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Fig. 1 Visualization example

for COVID-19 CXR image (a),

extracted ROI (in yellow color)

by Grad-Cam [20] for

Convolution Module (b), and

Attention Module (c)

(a) (b) (c)

into two specific categories, such as Section 2.1 Single

deep learning-based algorithms and Section 2.2 Combined

deep-learning based algorithms.

2.1 Single deep learning-based algorithms

To perform CXR image analysis for different diseases

including COVID-19, there have been several recent works.

Firstly, Stephen et al. [30] proposed a DL model to detect

pneumonia. For this, they trained a DL model from scratch

using a collection of CXR images. In the meantime,

researchers further realized the ability of such pre-trained

models in X-ray image analysis tasks and wanted to

explore further to analyze the strengths of various DL

models. For example, Loey et al. [11] used transfer learning

approach on AlexNet [33], GoogleNet [34], and ResNet-18

[35] to represent and classify CXR images for COVID-

19 diagnosis. They used the COVID-19 dataset consisting

of four categories (COVID, Normal, Pneumonia Bacterial,

and Pneumonia Viral). Also, they used the Generative

Adversarial Network (GAN) [36] to increase the number

of images for training that helps to avoid over-fitting in

the experiment. Similarly, Khan et al. [9] proposed a novel

DL model based on Xception [37]. For this, they fine-

tuned the Xception model and trained using COVID-19

CXR images for classification purposes. Moreover, Ozturk

et al. [10] proposed a novel DL model to represent and

classify COVID-19 CXR images classification based on

DarkNet-19 [38] model, which has been primarily used

for object detection. Luz et al. [14] proposed a new DL

model based on EfficientNet [39] model, which is the

recent pre-trained deep learning model. They fine-tuned

their model using COVID-19 CXR images for classification

purposes. Furthermore, Panwar et al. [15] proposed a novel

model, called nCOVnet, based on the VGG-16 model that

provided prominent accuracy on COVID-19 CXR images

classification for two classes. Recently, Civit-Masot et al.

[40] also employed VGG-16 model to design a model for

COVID-19 diagnosis. Their result shows that such model

produces high sensitivity and specificity in identifying the

COVID-19 disease. This further unveils that the VGG-16

model is still popular in CXR image analysis tasks for

COVID-19.

Although existing methods based on a single DL model

provide a significant performance boost in CXR image

analysis, they still ignore the spatial relationship between

ROIs, which is one of the important discriminating clues in

the CXR image analysis task.

2.2 Combined deep learning-based algorithms

The use of a single DL model alone might not carry

out sufficient discriminating information for CXR images

classification. Given the appearance of such weaknesses,

researchers used more than one DL model to form a

combined model, which is also called the ensemble model

and the learning approach is called ensemble learning. For

example, Zhou et al. [41] combined multiple Artificial

Neural Networks (ANNs) to identify lung cancer cells.

Similarly, Sasaki et al. [31] designed an ensemble model

to detect the abnormality detection in CXR images.

Furthermore, Li et al. [42] used more than two CNNs

(Convolution Neural Networks) to minimize the false-

positive rate in lung nodules of CXR images. Similarly,

Islam et al. [43] proposed an ensemble model, which was

obtained by aggregating different pre-trained DL models

to detect the abnormality in lung nodule of CXR images.

Recently, Chouhan et al. [22] proposed a model, which

aggregates the outputs of five pre-trained models such

as AlexNet, DenseNet-121, ResNet-18, Inception-V3, and

GoogleNet, to detect pneumonia using the transfer learning

approach on the CXR images.

However, ensemble models still have two weaknesses.

Firstly, it is prone to the over-fitting problem in most

cases because of the limited amount of CXR images in

the medical domain. Secondly, the ensemble model is

computationally expensive as it has to extract patterns using

million of parameters during the training step. This also

leads to tuning the hyper-parameters carefully, which is a

challenging task itself.

C. Sitaula and M. B. Hossain2852



3 Proposedmethod

Our proposed method is based on the well-established pre-

trained DL model (VGG-16) and the attention module. We

prefer to use the VGG-16 model (see detailed description

in Table 1) for two reasons. Firstly, it extracts the features

at low-level by using its smaller kernel size, which is

appropriate for CXR images with a lower number of

layers compared to its another counterpart VGG-19 model.

Secondly, it has a better feature extraction ability for the

classification of COVID-19 CXR images as shown in

[15]. We use a fine-tuning approach, which is one of the

transfer learning techniques. To work with the VGG-16

model for the fine-tuning process, we use the pre-trained

weight of ImageNet [23]. It helps to overcome the over-

fitting problem as we have limited amount of COVID-19

CXR images for training purpose. Our proposed method

(also called Attention-based VGG-16) consists of four main

building blocks such as Attention module, Convolution

module, FC-layers, and Softmax classifier. The overall

block diagram of the proposed model is shown in Fig. 2. We

explain each building block in the next subsections.

3.1 Attentionmodule

We use this module to capture the spatial relationship of

visual clues in the COVID-19 CXR images. For this, we

Table 1 Detailed parameters of original VGG-16 model [17]

Input size Output size Layer Stride Kernel

224× 224 × 3 224 × 224 × 64 conv1-64 1 3 × 3

224× 224 × 64 224 × 224 × 64 conv1-64 1 3 × 3

224× 224 × 64 112 × 112 × 64 maxpool 2 2 × 2

112×112 × 64 112 × 112 × 128 conv2-128 1 3 × 3

112× 112 × 128 112 × 112 × 128 conv2-128 1 3 × 3

112× 112 × 128 56 × 56 × 128 maxpool 2 2 × 2

56× 56 × 128 56 × 56 × 256 conv3-256 1 3 × 3

56× 56 × 256 56 × 56 × 256 conv3-256 1 3 × 3

56× 56 × 256 56 × 56 × 256 conv3-256 1 3 × 3

56× 56 × 256 28 × 28 × 256 maxpool 2 2 × 2

28× 28 × 256 28 × 28 × 512 conv4-512 1 3 × 3

28× 28 × 512 28 × 28 × 512 conv4-512 1 3 × 3

28× 28 × 512 28 × 28 × 512 conv4-512 1 3 × 3

28× 28 × 512 14 × 14 × 512 maxpool 2 2 × 2

14× 14 × 512 14 × 14 × 512 conv5-512 1 3 × 3

14× 14 × 512 14 × 14 × 512 conv5-512 1 3 × 3

14× 14 × 512 14 × 14 × 512 conv5-512 1 3 × 3

14× 14 × 512 7 × 7× 512 maxpool 2 2 × 2

1× 1 × 25088 1 × 1 × 4096 fc – 1× 1

1× 1 × 4096 1 × 1 × 4096 fc – 1 × 1

1× 1 × 4096 1 × 1 × 1000 fc – 1 × 1

follow the spatial attention concept proposed by Woo et al.

[18]. We perform both max pooling and average pooling on

the input tensor, which is 4th pooling layer of the VGG-16

model in our method. After that, these two resultant tensors

(max pooled 2D tensor and average pooled 2D tensor) are

concatenated to each other to perform a convolution of filter

size (f ) of 7 × 7 using Sigmoid function (σ ). The high-

level diagram of the attention module is shown in Fig. 2.

The concatenated resultant tensor (Ms(F )) is defined as

Ms(F ) = σ(f 7×7[F s
avg; F s

max]), (1)

where, F s
avg ∈ R

1×H×W and F s
max ∈ R

1×H×W represents

the 2D tensors achieved by average pooling and max

pooling operation on the input tensor F , respectively. Here,

H and W denote the height and width of the tensor,

respectively.

3.2 Convolutionmodule

We use the convolution module in our method, which is the

4th pooling layer of the VGG-16 model. The scale-invariant

convolution module captures the interesting clues of the

image. The interesting clues are extracted from the mid-

level layer (4th pooling) that is more appropriate to CXR

images. However, the features from other layers (higher or

lower) are not appropriate to CXR images because such

images are neither more general nor more specific. Thus,

we first input the 4th pooling layer to the attention module.

After that, the result of that module is concatenated with 4th

pooling layer itself.

3.3 Fully connected (FC)-layers

To represent the concatenated features achieved from

attention and convolution block into one-dimensional (1D)

features, we use fully connected layers. It consists of three

layers such as flatten, dropout, and dense as shown in Fig. 2.

In our method, we fix dropout to 0.5 and set the dense layer

to 256.

3.4 Softmax classifier

To classify the features extracted from the FC-layers, we

use the softmax layer. For the softmax layer which is the

last dense layer, the unit number depends on the number

of categories (e.g., three for dataset having three categories,

four for the dataset with four categories, etc.). The softmax

layer outputs the multinomial distribution of the probability

scores based on the classification performed. The output of

this distribution is

P(a = c|b) =
ebk

∑
j ebj

, (2)
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Fig. 2 Block diagram of the proposed deep learning model (Attention-based VGG-16) for COVID-19 Chest X-ray (CXR) image classification

where b and c represents the probabilities that are retrieved

from the softmax layer and one of the classes of the dataset

used in our proposed method, respectively. The detailed

architecture of our proposed model is presented in Table 2.

4 Experiments and analysis

4.1 Datasets

To perform extensive experiments using our method, we

use three COVID-19 CXR image datasets [9, 10] that are

publicly available.

Dataset 1 contains three categories: Covid-19,

No findings, and Pneumonia as shown in Fig. 3. Each cat-

egory contains at least 125 images. For the evaluation, we

split the images into a 7:3 ratio for the train/test set per

category. To report in the table, we randomly prepare five

different train/test sets and report the average accuracy. As

the dataset contains the No findings category, it has several

challenging and ambiguous images.

Dataset 2 contains four categories: Covid, Normal,

Pneumonia Bacteria, Pneumonia Viral as shown in Fig. 4.

Each category contains at least 320 images. For the evalua-

tion, we split the images into a 7:3 ratio for the train/test set

per category. To report in the table, we design randomly five

different sets and average the value of accuracy.

Dataset 3 contains five categories: Covid, Normal,

No findings, Pneumonia Bacteria, and Pneumonia Viral. To

design this dataset, we combine the No finding category of

Dataset 1 with all the categories of Dataset 2. No findings

is a new category in Dataset 2. Thus, we combine it with

Dataset 2 to design Dataset 3. Here, each category contains

at least 320 images. Similar to other datasets, for Dataset

3, we split the images into a 7:3 ratio for the train/test set

per category and perform 5 runs which are then averaged to

report in the table. Further details of all datasets is provided

in Table 3.

Table 2 Details of our proposed model’s architecture. Here, the units

in the final dense layer (softmax layer) varies from one dataset to

another depending on the number of categories

Layer (type) Output shape

VGG-16 (Model) 9 × 9 × 512

Lamda layer (Avg pooling) 9 × 9 × 1

Lamda layer (Max pooling) 9 × 9 × 1

Concat layer 9 × 9 × 2

Conv layer 9 × 9 × 1

Concat layer 9 × 9 × 513

Flatten 41,553

Dropout 41,553

Dense 256

Dense 4

Total Parameters: 18,273,957

Trainable Parameters: 18,273,957

Non-trainable Parameters: 0

C. Sitaula and M. B. Hossain2854



Fig. 3 Example images from

Dataset 1 (D1) for three

categories such as Covid (a),

No findings (b), and Pneumonia

(c)

(a) (b) (c)

4.2 Implementation

To implement our proposed method, we used Keras [44] in

Python [45]. To train our deep learning model using end to

end mode, we leveraged the softmax layer as a classifier in

the experiment. Similarly, for fine-tuning purposes in our

model, we loaded pre-trained ImageNet weight and trained

from the initial layer with CXR images. Here, the initial

layer is defined as the first layer of the VGG-16 model. The

detailed parameters which include basic settings for training

in addition to offline augmentation, required to implement

our method are listed in Table 4. Additionally, to prevent

from over-fitting, we fixed the learning rate decay in every 4

steps at the rate of 0.4 based on the initial learning rate with

Adam optimizer. Meanwhile, we implemented our method

on a computer with NVIDIA GeForce GTX 1050 GPU and

4GB GDDR5 VRAM.

4.3 Results and discussion

Since our method uses a fine-tuning approach, we compare

our method with some of the fine-tuned models based on

some pre-trained deep learning models (Table 6). To imple-

ment fine-tuning on top of other pre-trained models, we use

some similar settings as used in our method (see details

in Table 4). Moreover, to achieve the optimal accuracy

from the existing methods, we perform additional hyper-

parameters tuning during the training. The details of such

optimal parameters are presented in Table 5. Additionally,

we also compare our model with three state-of-the-art mod-

els that have used COVID-19 CXR images for classification

tasks (Table 7). In Table 6, we present the results of D1,

D2, and D3 in column 2, 3, and 4, respectively. While

looking at the results in column 2 for D1, we observe that

our method outperforms all fine-tuned pre-trained models.

Specifically, our method, which yields 79.58% accuracy,

has at least 10% higher than the second-best method (Incep.-

ResnetV2) that has an accuracy of 68.10% on D1. Similarly,

while looking at the results in column 3 for D2, we notice

that our method again outperforms all fine-tuned pre-trained

models. To this end, our method, which provides 85.43%

accuracy, has at least 1.5% higher accuracy compared to the

second-best contender method (Incep.-ResnetV2), with the

accuracy of 83.93% on D2. Moreover, we observe that our

method surpasses the existing methods while looking at the

results in column 4 for D3. Specifically, our method, which

imparts 87.49% accuracy, has at least 3.14% higher than

the second-best method (Incep.-ResnetV2) that has an accu-

racy of 84.35% on D3. Furthermore, the second-best method

has the highest number of training parameters (57 millions),

(a) (b) (c) (d)

Fig. 4 Example images from Dataset 2 (D2) for four categories such as Covid (a), Normal (b), Pneumonia Bacteria (c), and Pneumonia Viral (d)

Attention-based VGG-16 model for COVID-19 chest X-ray image classification 2855



Table 3 Datasets description

Dataset Images Categories Source

Dataset 1 (D1) 1,125 Covid-19, No findings, [10]

Pneumonia

Dataset 2 (D2) 1,638 Covid, Normal, Pneumonia [9]

Bacteria, Pneumonia Viral

Dataset 3 (D3) 2,138 Covid, Normal, No findings, [9, 10]

Pneumonia Bacteria, Pneumonia

Viral

which is over 3 times higher than ours. Higher number

of training parameters burden the deep learning model in

training steps. Also, while implementing our method using

VGG-19 on all three datasets, we notice that our method

outperforms all the pre-trained models on D1, D2, and D3.

This justifies the better efficacy of our method with VGG-19

model as well.

Furthermore, in Table 7, we present the results in column

2, 3, and 4 for D1, D2, and D3, respectively. While looking

at the results of datasets (D1, D2, and D3), we notice that

our method has excellent performance compared to three

recent contender methods (CoroNet [9], Luz et al. [14],

and nCOVnet [15]). Also, it is interesting to see that our

method is stable in each dataset compared to Luz et al. [14]

and nCOVnet [15] that have a lower number of parameters

than ours. Moreover, our method consumes the third least

number of parameters yet stable classification performance

on different datasets.

Table 4 Parameters setting details in our method

Experimental parameters Setting

Image size 150 × 150

Batch size 12

Epoch 60

Optimizer Adam

Learning rate (LR) 0.0001

Loss Categorical cross entropy

Validation spit 0.2

Shear range 0.25

Zoom range 0.1

Channel shift range 20

Horizontal flip True

Vertical flip True

Rotation range 50

Rescale 1/255

Height shift range 0.2

Width shift range 0.2

Table 5 Optimal parameter settings for the existing methods with

batch size of 10

Method LR Epochs FC-layers Dropout Optimizer

Incep.-V3, 0.0001 40 256 0.5 Adam

2016 [46]

ResNet50, 0.0001 60 256 0.5 Adam

2016 [35]

DenseNet121, 0.0001 40 256 0.5 Adam

2017 [47]

Incep.-ResnetV2, 0.0001 40 256 0.5 Adam

2017 [48]

MobileNet, 0.0001 40 256 0.5 Adam

2017 [49]

EfficientNetB0, 0.0001 40 256 0.4 Adam

2019 [39]

CoroNet, 0.0001 40 256 0.5 Adam

2020 [9]

Luz et al., 0.0001 40 256 0.5 Adam

2020 [14]

nCOVnet, 0.0001 40 256 0.5 Adam

2020 [15]

To sum up, we speculate that the performance of our

model is stable and consistent on three COVID-19 CXR

image datasets because of three main reasons. First, our

model leverages a smaller size of the filter of the VGG-16

model, which is appropriate to capture interesting regions

of CXR images. Second, the 4th pooling layer used in our

method is more appropriate to CXR images because CXR

images are neither more specific nor more general compared

to ImageNet [23], which has been used to pre-train the

VGG-16 model. Third, we can capture the more interesting

regions of CXR images that bolster the performance while

working with the convolution block.

Table 6 Comparison with other fine-tuned models based on pre-

trained deep learning models using average classification accuracy (%)

and training parameters (in millions) on three datasets (D1, D2, and

D3). Bold emphasis indicate the best results

Method D1(%) D2(%) D3(%) Params

Incep.-V3, 2016 [46] 65.55 83.44 80.95 26

ResNet50, 2016 [35] 62.24 74.15 67.58 36.6

DenseNet121, 2017 [47] 64.61 80.40 75.86 11

Incep.-ResnetV2, 2017 [48] 68.10 83.93 84.35 57

MobileNet, 2017 [49] 67.33 82.35 84.16 7

EfficientNetB0, 2019 [39] 56.03 81.82 72.87 12

Ours (VGG-16) 79.58 85.43 87.49 18

Ours (VGG-19) 74.84 82.83 85.00 21.2
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Table 7 Comparison with recent state-of-the art methods on three

datasets (D1, D2, and D2) using average classification accuracy (%)

and training parameters (in millions). Bold emphasis indicate the best

results

Method D1 (%) D2 (%) D3 (%) Params

CoroNet, 2020 [9] 76.82 80.60 83.41 33

Luz et al., 2020 [14] 47.51 84.29 79.96 4

nCOVnet, 2020 [15] 62.95 70.62 67.67 0.1

Ours (VGG-16) 79.58 85.43 87.49 18

4.4 Convergence analysis

In this subsection, we study the convergence analysis of

our method on three datasets (D1, D2, and D2), which are

shown in Figs. 5, 6, and 7, respectively. To see the stability

of the learning pattern, we increased the epoch from 40 to

60 in our model. Note that, we present the representative

model accuracy/loss plot of one set from each dataset. From

Figs. 5, 6, and 7, we observe that the gap between training

and validation accuracy/loss on D1 is lower than on D2

and D3. Furthermore, we also observe that our method has

converged and shown best-fit on all datasets. Hence, this

result provides an ability to generalize the prediction of

CXR images during classification.

4.5 Class-wise analysis

In this subsection, we perform the class-wise analysis of our

proposed method for all datasets (D1, D2, and D3). For this,

we use precision (3), recall (4), and f-score (5) for each class

on the corresponding dataset, defined as follows:

Precision =
t p

t p + f p
, (3)

Recall =
t p

t p + f n
, (4)

F-score = 2 ×
(Recall × Precision)

(Recall + Precision)
, (5)

where f p, t p, and f n denote false positive, true posi-

tive, and false negative, respectively. The results are listed

in Tables 8 and 9, 10 for D1, D2, and D3, respectively. To

report in the table, we average precision, recall, and f-score

of all five sets on the corresponding dataset. While observ-

ing three tables for three datasets, our method produces the

highest precision for Covid class on two datasets, whereas

this class has second-best precision on third dataset. In the

meantime, our method also imparts significant performance

for other classes in terms of recall and f-score on all datasets.

Furthermore, we also utilize the confusion matrix to

figure out the distribution of predicted images in different

classes, which have been shown in Fig. 8 for D1, D2, and

D3. While looking at the three confusion matrix in the

figure closely, we notice that our method has classified the

images into the corresponding class at a higher rate on the

corresponding dataset.

4.6 Qualitative analysis

In this subsection, we analyze the visual maps produced by

convolution and attention module for five different diseases

(a) (b)

Fig. 5 Model accuracy (a) and loss (b) per epoch of our proposed model on the second set of D1
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(a) (b)

Fig. 6 Model accuracy (a) and loss (b) per epoch of our proposed model on the second set of D2

(a) (b)

Fig. 7 Model accuracy (a) and loss (b) per epoch of our proposed model on the second set of D3

Table 8 Class-wise analysis on D1 using average Precision, Recall,

and F-score. Bold emphasis indicate the best results

Class Precision Recall F-score

Covid-19 0.91 0.77 0.83

No findings 0.90 0.68 0.77

Pneumonia 0.71 0.90 0.79

Table 9 Class-wise analysis on D2 using average Precision, Recall,

and F-score. Bold emphasis indicate the best results

Class Precision Recall F-score

Covid 0.92 0.95 0.93

Normal 0.89 0.95 0.92

Pneumonia Bacteria 0.76 0.87 0.81

Pneumonia Viral 0.84 0.64 0.72
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Table 10 Class-wise analysis on D3 using average Precision, Recall,

and F-score. Bold emphasis indicate the best results

Class Precision Recall F-score

Covid 0.89 0.92 0.90

No findings 0.96 0.96 0.96

Normal 0.86 0.96 0.90

Pneumonia Bacteria 0.79 0.83 0.81

Pneumonia Viral 0.84 0.66 0.74

(covid, no findings, normal, pneumonia bacteria, and pneu-

monia viral). For this, we utilize one of the sets (Set 1) from

dataset D3. Here, we utilize D3 for the qualitative analy-

sis because this dataset has a higher number of categories

compared to the remaining datasets used in our work. The

visualization maps are presented in Fig. 9. By observing the

visualization maps for five different diseases, we notice that

the convolution and attention modules impart the comple-

mentary information that indicates that both information is

equally important for their better separation. Specifically,

we observe that the attention map highlights the defects in

the upper region of the lungs mostly, which can be seen

in the figure for covid, no findings, pneumonia bacteria,

and pneumonia viral disease. Since the attention module

identifies the local salient regions, we believe that it has

detected the local salient regions deteriorated by covid and

other diseases in the top regions of the lungs. Nevertheless,

the convolution map identifies the defects in the lower and

middle regions of the lungs. Since the convolution module

highlights defects in the global region unlike the attention

module, we conjecture that it has detected the salient regions

in multiple parts (lower and middle) of the lungs for the

potential defects. Meanwhile, we notice that normal images

do not have heatmap by both convolution and attention mod-

ule. This is obvious because such images are clear and easily

separable for the classification.

Fig. 8 Confusion matrix on the

second testing split of D1 (a),

second testing split of D2 (b),

and second testing split of D3 (c)

(a)

(c)

(b)

Attention-based VGG-16 model for COVID-19 chest X-ray image classification 2859



Fig. 9 Each row contains the

original CXR image, its

convolution map and its

attention map for the

corresponding disease. The first

row lists for covid, second rows

lists for no findings, third row

lists for normal, forth row lists

for pneumonia bacteria, and fifth

row lists for pneumonia viral

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
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Table 11 Ablative analysis of components on D1 using average classification accuracy and computation complexity, where l, c, s, and k represents

the corresponding layer of deep learning, number of input channels, and spatial size of output feature map, respectively. Bold emphasis indicate

the best results

Component Accuracy (%) Computational complexity

VGG-16 with attention module 45.20 O(2.cl−1.k2
l ) + O(cl−1.s2

l .k2
l )

VGG-16 75.25 O(cl−1.s2
l .cl .k

2
l )

VGG-16 with both attention and convolution module (proposed model) 79.58 O(2.cl−1.k2
l ) + O(cl−1.s2

l .k2
l )+ O(cl−1.s2

l .cl .k
2
l )

4.7 Ablative analysis

In this subsection, we perform an ablative analysis of our

method on D1. For this, we study the contribution of the

attention module, convolution module, and their combina-

tion in our method. To study the contribution of each module,

we utilize the average classification accuracy and computa-

tional complexity, which are listed in Table 11. By observ-

ing the table for average classification accuracy, we notice

that the combination of both modules (attention and convo-

lution) outperforms each module. As a result, we speculate

that, although the attention module is not good while using

alone, it is attributed to bolster the classification perfor-

mance while working jointly with the convolution module.

Meanwhile, we analyze the complexity of each module

(convolution, attention) that has been used in our method.

Let l, c, s, and k represent the corresponding layer of

deep learning, number of input channels, spatial size of the

filter, and spatial size of the output feature map, respec-

tively. First, the convolution module of layer l consumes

O(cl−1.s2
l .cl .k

2
l ) complexity. Note that the VGG-16 model

contains a stack of convolution layers itself and with-

out it, we can not perform classification tasks. Thus,

VGG-16 without additional convolution and attention also

imparts a similar complexity. Second, the attention mod-

ule, which consists of max pooling and average pooling

followed by convolution operation, imparts O(2.cl−1.k2
l ) +

O(cl−1.s2
l .k2

l ) complexity. Importantly, the attention mod-

ule has a lower complexity than the convolution module

because it primarily needs pooling operations. Last, our

combined modules (attention module and convolution mod-

ule) impart the combined complexity of the convolution and

attention module. Note that such computational complexi-

ties are similar to other datasets as well.

5 Conclusion

In this paper, we proposed a novel deep learning model using

attention module on top of VGG-16, called attention-based

VGG-16, to classify the COVID-19 CXR images. We

evaluated our method on three COVID-19 CXR datasets.

The evaluation results indicate that our method is not only

efficient in terms of classification accuracy but also training

parameters. From this result, we can conclude that our

proposed method is more appropriate for COVID-19 CXR

image classification.

However, the performance of our proposed method could

be further improved by the following two techniques. First,

our method does not utilize offline data augmentation tech-

niques in the experiment. Thus, the use of extensive aug-

mentation techniques such as GAN or Convolution Auto-

encoder before training could improve the performance

further. This also helps to increase the number of CXR

images, which results in mitigating the overfitting problem

during the training step. Second, the use of other pre-trained

deep learning models having a smaller filter size could

improve the performance of CXR images. This is because a

smaller filter size helps extract more discriminating ROIs of

CXR images.
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