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[1] In this study, we quantify the contribution of individual large-scale waves to
ionospheric electrodynamics and examine the dependence of the ionospheric
perturbations on solar activity. We focus on migrating diurnal tide (DW1) plus mean
winds, migrating semidiurnal tide (SW2), quasi-stationary planetary wave one (QSPW1),
and nonmigrating semidiurnal westward wave one (SW1) under northern winter
conditions, when QSPW1 and SW1 are climatologically strong. From
thermosphere-ionosphere-mesosphere electrodynamics general circulation model
simulations under solar minimum conditions, it is found that the mean winds and DW1
produce a wave two pattern in equatorial vertical E � B drift that is upward in the
morning and around dusk. The modeled SW2 also produces a wave two pattern in the
ionospheric vertical drift that is nearly a half wave cycle out of phase with that due to
mean winds and DW1. SW1 can cause large vertical drifts around dawn, while QSPW1
does not have any direct impact on the vertical drift. Wind components of both SW2 and
SW1 become large at middle to high latitudes in the E-region, and kernel functions
obtained from numerical experiments reveal that they can significantly affect the
equatorial ion drift, likely through modulating the E-region wind dynamo. The most
evident changes of total ionospheric vertical drift when solar activity is increased are seen
around dawn and dusk, reflecting the more dominant role of large F-region Pedersen
conductivity and of the F-region dynamo under high solar activity. Therefore, the lower
atmosphere driving of the ionospheric variability is more evident under solar minimum
conditions, not only because variability is more identifiable in a quieter background but
also because the E-region wind dynamo is more significant. These numerical experiments
also demonstrate that the amplitudes, phases, and latitudinal and vertical structures of
large-scale waves are important in quantifying the ionospheric responses.
Citation: Liu, H.-L., and A. D. Richmond (2013), Attribution of ionospheric vertical plasma drift perturbations to large-scale
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1. Introduction
[2] Ionosphere-thermosphere (IT) variability is ubiqui-

tous, and a better understanding of the causes of the
variability is an important goal in the study of the space
environment. Perturbations from the lower atmosphere are
probably an important driver of IT variability. According to
the estimate by Rishbeth and Mendillo [2001], lower atmo-
sphere driving could make contributions to day-to-day F2
region variability comparable to geomagnetic forcing under
moderate solar conditions. Atmosphere waves are capable of
vertically transferring momentum and energy from the lower
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to the upper atmosphere, and the wave amplitudes can be
large in the IT region, where the air density is small. The
dominant large-scale waves in the IT system are solar ther-
mal tides, which are generated from tropospheric long-wave
radiative heating, latent heat release, and stratospheric short-
wave (ozone) radiative heating [e.g., Chapman and Lindzen,
1970; Forbes, 1995; Hagan and Forbes, 2002, 2003]. These
tides have been used to explain observed temperature and
density perturbations in the thermosphere [e.g., Akmaev
et al., 2009; Miyoshi et al., 2009; Akmaev et al., 2010; Lei
et al., 2011]. Tides can also affect the ionosphere by per-
turbing the wind dynamo and plasma/neutral transport [e.g.,
Richmond and Roble, 1987; Fesen et al., 2000; Millward
et al., 2001]. The observed four-peak longitude structure in
the equatorial ionospheric anomaly (EIA) is thought to be
a signature of nonmigrating diurnal eastward propagating
wave three tide [Sagawa et al., 2005; Immel et al., 2006;
Hagan et al., 2009; Wan et al., 2008]. Various nonmigrat-
ing tides have also been shown to propagate into the upper
thermosphere [e.g., Häusler et al., 2010].
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[3] Traveling planetary waves (TPWs) have been thought
to be another driver of ionospheric variability, because the
latter often displays periodicities that coincide with the TPW
periods [e.g., Ito et al., 1986; Pancheva and Lysenko, 1988;
Laštovička and Pancheva, 1991; Chen, 1992; Canziani,
1994a; Altadill and Apostolov, 2001; Haldoupis et al., 2004;
Fagundes et al., 2005; Xiong et al., 2006; Chang et al.,
2011; Liu et al., 2012]. Although some of the ionospheric
oscillations with periods that are subharmonics of 27 days
have been shown to be caused by solar coronal holes and
high-speed solar wind streams [Lei et al., 2008], TPWs are
still a viable mechanism for producing IT variability. For
example, ultra-fast Kelvin waves can penetrate to the mid-
dle thermosphere and have been shown numerically and
observationally to cause thermospheric density variations
of �10%, and total electron content (TEC) variations of
10–15% during the day and 15–20% at night [Forbes, 2000;
Takahashi et al., 2007; Chang et al., 2010; England et al.,
2012]. The quasi-2 day wave (QTDW) is a large recurring
wave in the mesosphere and lower thermosphere and has
been extensively studied observationally, analytically, and
numerically. The QTDW causes large wind perturbations
in the mesosphere/mesopause region and in the equatorial
lower thermosphere [Wu et al., 1993; Ward et al., 1996;
Limpasuvan et al., 2005; Niciejewski et al., 2011], with
a large mesosphere/mesopause amplitude due primarily to
wave amplification from baroclinic/barotropic instability
near the summer mesopause and a large equatorial lower
thermosphere amplitude due to vertical propagation and
amplitude growth under favorable wind conditions and/or
possible gravity wave forcing [Plumb, 1983; Palo et al.,
1999; Liu et al., 2004; Yue et al., 2012a]. Likewise, a quasi-
2 day oscillation (QTDO) of the ionosphere is sometimes a
prominent feature, and its possible connection with QTDW
has been suggested by observational and statistical stud-
ies [Ito et al., 1986; Chen, 1992; Canziani, 1994a; Forbes
et al., 1997; Forbes and Zhang, 1997; Gurubaran et al.,
2001; Takahashi et al., 2005; Pancheva, 2006; Pancheva
et al., 2006; Pedatella and Forbes, 2012]. In particular,
Pancheva et al. [2006] examined the longitude wave num-
bers and amplitudes of neutral atmosphere QTDW in
mesosphere/lower thermosphere and QTDO in geomagnetic
perturbations, and found that, although the wave numbers
of the two might not be inconsistent with each other dur-
ing the observation period, the amplitude increase of QTDO
does not seem to correspond to QTDW change. They pro-
posed that nonlinear modulation of tides by QTDW might
play an important role in causing geomagnetic QTDO.
Using thermosphere-ionosphere-mesosphere electrodynam-
ics general circulation model (TIME-GCM) simulations,
Yue et al. [2012b] demonstrated that QTDW winds perturb
the E-region dynamo and thereby the F-region plasma den-
sity, total electron content (TEC), and the equatorial iono-
spheric anomaly (EIA). Modulation of tidal amplitude by
QTDW is not evident in their numerical simulations.

[4] Quasi-stationary planetary waves (QSPWs) are the
most dominant planetary waves in the winter stratosphere
and mesosphere. Apart from causing perturbations of the
temperature and wind (and thus of the polar vortex), they
exert westward forcing on the mean flow and drive a
poleward circulation in the stratosphere. The QSPWs are
usually confined to middle to high latitudes below the

winter mesopause by critical layers formed by wind rever-
sal, though forcing by filtered gravity waves may cause in
situ generation of QSPWs in the winter thermosphere at
high latitudes [Smith, 1997]. Under favorable conditions, the
QSPWs (most often waves one and two) and their west-
ward forcing can dramatically increase in a short period of
time, slow down, or even reverse the winter stratospheric
jet, enhance the poleward circulation, and cause large adi-
abatic heating in the downward branch of the circulation
cell. This is the mechanism proposed by Matsuno [1971]
to explain the stratospheric sudden warming (SSW), first
discovered observationally by Scherhag [1952]. The weak-
ening/reversal of the stratospheric jet allows more eastward
gravity waves to propagate into the mesosphere and lower
thermosphere, where their forcing changes the circulation
and thermal structure [Holton, 1983; Liu and Roble, 2002].
Gravity wave effects up to the upper thermosphere and
F-region during SSW are examined by Yiǧit and Medvedev
[2012]. The middle and upper atmosphere wind and ther-
mal structures at lower latitudes and in the opposite hemi-
sphere also show teleconnection patterns during the warm
stratospheric anomalies (including but not limited to SSW),
probably due to a combination of flow continuity, associated
changes of latitudinal temperature gradient (thus thermal
winds) at lower latitudes and in the opposite hemisphere,
and changes of planetary-wave and gravity-wave propaga-
tion and forcing [Becker and Schmitz, 2003; Becker et al.,
2004; Becker and Fritts, 2006; Karlsson et al., 2007, 2009a,
2009b; Xu et al., 2009; Gumble and Karlsson, 2011; Espy
et al., 2011; Tan et al., 2012]. The temperature in the upper
thermosphere may also change during SSW, though it could
be challenging to separate the SSW effects from solar and
geomagnetic driving [Liu et al., 2011; Fuller-Rowell et al.,
2011a].

[5] Both migrating and nonmigrating tides can change,
through nonlinear interaction with planetary waves and/or
due to mean wind change [Teitelbaum and Vial, 1991;
Canziani, 1994b; Hagan and Roble, 2001; Palo et al.,
1999; Liu and Roble, 2002; Liu et al., 2007; Chang et al.,
2009, 2011; Pedatella et al., 2012a]. Correlation analysis
by Lieberman et al. [2004] suggests that the most promi-
nent nonlinear interaction between QSPW1 and the diurnal
migrating tide is occurring in the upper stratosphere/lower
mesosphere, where QSPW1 peaks. Such changes are impor-
tant for understanding short-term IT variability, including
the variability during SSWs. Mounting observational evi-
dence indicates that the ion and electron temperatures,
TEC, ion drifts, EIA, and current system are perturbed
during SSWs, and these perturbations often bear tidal peri-
ods, suggesting changes in tidal amplitudes and phases
[e.g., Goncharenko and Zhang, 2008; Chau et al., 2009;
Goncharenko et al., 2010a, 2010b; Yue et al., 2010;
Pancheva and Mukhtarov, 2011; Pedatella and Forbes,
2010; Chau et al., 2012; Yamazaki et al., 2012b; Lin
et al., 2012]. Mechanistic simulation using the TIME-GCM
shows that ionospheric vertical drift and plasma density
are perturbed, resulting from modulation of the E-region
wind dynamo by migrating and nonmigrating tidal changes
when a large QSPW1 is introduced under solar minimum
conditions [Liu et al., 2010a]. From NOAA Whole Atmo-
sphere Model (WAM) event simulations and National Cen-
ter for Atmospheric Research (NCAR) Whole Atmosphere
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Community Climate Model (WACCM) ensemble simula-
tions, it is found that solar tides, especially the migrating
semidiurnal and terdiurnal tides, can change significantly
during SSWs and can result in ionospheric changes
[Fuller-Rowell et al., 2010; Pedatella et al., 2012b; Jin
et al., 2012]. Apart from tidal interaction with mean winds
and QSPWs, an ozone increase during SSWs has been sug-
gested to result in a migrating semidiurnal tidal increase
[Wu et al., 2011; Sridharan et al., 2012; Goncharenko et al.,
2012]. By assimilating weather data in WAM and coupling
it to an ionosphere electrodynamics model, Fuller-Rowell
et al. [2011b] have been able to produce vertical drift
changes that are comparable with ionospheric observations
during the 2009 SSW event.

[6] In addition to changes of solar tides, strong signa-
tures of the lunar semidiurnal tide have been identified
in the ionospheric equatorial electrojet and vertical drift
[Fejer et al., 2010, 2011; Park et al., 2012; Yamazaki
et al., 2012a] and in thermospheric temperature and density
[Forbes and Zhang, 2012] during SSW events. Stening et al.
[1997] found that the wind and temperature changes in the
stratosphere and mesosphere during SSWs could lead to
enhancement of the lunar semidiurnal tide from numerical
experiments using the Global Scale Wave Model (GSWM).
A recent study by Forbes and Zhang (submitted manuscript,
2012) showed that the M2 lunar semidiurnal tide can
undergo resonance amplification with wind changes caused
by SSW. With the M2 lunar tide included in WACCM and
its thermosphere extension (WACCM-X), Pedatella et al.
[2012b] performed ensemble model simulations and found a
statistically significant increase of the M2 tide during SSW.
Moreover, by driving the Global Ionosphere-Plasmasphere
model [Millward et al., 2001] using thermospheric inputs
from WACCM-X, Pedatella et al. [2012b] obtained iono-
spheric vertical drift perturbations that are similar to the
observed lunar tidal signature.

[7] It is interesting to note that many observations of
the ionospheric responses to lower atmospheric events like
SSWs have been reported during the recent solar mini-
mum period. Partly because the ionospheric state is gen-
erally quiet relative to periods under more active solar
and geomagnetic conditions, it would be easier to iden-
tify and isolate signatures from lower atmosphere driving.
Even under undisturbed conditions, there are some notable
differences between the ionospheric climatology under dif-
ferent solar conditions. For example, ionospheric vertical
drifts above Jicamarca display much stronger pre-reversal
enhancement (PRE) around dusk, stronger downward drifts
at night, weaker upward drifts in the morning, and stronger
upward drifts in the afternoon under solar maximum con-
ditions than solar minimum conditions for geomagneti-
cally quiet periods [Scherliess and Fejer, 1999]. Consistent
with this climatology, observations by the Communication/
Navigation Outage Forecasting System (C/NOFS) also show
that during the recent extended solar minimum period,
vertical drifts can become upward around midnight and
around dawn, and downward in the afternoon [Stoneback
et al., 2011; Pfaff et al., 2010]. Stoneback et al. [2011]
suggested that tides may be responsible for these features
under solar minimum conditions. Fejer et al. [2011] also
found stronger ionospheric responses to SSWs under lower
solar activity from multiple years of observations, but

Yamazaki et al. [2012a] found no clear solar activity
dependence.

[8] There is clearly a need to better understand and quan-
tify the contribution of each wave component to ionospheric
variability, its dependence on the amplitude, phase, and
global spatial structure of the wave component, and its
dependence on solar activity. A mechanistic study of the
ionospheric responses to tides in the presence of a QSPW1
under solar minimum conditions was performed by Liu et al.
[2010a]. Here we build on that study and attribute the equa-
torial ionospheric responses to migrating diurnal (plus mean
winds), semidiurnal, nonmigrating semidiurnal westward
propagating wave one components, and QSPW1. Because
the wind perturbations of the migrating and nonmigrating
semidiurnal components become large at middle to high lat-
itudes, we further quantify the latitudinal distribution of the
wave effects in the equatorial ionosphere. We also examine
whether and how the ionospheric responses to these wave
perturbations change when solar activity changes. As in Liu
et al. [2010a], the current study is intended as a mechanistic
study to understand the coupling process and various factors
that can affect the coupling process. Only a limited but rep-
resentative set of waves are used to elucidate the analysis
and to demonstrate the complex dependence of ionospheric
responses on the waves components, their spatial structures,
and solar activity.

[9] The TIME-GCM, the design of numerical experi-
ments, and the analysis method are described in section 2. In
section 3, we examine the contribution of each wave com-
ponent to the ionospheric vertical plasma drift (section 3.1),
the contribution of semidiurnal tides (migrating and non-
migrating) at different latitudes to the equatorial vertical
plasma drift (section 3.2), and the dependence of ionospheric
responses to solar activity (section 3.3). Section 4 gives a
summary and conclusions.

2. Numerical Experiments and Analysis Method
2.1. Numerical Experiments Using NCAR TIME-GCM

[10] The NCAR thermosphere-ionosphere-mesosphere
electrodynamics general circulation model (TIME-GCM) is
used for this study. The TIME-GCM is a time-dependent,
three-dimensional model that solves the fully coupled, non-
linear, hydrostatic, thermodynamic, and continuity equations
of the neutral gas self-consistently from the upper strato-
sphere to the thermosphere. It combines all previous features
of the NCAR thermosphere and ionosphere GCMs, includ-
ing the self-consistent, fully coupled thermosphere and iono-
sphere, and electrodynamics driven by the circulation [Roble
et al., 1988; Richmond et al., 1992; Roble and Ridley,
1994]. The TIME-GCM predicts global winds, temperature,
major and minor species composition, electron and ion den-
sities and temperatures, and the ionospheric dynamo electric
field. The regular horizontal resolution of the TIME-GCM
is 5ı � 5ı, and the upper boundary of the model for this
study is set at 4.6 � 10–10 hPa, two-scale heights higher than
the usual upper boundary of the TIME-GCM. There are 49
pressure surfaces from 10 hPa (�30 km height) to the upper
boundary with a vertical resolution of one-half scale height.
The input parameters for the TIME-GCM are solar EUV and
UV spectral fluxes, parameterized by the solar flux index at
10.7 cm wavelength (F10.7), auroral electron precipitation
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by hemispheric power [Roble and Ridley, 1987], ionospheric
convection driven by the magnetosphere-ionosphere cur-
rent system [Heelis et al., 1982], and the amplitudes and
phases of migrating tides from the lower atmosphere spec-
ified by the Global Scale Wave Model (GSWM) [Hagan
et al., 1999]. Gravity wave effects are parameterized based
on the linear saturation theory of Lindzen [1981] up to the
lower thermosphere. The details of the model and compari-
son of model results with observations can be found in Roble
[2000] and the references therein.

[11] In TIME-GCM simulations, the lower boundary is
specified without or with a QSPW perturbation. The base
case without QSPW is a climatological simulation for the
period of January–March, and the only planetary scale per-
turbations specified at the lower boundary of the model are
migrating tides from GSWM [Roble, 2000, and references
therein]. In the control case, an idealized QSPW with zonal
wave number one is specified at the lower boundary through
geopotential height perturbation in addition to the tides. This
simulation starts on day number 15, and the amplitude of
the QSPW is ramped up using a Gaussian function with a
characteristic time of 7 days and peak on day 30. The wave
amplitude is kept at the peak value for 10 days before being
ramped down using the same Gaussian function. The ampli-
tude of the wave is specified over northern latitudes, with the
geopotential height perturbation peaking at 60ıN (2500 m
during day 30–40). This is somewhat larger than the climato-
logical wave amplitude at this altitude. The reason for using
this large wave amplitude is to counter the unrealistic decay
of the forced waves near the lower boundary in TIME-GCM.
It should be noted that to introduce more realistic meteoro-
logical forcing in specific case studies; specification of lower
boundary condition could be problematic. Constraining the
model over a range of altitudes is needed, as discussed by
Liu et al. [2013]. The phase of the wave is somewhat arbi-
trarily set to 140ıW. The F10.7 index is set at 70 sfu (solar
flux unit), and the geomagnetic activity is low, with the
hemispheric power, cross-tail potential, and southward inter-
planetary magnetic field Bz (inputs to the auroral model and
Heelis model) set to 10 GW, 30 kV, and 0, respectively.

2.2. Attribution Method
[12] One purpose of the current study is to quantify the

contribution of various wind components to the electric field.
The electric potential equation can be written as [Richmond,
1983]

r � (� � rˆ) = r � (� � (v � B)) =
X

j

r � (� � (vj � B)) (1)

where � is the electric conductivity tensor, ˆ is the electric
potential, v is the neutral wind vector, and B is the geo-
magnetic field vector. In the rightmost equation, the wind is
decomposed into various components. This decomposition
could be spectrally (by wave components) and/or spatially
(over altitudes or latitudes), so that we can study the con-
tribution to the electric potential by wind fields from the jth
wave component and/or spatial domain

r � (� � rˆj) = r � (� � (vj � B)) (2)

[13] In order to have
P

jˆj = ˆ, we disregard changes in
� due to the tides by running the model one step forward,

using the decomposed winds in the wind dynamo module.
We run a base case that includes only zonal mean winds and
migrating diurnal tide, and then obtain ˆj for all other wind
components by adding that wind component to the base case,
solving for the potential, and then subtracting the base case
potential.

2.3. Physical Interpretation of Neutral Wind Impact
on Dynamo

[14] The electric field E is the negative gradient of the
potential ˆ. The associated E � B plasma drift velocity
is VE = –rˆ � B/B2. Under the TIME-GCM assumption
that geomagnetic-field lines are equipotential, owing to the
very large conductivity parallel to B, rˆ in (1) is there-
fore equal to VE � B. This has an important implication:
If a component of wind velocity vj is of a form that sat-
isfies the physical constraints of the E � B velocity, that
is, if the component vj? perpendicular to B is practically
constant along B and divergence-free (apart from variations
along field lines due to variations of B), then a solution of
(2) is simply VE = vj?: The plasma drift velocity equals
the component of wind velocity perpendicular to B. This
would require uniformity of vj? not only along field lines
within the ionosphere of one hemisphere but also between
conjugate hemispheres. Although thermospheric winds do
not in general satisfy such constraints, there is nonetheless
a tendency for the plasma drift velocity partially to fol-
low the wind, in particular the field line-averaged wind as
weighted by the Pedersen conductivity. The condition that
VE must be approximately divergence-free means that the
plasma drift velocity cannot entirely follow a wind whose
component perpendicular to B has divergent or convergent
regions. In this case, plasma velocities beyond the wind
region will be influenced, in order to attain a pattern of VE

that is divergence-free overall. In particular, the influence of
poleward or equatorward midlatitude winds can extend to
the magnetic equatorial region, producing poleward/upward
or equatorward/downward plasma drifts there.

3. Analysis and Discussion
3.1. Contribution of Wave Components to Ionosphere
Plasma Drift

[15] We first examine the contribution of various wave
components to the dynamo electric fields. The winds are first
decomposed into the most prominent components, which
in the current, numerical experiments are the zonal mean,
migrating diurnal (DW1), semidiurnal (SW2), nonmigrat-
ing semidiurnal westward propagating wave one (SW1), and
QSPW1. The sources of the tidal components include forc-
ing at the TIME-GCM lower boundary as well as diurnally
varying solar heating of the ozone layer and of the thermo-
sphere. Nonlinear interactions of the tides with the QSPW1
are important, especially for the generation of the SW1 com-
ponent. Because the role of mean winds and DW1 (and
day-night variation) on the ionospheric dynamo is relatively
well understood, these two components are not considered
separately in this analysis, but rather are combined to form
a base case, which we call “Background+DW1.” Figure 1
shows the vertical component of the E � B drift (referred
to as vertical drift in this paper) at the geographic equator
(2.5ıN) from these experiments. The mean and DW1 winds
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Figure 1. Vertical plasma drifts at 2.5ıN and UT1000 on
day 31 from TIME-GCM simulations with mean winds and
DW1 (solid line); mean winds, DW1 and SW2 (dotted line);
mean winds, DW1 and SW1 (dashed line); and mean winds,
DW1 and QSPW1 (dash dotted line).

cause upward vertical drift between dawn and �LT 1400
and also around dusk, and downward drift in the afternoon
and around midnight (�LT 2200 to 0400). The magnitude of
the upward drift goes up to about 10 ms–1 at both dawn and
dusk, and the downward drift at night can also reach 10 ms–1,
while it is weak in the afternoon. The late-morning upward
drift is much smaller than the solar-minimum climatologies
presented by Scherliess and Fejer [1999] and Stoneback
et al. [2011], which peak around 20 ms–1. Since those
climatologies differ considerably in the afternoon and at
night, we do not have a clear observational reference for the
entire day.

[16] When SW2 is added to the wind, the vertical drift
becomes downward in the morning and upward in the after-
noon (dotted line in Figure 1). At dusk and in the evening,
the vertical drift is rather weak. These changes indicate that
the semidiurnal migrating tide in the model produces ver-
tical drifts that are out of phase with those caused by the
mean and DW1 winds. It is noteworthy that in the model,
SW2 acts to suppress the pre-reversal enhancement (PRE)
caused by mean and DW1 winds. Although the addition
of the SW2 winds slightly increases the magnitude of the

peak upward drift at day, the magnitude of this peak is
still much smaller than that seen in the climatologies of
Scherliess and Fejer [1999] and Stoneback et al. [2011], and
the peak occurs about 3 h later than in the climatologies. This
is probably caused by an incorrect representation of the SW2
phase in the thermosphere. By comparing with the SW2
phase determined from measurements by the Wind Imag-
ing Interferometer (WINDII) [McLandress et al., 1996], it
is found that the model SW2 phase lags the observation by
2–4 h between 100–110 km at 35ıS (and the SW2 amplitude
is underestimated by the model). Nonetheless, the modeled
effects of the SW2 on the ionosphere can illustrate qualita-
tively possible influences of this tide. When SW1 is included
along with mean and DW1 winds, there is an upward verti-
cal drift change between LT 0400 and 1200 and a downward
change between LT 1700 and 0400. The upward change
peaks around dawn (70ıW), with an upward drift reach-
ing 30 ms–1; and the downward change peaks at LT 0100
(130ıW), with a downward drift of 17 ms–1. So at this UT
(1000), the SW1 enhances the vertical drift caused by DW1.
It should be noted that because SW1 is a nonmigrating com-
ponent, its relative phase will be different from the migrating
components at different universal times, as can be seen from
Figure 4 of Liu et al. [2010a]. It is also evident from Figure 1
that in the model, QSPW1 does not contribute to vertical
drift change in any significant way.

[17] To further elucidate the contribution from these
waves, longitude/latitude maps of vertical drifts caused
by mean and DW1 winds, SW2 and SW1 are shown in
Figures 2a, 2b, and 2c, respectively. Between 50ıS and
50ıN, the local time dependence of the vertical drift is quite
uniform across latitudes, similar to that at the equator. At
dawn, the maximum upward drifts (10–15 ms–1) are located
on both sides of the magnetic equator, and the PRE peaks
at the magnetic equator. Considering the weak downward
drift in the afternoon sector, the vertical drift from mean
and DW1 winds displays a wave number two structure in
longitude. The SW2 component also produces a wave num-
ber two structure in vertical drift (Figure 2b), but the phase
is opposite to that due to DW1 at most longitudes: down-
ward in the morning sector and around dusk, and upward
in the afternoon and around midnight. The peaks of the
vertical drift perturbation due to SW2 track the geomag-
netic equator, with amplitude between 10 and 15 ms–1. It
is noted that the SW2 component in the equatorial vertical
drift peaks at LT 0200/LT 1400. This is similar to the recent

(a) (b) (c)

Figure 2. Vertical plasma drifts at UT1000 on day 31 from TIME-GCM simulations with (a) mean
winds and DW1, (b) SW2 only, and (c) SW1 only. Contour intervals: 4 ms–1. Solid line: upward drift.
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(a) (b) (c)

Figure 3. Meridional wind components at �121 km and UT1000 on day 31 from TIME-GCM
simulations: (a) mean and DW1, (b) SW2, and (c) SW1. Contour intervals: 5 ms–1. Solid line:
northward drift.

tidal decomposition study of TEC from the Constellation
Observing System for Meteorology, Ionosphere and Climate
(COSMIC) measurements by Chang et al. [2013]. They
found that the equatorial ionosphere anomaly (EIA) has a
large SW2 component, and the phase of the EIA is LT 0100–
0200 at longitudes where the EIA is strong. Because the rate
of development of the EIA is closely tied to the equatorial
vertical drift, the EIA strength tends to be strongly related to
the vertical drift, with a 1–2 h lag [Stolle et al., 2008; Jose
et al., 2011]. The observed timing of the EIA strength again
suggests that the phase of the modeled SW2 winds may
be 1–3 h later than the actual winds. Additional sensitivity
experiments have been performed where the amplitude and
phase of SW2 are altered. Doubling of SW2 amplitude at the
lower boundary leads to enhanced responses in the vertical
drift, although the SW2 amplitude increase is nonuniform in
latitude or in altitude, probably due to the varying wind and
temperature background. And when the phase of SW2 tidal
winds is shifted, the phase of the vertical drift perturbations
shifts accordingly (not shown). Therefore, the vertical drift
perturbations depend sensitively on the amplitude and phase
of SW2, as expected from the linear dependence of wind
electric potential on the neutral winds (equation (1)).

[18] The vertical drift perturbation caused by SW1 is most
prominent around dawn, with upward drift between LT 0400
and noon. It also causes weak downward drift at low to
midlatitudes in early afternoon, and then stronger downward
drift between 50ıS and 50ıN after LT 1800. At dawn, the
upward drift can reach 18 ms–1, and it peaks on both sides of
the magnetic equator. It also extends well into high southern
latitudes.

[19] As found by Liu et al. [2010a], both zonal and merid-
ional winds in the ionospheric E-region contribute to the
perturbations of vertical ion drift when a planetary wave
is introduced. Figure 3 shows the meridional winds of the
mean and DW1 component and of the SW2 and SW1 com-
ponents at �121 km, where both the Hall and Pedersen con-
ductivities are large. The winds due to DW1 are poleward
during the day and equatorward at night. The SW2 amplitude
is larger in the northern hemisphere, and its phase displays
a poleward-westward tilt in the winter hemisphere and is
approximately constant in latitude (at any given longitude) in
the summer hemisphere. This agrees with the SW2 structure
from the Global Scale Wave Model (GSWM) [Hagan et al.,
1999]. SW2 from the TIMED Doppler Interferometer (TIDI)

measurement also shows a larger amplitude in the northern
winter hemisphere and phase shift to earlier local times
from the southern hemisphere to the northern hemisphere at
December solstice [Wu et al., 2011]. The detailed SW2 phase
structure from TIDI is quite complex and varies from year
to year. In most years, the phase in the lower thermosphere
is uniform over southern latitudes, and more variable over
equatorial and northern latitudes. At �121 km, the model
SW2 meridional winds in the summer hemisphere and win-
ter hemisphere up to �40ıN are equatorward roughly from
sunrise to noon and in the evening, and poleward from
midnight to dawn and in the afternoon. As discussed in
the previous section, winds in the region of considerable
Pedersen conductivity have a tendency to drag the iono-
spheric plasma along through the E � B drifts they generate.
As a consequence, the daytime equatorward winds tend to
produce equatorward/downward meridional plasma motions
at low latitudes, while the daytime poleward winds tend to
produce poleward/upward plasma motions at low latitudes.
This at least partially contributes to the out of phase behavior
of vertical drifts seen in Figure 2.

3.2. Contributions to Ionosphere Plasma Drift From
Waves With Large Amplitudes at Higher Latitudes

[20] The SW2 winds maximize at middle to high lati-
tudes, as seen in Figure 3, and so does the change of SW2
when the QSPW is introduced [Liu et al., 2010a, Figure 1].
The SW1 meridional winds are also strongest at high lati-
tudes, especially in the summer hemisphere. Similar features
were found in a study by Chang et al. [2009] examining
wave variability during the 2002 southern hemisphere SSW.
Because previous works have mainly focused on contribu-
tion of atmospheric waves to the ionospheric dynamo at
equatorial latitudes, it is worth examining the contributions
from waves with large magnitudes at higher latitudes (e.g.,
SW2 and SW1). And since the SW2 and SW1 winds are
asymmetric with respect to the equator, it is also desirable
to discern the contributions by the waves from the northern
and southern hemispheres.

[21] To quantify the contributions, single step TIME-
GCM simulations are made by introducing the winds from
a specific wave component (SW2 or SW1) at only one lat-
itude for each simulation. The simulations are repeated for
all latitudes. Zonal mean and DW1 winds are included in all
the simulations, but their contribution to the electric field is
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Figure 4. Vertical drift perturbations due to SW2 winds introduced at (a) 52.5ıN, (b) 2.5ıN, and (c)
52.5ıS. The vector winds of SW2 at these latitudes are also plotted. Contour intervals: 0.1 ms–1 in
Figures 4a and 4b, 0.5 ms–1 in Figure 4c.

then subtracted out. From these simulations, we can numeri-
cally obtain the kernel function for determining the effects of
winds at each latitude on the vertical drift change at specific
latitudes (e.g., at the equator).

[22] Figures 4a–4c show the vertical drift perturbations
caused by SW2 winds at 52.5ıN, 2.5ıN, and 52.5ıS. By
comparison of these three plots, it is clear that the SW2
winds at 52.5ıS cause the largest general responses, reach-
ing 1 ms–1 (upward) and 1.5 ms–1 (downward) near the
geographic equator, while the vertical drifts from the SW2
wind at the equator are the weakest. The phases of the
vertical drift perturbations from SW2 winds at these lat-
itudes are also different. The vertical drift perturbations
due to winds at 52.5ıS are largest around dawn: upward
between �2300 and 0500 LT (170–90ıW) and downward
between �0500 and 1000 LT (90ıW–0). The vertical drift
perturbations due to winds at the equator, on the other
hand, display a clear semidiurnal/wave number two pattern,
with upward drifts between �0200–0700 LT (120–45ıW)
and �1300–1800 LT (45–120ıE) and downward drifts at
other local times (longitudes). The SW2 winds at 52.5ıN
also cause a semidiurnal/wave number two pattern in the
vertical drift perturbations, with different phases: upward
drifts between �2100–0200 LT (165ıE–120ıW) and
�0700–1400 LT (45ıW–60ıE), and downward at other local
times (longitudes).

[23] The contribution to the equatorial vertical drift per-
turbations from SW2 winds at each latitude is more com-
pactly shown in Figure 5. The y axis in the plot is the latitude
where SW2 winds are turned on in the dynamo solver (set
to zero at other latitudes), and the equatorial vertical drift
caused by the SW2 winds at this specific latitude is plot-
ted in the figure. The total equatorial vertical drift at any
longitude (local time) is just the sum of the values taken
at 5ı latitude steps for that longitude (5ı being the TIME-
GCM latitude grid spacing). The semidurnal/wave number
two structures in the vertical drift contribution are most visi-
ble on both sides of the magnetic equator, with peaks located
at 20–40ı magnetic latitudes. The largest contribution to
the vertical drift comes from SW2 winds at �50ıS (about
40ıS magnetic latitude) near dawn (South America sector).
At a specific longitude, the contribution to the vertical
drift perturbation from different geographic latitudes may
be mutually enhancing or weakening, indicating the intri-
cate dependence on the amplitude, phase, and hemispheric
asymmetry of SW2.

[24] As mentioned earlier, the largest wind components
of SW1 occur at high latitudes, especially in the summer
hemisphere in our numerical experiments. In particular, the
maximum meridional wind amplitude is at or near the poles,
so that SW1 constitutes a strong cross-polar flow: the flow
poleward of �40ıS crosses from the dayside into the night-
side over the South Pole, and the flow poleward of �60ıN
from the dawnside to the duskside over the North Pole.
The southern-hemisphere SW1 meridional wind is generally
in phase with the DW1 meridional wind. This fact, along
with the in-phase relation between the drifts from DW1 and
SW1, suggests that SW1 reinforces the DW1 influences on
the E-region wind dynamo in this simulation at this univer-
sal time. It also suggests that the contribution comes mainly
from winds at middle to high latitudes (especially in the
southern hemisphere where the SW1 winds are stronger,
according to Figure 3c), given that the meridional and zonal
winds of SW1 are relatively weak at low latitudes.

[25] Figures 6a–6c show the vertical drift perturbations
caused by SW1 winds introduced at 52.5ıN, 2.5ıN, and
52.5ıS. It is clear that SW1 winds at 52.5ıS cause the
largest global responses. Locally, at 52.5ıS, the vertical
drift can increase by several meters per second. At lower

Figure 5. Contribution to the equatorial vertical drift
perturbations from SW2 winds at all geographic lati-
tudes. Contour intervals: 0.25 ms–1. Solid line: upward
drift contribution.
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Figure 6. Similar to Figure 4, but for SW1 component.

latitudes, the increase of vertical drift in the upward direc-
tion reaches 2 ms–1 in the early morning sector. The vertical
drifts also change at higher northern latitudes, at the geomag-
netic conjugate points of the winds at 52.5ıS. The vertical
drift magnitudes at the northern conjugate points appear
smaller than those in the south due to interpolation of the
electric potential from the geomagnetic grid to the north-
ern geographic grid points in the TIME-GCM. The vertical
drift perturbations by winds from 52.5ıN and 2.5ıN are
much smaller (0.2–0.3 ms–1). This probably results from a
combination of the strong winds and large conductivities
in the Southern Hemisphere. The latitudinal distribution of
the contribution to the vertical drift change at the equa-
tor is shown in Figure 7. It is evident from this plot that
the main contribution to the vertical drift perturbations at
the equator is from wind dynamo processes associated with
SW1 poleward of 30ıS. The largest upward drift contri-
bution of about 2.25 ms–1 is between LT 0500 and 0600
at 60ıS, and the largest downward drift contribution of
1 ms–1 is found around midnight between 50 and 60ıS.
The drift contribution displays a westward tilt and a wave
number one structure, consistent with the SW1 winds. In
particular, the zero vertical drift generally tracks the zero
meridional wind of SW1 (Figure 3), with upward/downward
drifts corresponding to poleward/equatorward flows.

[26] From comparing Figure 5 with Figure 3b and
Figure 7 with Figure 3c, it is clear that the poleward winds
tend to produce poleward/upward E � B drifts that extend to
the magnetic equator due to the incompressibility of E � B
flow, and that equatorward winds tend to produce equator-
ward/downward drifts. These results suggest that Pedersen
currents associated with the E-region wind dynamo at higher
latitudes may play an important role in modulating the elec-
tric field and ion drifts at low latitudes. We already discussed
how the plasma drifts have a tendency to follow the wind in
the region of large Pedersen conductivity, and how the drifts
can extend beyond the wind region all the way to the mag-
netic equator in order to maintain divergence-free plasma
flow. Another way to consider this effect is in terms of Peder-
sen currents and the polarization electric fields they induce.
Poleward/equatorward winds can induce westward/eastward
Pedersen currents and thus polarization electric fields in the
opposite directions (i.e., eastward/westward electric fields).
These changes in electric field can map down to lower
latitudes and modulate the electrodynamics there (as also
seen in Figure 6c). It is noted that, while the vertical
drift perturbations are usually larger around dawn and dusk

[cf. Liu et al., 2010a, Figure 4], they are especially large in
the early morning around 70ıW. The Pedersen currents con-
verge as the meridional wind changes from equatorward to
poleward (in the eastward direction) and diverge with the
opposite change. Therefore, the buildup of positive polariza-
tion charges is stronger in the former case, and the buildup of
negative charges is stronger in the latter case. Furthermore,
the geomagnetic equator is close to �12ıS geographic lati-
tude at 70ıW. The large wind and wind changes associated
with SW1 are thus located at a lower geomagnetic latitudes,
where they can affect the equatorial drift more strongly.
The fact that near 70ıW the ionosphere at 52.5ıS is sunlit in
January, while the northern magnetic conjugate region is not,
means that Pedersen conductivity at the northern conjugate
region is too small to short out electric fields generated in the
southern hemisphere, allowing these fields to be particularly
strong. Liu et al. [2010a] also demonstrated how the electric
fields can be enhanced around the terminators.

3.3. Dependence on the Solar Activity
[27] The model simulations discussed earlier in this paper

and in Liu et al. [2010a] are under solar minimum and geo-
magnetically quiet conditions. To study the dependence of
the ionospheric effects of planetary waves (PWs) on solar
activity, we conduct numerical experiments under solar max-
imum conditions. The numerical experiment setups are the
same as those described in Liu et al. [2010a], except the

Figure 7. Similar to Figure 5, but for SW1 component.

2459



LIU AND RICHMOND: IONOSPHERIC RESPONSES TO WAVES

(a) (b)

Figure 8. Vertical drifts at 70ıW and 7.5ıN from simulations under (a) solar maximum and (b) solar
minimum conditions without (dotted line) and with (solid line) QSPW1.

F10.7 solar flux index is now set to 200 sfu. The QSPW1
specified at the lower boundary of the model is identical to
that used in the earlier experiment. Figure 8 compares the
vertical drifts at the equator from the simulations without
and with QSPW1 under solar maximum and solar mini-
mum conditions. The change of the vertical drift when the
QSPW is introduced displays clear diurnal and semidiur-
nal periods under both solar conditions, with increases near
dawn and dusk, and decreases around noon. The magnitude
of the change around dawn to noon, however, is smaller
under solar maximum conditions. It is about half of the
change in the solar minimum experiment (from �40 ms–1 to
�20 ms–1 at dawn, and � –10 ms–1 to � –5 ms–1 at noon).
The magnitude of the changes around dusk are similar to
those in the solar minimum experiments (5 ms–1). Since the
PRE becomes prominent under solar maximum conditions,
the vertical drift increases are clearly reflected in the PRE
enhancement.

[28] The solar dependence of the ionospheric response to
PWs probably reflects primarily the dependence on iono-
spheric electric conductivities, in particular the F-region
Pedersen conductivity. Figure 9 shows the electric conduc-
tivities at LT 0500 and 75ıW and 2.5ıN from the simulations
under solar minimum and solar maximum conditions. The
peak Pedersen conductivity in the F-region at solar maxi-
mum is about four times as large as the value at solar min-
imum. To further elucidate the dependence of the responses
to F-region Pedersen conductivity, single step model simu-
lations are conducted: In the solar minimum simulation, the
F-region Pedersen conductivity is increased by fivefold (at
altitudes above �150 km where �P has a minimum at night,
Figure 9), while wave characteristics and IT background
conditions are exactly the same as in previous numerical
experiments. As illustrated in Figure 10, the large equatorial
upward vertical drift around dawn is reduced by �45 ms–1

and becomes downward when the F-region Pedersen con-
ductivity is increased. The vertical drift at dusk, on the other
hand, increases by �15 ms–1, becomes upward and thus
leads to a rather strong PRE. According to Figure 11, the ver-
tical drifts due to DW1, SW2, and SW1 change significantly
with the increased Pedersen conductivity: For mean winds
and DW1, the downward drift around midnight becomes
stronger, and the transition time from downward to upward

drift shifts from �LT 0430 to LT 0700. Along with this, the
rather sharp rise of the vertical drift around LT 0500 has
disappeared, and SW1 does not cause any large change of
vertical drift around dawn, either. The PRE caused by mean
and DW1 winds is twice as strong when the F-region Peder-
sen conductivity is increased. When SW2 is introduced, the
PRE is still quite strong; while according to Figure 1, the ver-
tical drift around dusk is weakly downward in the original
solar minimum simulation.

[29] Maps of vertical drift due to mean and DW1, SW2,
and SW1 in the simulations with increased F-region Peder-
sen conductivity are presented in Figure 12. The differences
between this figure and Figure 2 are evident. Both the down-
ward drift after LT 2200 and the PRE before LT 2200 due
to the mean and DW1 winds are much stronger, while the
upward drift in the morning becomes weaker. The vertical
drift due to SW2 becomes stronger, except for the upward
drift in the evening. And in spite of this general increase, the
vertical drift due to SW2 becomes less significant relative to
that caused by the mean and DW1 winds around dawn and
dusk. The phase of the drift perturbations due to SW2 shifts

Figure 9. Pedersen and Hall conductivities (�P and �H,
respectively) at LT 0500 h, 75ıW and 2.5ıN under solar
maximum and solar minimum conditions from TIME-GCM.
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Vertical ExB drift at the Equator

Figure 10. Equatorial vertical drifts from identical TIME-
GCM simulations with QSPW1 except the F-region
Pedersen conductivity is increased by fivefold (solid line:
original �p, dotted line: 5��p).

toward earlier local times by 1–2 h with the increase of the
F-region Pedersen conductivity. This is partly responsible
for the increase of the total PRE. The drift perturbations
due to SW1 become much weaker, particularly in the early
morning. This implies a much weaker contribution from the
E-region wind dynamo at middle to high latitudes when the
F-region Pedersen conductivity is increased.

[30] The opposite changes are seen when the F-region
Pedersen conductivity is decreased in a numerical exper-
iment under solar maximum conditions (not shown). All
these changes in the experiments with altered F-region Ped-
ersen conductivity are consistent with the changes seen
in the numerical experiments when the solar activity is
changed. Therefore, solar activity affects the ionospheric
responses, in particular at dawn and dusk by changing the
F-region Pedersen conductivity. The increase of F-region
Pedersen conductivity suppresses the ionospheric responses
at dawn, probably by shorting out the E-region dynamo
effects, while it enhances the PRE by strengthening the
F-region dynamo. With low solar activity, on the other
hand, the E-region dynamo effects become more significant.
Because they penetrate more readily into the E-region than
the F-region, the lower atmosphere waves can exert stronger
influence on the ionospheric variability under solar mini-
mum conditions. This may be an additional cause of more
evident lower atmosphere signatures in ionospheric variabil-
ity under solar minimum conditions. It should be noted that
the other IT structures changes with solar activity can also
affect the propagation of waves. For example, the molecular
viscosity decreases with lower solar activity, and the waves
originating from the lower atmosphere generally become
stronger under solar minimum conditions [Oberheide et al.,
2009; Häusler et al., 2010; Liu et al., 2010b].

[31] From climatological studies [e.g., Scherliess and
Fejer, 1999], the PRE is stronger under solar maximum
conditions and weaker under solar minimum conditions.
According to Scherliess and Fejer [1999], the maximum
PRE over Jicamarca is �60 ms–1 and 20 ms–1 during geo-
magnetically quiet periods for November to February under

solar maximum and solar minimum conditions, respectively.
The maximum downward drift after midnight for these same
periods is 50 ms–1 and 30–40 ms–1. These features are in
qualitative agreement with the solar activity dependence of
the vertical drifts induced by mean and DW1 winds identi-
fied in the numerical experiments described here, although
the magnitudes of the change in the numerical experiments
are generally smaller.

[32] Solar activity dependence of ionospheric drifts and
their deviation from expected values during the recent
extreme solar minimum period are reported from C/NOFS
observations [Stoneback et al., 2011; Pfaff et al., 2010].
Under extreme solar minimum conditions (2008–2009), it is
found that the vertical drifts at some longitude sectors are
upward around midnight and/or dawn and downward in the
afternoon. These authors suggested that atmospheric tides
may play a key role in these drift changes. Indeed, some of
these changes could be interpreted using the understanding
gained from the numerical experiments here: with decreas-
ing solar activity, the magnitude of the downward drift
around midnight caused by the mean/DW1 winds decreases
more significantly than the magnitude of the upward drift by
the SW2 winds (Figures 2a–2b and 12a–12b). In the numer-
ical experiments, the mean/DW1/SW2 winds do not quite
lead to an upward drift around midnight, but as seen from
Figures 1 and 11 the early morning vertical drift is close
to zero under solar minimum conditions but strongly down-
ward (�20 ms–1) when �P is increased. In the afternoon,
the mean/DW1 winds induce weak downward drift under
solar minimum conditions (Figure 1) but upward drift when
�P is increased (Figure 11). The upward vertical drift due
to SW2, on the other hand, decreases when �P is increased
(Figures 2b and 12b). This combination leads to a weaker
upward afternoon drift under solar minimum conditions:
8 ms–1 at LT 1400 h (compared with 17 ms–1 with increased
�P), and downward after LT 1700 h. This accentuates the
important and complex role of the tidal amplitudes, their
phases, and their individual dependence on solar activity in
determining the ionospheric responses.

[33] As discussed earlier (e.g., Figure 1), both mean/DW1
and SW1 can lead to strong upward drift near dawn under

Figure 11. Similar to Figure 1, except the F-region
Pedersen conductivity is increased by fivefold.
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Figure 12. Similar to Figure 2, except the F-region Pedersen conductivity is increased by fivefold.

solar minimum conditions in the numerical simulation. This
may explain the large upward drifts seen at dawn as reported
by Stoneback et al. [2011]. As noted by the authors, such
vertical drifts are most noticeable around solstice. This is
consistent with the climatology of SW1, which is shown to
maximize at solstice [e.g., Wu et al., 2011; Liu, 2013], result-
ing from nonlinear interaction between QSPW1 and SW2.
Stoneback et al. [2011] also showed that the specific lon-
gitude sectors where the upward drift is observed at dawn
vary from 1 year to the next. This may reflect the interannual
variation of the tidal and planetary wave components (ampli-
tudes and phases). We should also note that the SW1 winds
in the control experiments here are stronger than values
obtained from observations [Wu et al., 2011].

4. Summary and Conclusions
[34] In this study, we seek to answer the following ques-

tions using TIME-GCM: (1) What are the contribution from
large-scale waves (planetary waves and tides) to the iono-
spheric electric dynamo? (2) For wave components that
are generally strong at middle and high latitudes, how do
they contribute to low latitude electrodynamics? (3) How
does solar activity affect the ionospheric responses to these
waves? Specifically, we focused on the migrating diurnal
tide (DW1, with mean winds), migrating semidiurnal tide
(SW2), quasi-stationary planetary wave one (QSPW1), and
a nonmigrating tide (SW1, resulting from QSPW1 and SW2
interaction). These waves and their variability are promi-
nent during winter months, especially around stratosphere
warming events. Under solar minimum conditions, the mean
winds and DW1 produce upward drifts in the morning and
around dusk (PRE) and downward drifts in the evening and
afternoon, with the latter being very weak in the model
(<5 ms–1). The vertical drift due to the modeled SW2 bears a
clear wave two pattern and is nearly a half wave cycle out of
phase with that due to mean winds and DW1: upward in the
afternoon and after midnight, and downward in the morning
and around dusk. However, comparisons with observations
of vertical drifts in the ionosphere and with the strength of
the Equatorial Ionization Anomaly suggest that the phase
of the modeled SW2 winds may be retarded with respect
to actual thermospheric winds. SW1 induces large a ver-
tical drift around dawn. The largest wind perturbations by
SW2 and SW1 occur at middle to high latitudes, and their
effects on the equatorial drift are investigated by calculating
the kernel function from numerical experiments. The cal-

culation shows that the large wind perturbations at middle
and high latitudes can strongly modulate the equatorial ver-
tical drifts through the E-region dynamo, and the net effect
is closely tied to the latitudinal and phase structures of these
tidal components. The analysis thus demonstrates that super-
position of tidal perturbations, their amplitudes, phases,
latitudinal/vertical structures, and relative significance are
important in determining the ionospheric responses.

[35] The most notable changes when solar activity is
increased are around dawn and dusk: The downward drift
before dawn is stronger, and the upward drift after dawn
and in the morning is weaker; the PRE, on the other hand,
becomes stronger. These features are reproduced in the
model when F-region Pedersen conductivity is increased,
suggesting these changes result from the increasing sig-
nificance of the F-region dynamo under solar maximum
conditions. The longitudinal/local time dependence of the
vertical drift due to mean winds and DW1 is similar to that
under solar minimum conditions, but there are significant
changes in the magnitude of the drift: The downward drift
around midnight and the upward drift around dusk (PRE)
become much stronger, the upward drift in the morning
become weaker, and the drift in the afternoon undergoes
an upward change. The vertical drift due to SW2 increases
moderately and slightly shifts westward to an earlier local
time under solar maximum conditions. Compared with the
drift due to mean winds/DW1, the relative significance of
SW2 decreases with increasing solar activity around dawn
and dusk. The vertical drift caused by SW1 around dawn
becomes very weak, suggesting a diminishing role of the E-
region wind dynamo at middle to high latitudes under solar
maximum conditions. Because the E-region dynamo is more
readily modulated by lower atmospheric waves, ionospheric
variability is likely to be more affected by these waves
under solar minimum conditions than under solar maximum
conditions.

[36] The numerical experiments can provide at least a
qualitative understanding of some observed equatorial iono-
spheric features under the recent extreme solar minimum
conditions. The observed upward drift around midnight
and/or at dawn could be caused by the combination of
(1) much weaker downward drift around midnight and much
stronger upward drift at dawn due to mean/DW1 winds,
(2) upward drift due to SW2 around midnight, and (3) large
vertical drift around dawn by SW1 at solstice. At some lon-
gitude, the large vertical drift at dawn by SW1 is upward and
may explain the observed surge of upward drift by C/NOFS
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[Stoneback et al., 2011]. The observed downward drift in
the afternoon may result from the combination of down-
ward drift caused by mean/DW1 winds and weaker upward
drift by SW2 under extreme solar minimum conditions.
The increasing relative significance of SW2 and in general
the E-region dynamo also help explain the strong iono-
spheric responses to lower atmosphere perturbations, such
as stratospheric sudden warmings.
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