IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, NO. 3, SEPTEMBER 1999 237

AudioBIFS: Describing Audio Scenes
with the MPEG-4 Multimedia Standard

Eric D. Scheirer Student Member, IEEERIitta Vadrdnen, and Jyri Huopaniemijember, IEEE

Abstract—We present an overview of the AudioBIFS system, use streaming audio, interactive and terminal-adaptive presen-
part of the Binary Format for Scene Description (BIFS) tool in  tation, three-dimensional (3-D) spatialization, and/or dynamic
the MPEG-4 International Standard. AudioBIFS is the tool that  yownload of custom signal-processing effects. Many of the

integrates the synthetic and natural sound coding functions in . .. . . .
MPIEZ_]G-4. It aIIov)\//s the flexible construction of sougndtracks and concepts in BIFS originate from the Virtual Reality Modeling

sound scenes using compressed sound, sound synthesis, streamirig@nguage (VRML) standard [3], but the audio toolset is built
audio, interactive and terminal-dependent presentation, three- from a different philosophy. AudioBIFS contains significant
dimensional (3-D) spatialization, environmental auralization, and advances in quality and flexibility compared to VRML audio.
dynamic download of custom signal-processing effects algorithms. In this paper, we present an in-depth examination of the

mﬁﬁgﬁ]sg;n% S\(/:Sr,\'/ﬁ_s ;rg l;z;sdec\ilvce)ndgsrgr(i)gg Ihtg\;avt ,'\jPaEéLfgeEetcapabilities of AudioBIFS. We explore the relationship be-
built upon VRML and the new capabilities provided by MPEG-  tween AudioBIFS and the audio coding techniques in MPEG-4
4. We discuss the use of structured audio orchestra language, and the relationship between AudioBIFS and audio in VRML.
the MPEG-4 SAOL, for writing downloadable effects, present \We present an example AudioBIFS sound scene and conclude

an example sound scene built with AudioBIFS, and describe the yith 5 discussion of current and future implementations of the
current state of implementations of the standard.
MPEG-4 standard.

Index Terms—Audio coding, MPEG-4, SAOL, SNHC audio,
3-D audio.

. MPEG-4 AuDpIiO AND AUDIOBIFS
MPEG-4 is anobject-basedstandard for multimedia. That
is, a particular movie, radio program, or interactive multimedia
HE Moving Pictures Experts Group (MPEG) subcomapplication is transmitted as a numbemoédia objectsThese
mittee of the International Standardization Organizatiomedia objects may be streaming video segments, streaming
(ISO) began a new work item in 1995 to standardize lowideo “sprites,” still images, streaming audio tracks, synthetic
bit-rate coding tools for the Internet and other bandwidthisual graphics, or sound-synthesis instructions, among other
restricted delivery channels. This project, now known agpes. The coding methods for each type of media object are
MPEG-4 [1], [2], will reach international standard status igpecified in the MPEG-4 Audio and MPEG-4 Video standards.
mid-1999 as ISO 14496. However, during the period singg a compliant MPEG-4 application, only MPEG-specified
its inception, the scope of MPEG-4 has expanded. It nowedia objects may be contained in the bitstream.
includes not only traditional coding methods optimized for As these elements are received by the clientdecoding
low-bit-rate transmission, but also highly novel technologierminal they are composited together into andiovisual
that enables the object-based description of synthetic conteftiene It is the scene, not the primitive media objects, that is
audiovisual scenes, and the synchronization of synthetic gh@sented to the person viewing the content. The instructions
natural content. for composition are conveyed in a special format called
Among these new tools is the Binary Format for Scer@IFS. They may specify that certain media objects should
Description, oBIFS. BIFS enables the concise transmission ®fe transformed before scene compositing—for example, a
audiovisual scenes composited from several component piegggaming video might be turned sideways or a soundtrack
of content such as video clips, computer graphics, recordg@lenuated—or that certain objects should not be used at all in
sound, and parametric sound synthesis. The part of BIFS c@articular circumstances. BIFS and AudioBIFS are specified
trolling the compositing of sound scenes is calfatlioBIFS  in the MPEG-4 Systems standard (ISO 14496-1).
AudioBIFS provides a unified framework for sound scenes thatin the present paper, we focus mainly on the sound-
compositing capabilities of MPEG-4. The sound coding
Manuscript received January 25, 1999; revised May 24, 1999. This paggjp|s are described in detail elsewhere, both in the technical
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A. Sound Coding in MPEG-4 The sounds transmitted and decoded using the MPEG-4

There are two groups of sound coding tools in MPEG-4: tfdio tools are not immediately pla)_/ed back for the Iis.te_ner.
natural tools [4], [5] that allow digital audio to be compressedqather' they areompositedogether into a sot_mdtrack; It is
and transmitted, and theynthetictools [6], [7] that allow the soundtrack, not the component parts, that is presented. The

parametric descriptions of sounds to be transmitted and uggnposition process may be_ very §|mple, as in direct '"?ear
to drive synthesis upon receipt mixing, or very complex, with arbitrary effects-processing

The natural audio tools enable the compressed transmissigq < dqwnloaded and multiple so.un.d objects presente_d_ spa-
W;\Iy using 3-D audio. The description of the composition

of speech and wideband audio at ranges from 6 kb/s for low="> “~" "2 ~ .
bitrate speech coding to 64 kb/s per channel for high—qual|J’szlp""bIIItIeS in MPEG-4 makes up Section Il of the present

multichannel sound. At the upper end of this range, the MPEG-""""
4 tools have been demonstrated in psychoacoustic evaluation
[8] to be nearlyperceptually transparenthat is, even the most B- Scene Graph Concepts
skilled listeners can barely distinguish the coded signal from Both VRML and MPEG-4 BIFS rely on thscene grapho
the original in rigorous testing conditions. describe the organization of audiovisual material. We briefly
There are three main audio coding tools in MPEG-4. Thmutline the important concepts of scene-graph organization
general audio(GA) coder allows the transmission of high-here to provide context for the material that follows.
quality broadband multichannel signals such as music atA scene graph represents content as a set of hierarchically
bitrates from 16 to 64 kb/s/channel. This coder is a state-of-threlatednodes Each node in the visual scene graph represents
art, scalable version of well-knowperceptual compressiona visual object (like a cube or image), groperty of an
technigues [9]; it is based on the MPEG-2 Advanced Awbiject (like the textural appearance of a face of a cube), or a
dio Coding standard [10] with additional improvements itransformationof a part of the scene (like a rotation or scaling
quality and functionality for MPEG-4. ThEELP coder uses operation). By connecting multiple nodes together, object-
codebook-excitation-linear-prediction techniques [11], [12] toased hierarchies are formed. For example, one node might
enable highly compressed speech coding between 16 andceaespond to the location of a virtual character (an “avatar”).
kb/s. Theparametric speeclcoder is based on the harmonicThe subgraphs or sets of connected nodes subsidiary to
vector excitation coding method [13] and provides toll-qualitthe avatar node, would represent the head and limbs of the
speech down to 6 kb/s. character. By transforming the positions of the limbs, they
There are two synthetic audio coders in MPEG-4. One pritay be made to move. By transforming the position of the
vides an interface to text-to-speech systems: the so-caled Character, all of the subgraphs (“local coordinate spaces”) are
to-speech-interfacéTTSI) receives a bitstream that containgutomatically transformed as well, and so the character moves
phonemic and prosodic data and controls an external spe8éf the limbs stay in the sanrelative positions. An example
synthesizer [7]. No particular method of speech synthesisS&ene graph is presented in Fig. 1.
specified in the standard. Only the interface and bitstreamEach node has severf@ldsthat detail the properties of the
format are standardized in MPEG-4 TTSI. object. For an object node like a cube, the fields give the size
The second is a very general music-and-sound-effects s shape of the object. For a property node, the fields specify
thesis toolset calledstructured audio(SA). The structured Particular properties such as the color of the cube and the

audio coder allows transmission of sound-synthesis algorithifi&2ge to be texture-mapped to the cube. For a transform node,
in a new “Music V" language called SAOL, for structuredhe fields specify the set of subsidiary nodes that are affected
Audio Orchestra Language [14] (SAOL is pronounced likgY the transformation, as well as the details of the transform.

the English word “sail’). An MPEG-4 terminal that supports Interactiye media is created with scene graphs using an
structured audio has the ability to understand SAOL cof¥entroutingmodel. As the user moves the mouse or other

and execute real-time synthesis of the algorithms transniffPut device around the scene and selects objects, they may
ted. Transmitting sound as synthesis algorithms is a rec&f Programmed to transmit events. The events are routed from

development [15], and MPEG-4 is the first standard to maSe object to another, where it triggers some useful function.
or example, as shown in Fig. 1, a button object can be

use of this capability. In addition, a wavetable synthest , S0
format called Structured Audio Sample Bank Format (SASB tached to douchSensomode. Whgn this button is clicked,
e TouchSensorsends a event, which can be routed to the

was developed in collaboration with the MIDI Manufacturer tTime field of d-plavi de to tri the plavback
Association and is standardized in MPEG-4. The aIgorithm? artiime field ot a sound-playing node 1o trigger the playbac
: - oL a sound. The content author specifies the particular event

and wavetable synthesis capabilities may be used at the sam : .
: ) : mechanisms used in a scene as part of the scene graph.
time in a synthetic soundtrack [16].

The music language SAOL is also important to the audio _
compositing tools. As we will describe in Section 111-B, SAOLC. Sound Scenes in VRML
is used in MPEG-4 for downloading user-definable effects- In order to compare AudioBIFS with a previous standard
processing algorithms. The convergence between the codfaginteractive sound, we provide a brief outline of the audio
techniques for structured audio and effects processing dapabilities of the well-known VRML standard [3]. VRML is
MPEG-4 [17] is one of the elegant and important aspects pfimarily a language for the description of computer-graphics

the standard. objects and their interaction properties, but it also has limited
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Transform Main position

Welcome | l
to VRML! |
Group Whole avatar
Position of head
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Head i l i ¢
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VRML!”
i Position of button Torso
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Fig. 1. An example scene in VRML, demonstrating the scene-graph concepts. An avatar is built from a head (modeled here by a sphere) and a number
of other nodes, linked together hierarchically in a scene graph. Since the positions and rotations of the objects in the scene are hierarabitally defin
changing the top-level transform (label@dain position) changes the positions of all the objects beneath. A button, when pressed, routes an event to
the AudioClip node that starts the sound playback.

TABLE | the sound playback can be controlled by a user or by a script.
Aupio Nobes IN VRML AudioClip does notitself play sound; it onlyprovidessound
material for use by one or morg@ound nodes.
The Sound node specifies the location (spatial position) of

Sound Position sound in virtual environment. a sound object in a VRML scene. The sound object is attached
yNPYaT . — through a field calledourceand can be provided as either an
udioClip Include waveform audio for use in . . . .
scene. AudioClip node (for audio only) or MovieTexture node (for

video with audio). The sound that results is located at a point,
in the local coordinate system, specified by tbeation field.

capabilities for the c_reation of interacti_ve _sound scenes. TR&mits sound in a frequency-independent ellipsoidal pattern,
VRML standard defines two nodegudioClip and Sound,  ith the orientation of the ellipsoid defined by téection
that are used to incorporate sound objects into a virtual thrggyq

dlmenS|on§I scene (Table ). ) i The audible sound field produced in a scene bySband

The AudioClip node provides audio data that can bggqe is shown Fig. 2. It consists of two nested ellipsoids
referenced bySound nodes; AudioClip can be thought of whose shapes are defined by fieldgxBack, maxFront,
as a property node of thBound node. The VRML standard \ingack, andminFront. Within the inner ellipsoid, the sound
specifies thafudioClip points to the location of an externallyjg gcaled by théntensity field and there is no attenuation, i.e.,
available sound file in a field calladrl . The location pointed yhe sound level is independent of the location of the virtual
to by this field contains a sound clip encoded in the WAVEgianerl Between the inner and outer ellipsoid, the sound level
format. The standard also recommends that MIDI playback B creases linearly on a decibel scale from 0 dB (the level inside
supported, but a VRML implementation is not required to d@e inner ellipsoid) to-20 dB. Outside the outer ellipsoid, no
so. . , sound is rendered.

AudioClip is atime-dependen?RML node, which means e gpatializefield specifies whether or not the audio object
that it activates and deactivates itself at specified times. Fielgg pe spatialized when presented. If trepatialize field
calledstartTime andstopTime are provided for this purpose. contains the value TRUE, the virtual listener's direction and

The sound may also be looped for continuous presentation ¥ re|ative location of th&ound node is taken into account
setting a flag nametbop. The pitch field specifies the rate

at which the sampled sound is played. Changing pteh . . o . . .
field affects both th itch d plavback d of Throughout the article, we distinguish “virtual listener,” the location of
leld aitects bo € piich and playback Speed Of a SOUNQe ayatar in the 3-D environment, from “listener,” the real person who is
By interactively controlling these fields through event routingjewing the content on a computer, set-top box, or mobile terminal.
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We term thenvirtual-reality compositing andbstract-effects

0dB 1 compositing.
In virtual-reality compositing, the goal is to recreate a
20 dB~1% particular acoustic environment as accurately as possible.
¥ 3 Sound should be presented spatially according to its location

relative to the virtual listener in a realistic manner; moving
sounds should have a Doppler shift; distant sounds should
be attenuated and low-pass filtered to simulate the absorptive
properties of air; and sound sources should radiate sound
- unevenly, with sonic directivity that is frequency-dependent as
drection 4 function of angle of radiation. This type of scene composition
is useful for “virtual worlds” applications and video-games,
where the goal is to immerse the user as fully as possible in
a synthetic environment. The VRML sound model described
, " ellinsoidal § , del. adanted f in the preceding section embraces this philosophy, albeit with
T 2 o L ellpsoid sound-atenuaton mode) acepiec fom Bhairy lenient requirements on how various sound properties
minback, maxback, and direction, and are used to control the attenuationMust be realized in an implementation. The VRML sound
applied to a sound at locatidocation in the local coordinate system. The nodes offer no functionality for such acoustical phenomena

graph above the ellipsoids shows the attenuation at various listening positiogs. ; ; ;
The attenuation is calculated at three different positid?ks, P2, and P3. @8 sound reflections, reverberation time, the Doppler effect,

Within the inner ellipse B1), there is no attenuation. Between the inner anfféquency-dependent distance attenuation, or more sophisti-
outer ellipses R2), the gain drops off linearly from 0 (at the inner ellipse)cated mode“ng of sound-source directivity_

:)Oro_dﬁgec(jf (at the outer ellipse). Outside the outer ellipB8)( no sound is In abstract-effects compositing, the goal is to provide con-
tent authors with a rich suite of tools from which they can
choose the right effect for a given situation based on artistic

during playback. However, the method of spatialization is né@nsiderations. As Scheirer [17] discusses in depth, the goal of

normative (defined in the standard); it is assumed that thgound designers for traditional media such as films, radio, and
renderer uses the maximum sophistication avaiIable—typicaweViSion is not to recreate a virtual acoustic environment (al-
amp“tude panning in Simp|e imp|ementati0ns and HRTFthOUgh this would be well within the Capablllty of tOday,S film
based processing in more complex ones. studios), but to apply a body of artistic knowledge regarding
When mu|tip|eSound nodes are contained in a Sing|e Scenévvhat a film should sound like.” Spatlal effects are sometimes

a VRML browser typically adds together the (potentiallysed, but often in a non-physically-realistic way; the same is

spatial) sound from each to create the overall audio scene thig for the variety of filters, reverberations, and other sound-

is presented to the (real) listener, although the VRML standapéPcessing techniques used to create various artistic effects.
is silent regarding the proper actions in this case. MPEG realized in the early development of the MPEG-

Although BIFS inherits many functions from VRML, it also4 sound compositing toolset that if the tools were to be
contains many improvements, particularly regarding soutgeful to the traditional content community—always the pri-
quality and functionality. BIFS is specified as a comprességgry audience of MPEG technology—then the abstract-effects
binary format, and thus equivalent scenes are smaller g®mposition model would need to be embraced in the final
quicker to transmit in BIFS than in VRML. VRML does notMPEG-4 standard. However, new content paradigms, game
directly address issues relating to multichannel sounds (hé&velopers, and virtual-world designers demand tools for the
to mix or spatialize them), and does not provide any direBhysical simulation of sound propagation as well.

control over mixing beyond intensity control. VRML does not MPEG-4 AudioBIFS therefore integrates these two com-

specify a behavior if sounds are provided at different samplif@nents into a single standard. Sound in MPEG-4 may be

rates, nor does it provide capability for streaming audio infePstprocessed with arbitrary, downloaded filters, reverberators,

a scene continuously—only clips of prerecorded sound magd other digital-audio effects. It may also be spatialized and

be used in VRML. AudioBIFS specifies actions and behaviokysically modeled according to the parameters of a simulated

for all of these cases. virtual world. These two types of postproduction may be freely
VRML implementations have become widely available iifterchanged and combined in MPEG-4 audio scenes.

the last year. There are now several major companies providing'he overall integration of synthetic sound, natural sound,

VRML plugins for popular WWW browsers on a variety ofvirtual-reality postproduction, and abstract-effects postproduc-

platforms, and numerous authoring tools available. Major coion is termedsynthetic/natural hybrid codingf audio, or

tent providers such as CNN (www.cnn.com) are augmentifdNHC audio. MPEG-4 is the first audio standard to support
their sites with VRML content. significant SNHC functionality.

min é‘llipsoid max eflipsoid

minback =2

maxf P
maxback axtront >

D. Sound Scenes in MPEG-4 E. MPEG-4 Versions

There are two main modes of operation that are sup-MPEG-4 is being standardized in two versions. Version
ported by AudioBIFS, the MPEG-4 audio compositing toolsel. was completed in March 1999 and will be published in
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Fig. 3. The MPEG-4 audio system, showing the interaction between decoding, scene description, and audiovisual synchronization. The condgptual flow
from the bottom of the figure to the top. At the bottom, two multiplexed MPEG-4 bitstreams, each from a different server, convey several elem@ngary stre
containing compressed data. Each bitstream is demultiplexed; a total of four elementary streams are produced. The elementary streams aiegdecoded us
various MPEG-4 decoders into four primitive media objects containing uncompressed PCM audio data. The audio data is manipulated by the AudioBIFS
scene graph and presented to the listener as though it emanates fr@outh@énodes.0 1999 Marcel Dekker [7], used with permission.

mid-1999; Version 2 will follow a year later. Version 2level introduction to the overall audio system and then proceed
(which is technically an Amendment to MPEG-4) will beto list each of the nodes that collectively comprise AudioBIFS
completely backward-compatible with Version 1 and wiland to explain the purpose and functioning of each.

provide extensions in certain directions, such as advanced

environmental auralization, Java capability, and a file format 1o MPEG-4 Audio System

allowing MPEG-4 audio and video streams to be efficiently ) ) ) )
stored on fixed media such as CD-ROM's. schematic diagram of the overall audio system in

The present paper focuses mainly on the description WPEG-4 is shown in Fig. 3 and may be a useful reference

AudioBIFS capabilities in Version 1 (and thus is applicable t8Urng the discussion to follow. _
both versions). The discussion of Version 2 capabilities is con-S0Und is conveyed in the MPEG-4 bitstream as several
fined to Section IV. Unless specifically mentioned otherwis€/€mentary streamghat contain coded audio in the formats

any general discussion of MPEG-4 applies to both Versioff€scribed in Section II-A. There are four elementary streams
1 and 2. in the sound scene in Fig. 3. Each of these elementary streams

contains grimitive media objegtwhich in the case of audio is
a single-channel or multichannel sound that will be composited
lIl. AUDIOBIFS VERSION 1 into the overall scene. In Fig. 3, the GA-coded stream decodes
In this section, we describe the technical operation of tleto a stereo sound and the other streams into monophonic
audio scene capabilities of MPEG-4. We begin with a higlsounds.
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The different primitive audio objects may each make use of TABLE I
a different audio decoder. For example, an MPEG-4 bitstream Aupio NopEes IN MPEG-4 \ErsioN 1 AudioBIFS
could contain a background music track coded using ¢
coding, two dialogue tracks (in different languages) cod . .
using CELP coding, and a sound-effects track coded usifttfioSouree Attach sound decoder to scenc graph

structured audio. Multiple instances of each decoder may bidioMix Mix M channels of sound into N channcls

used. For example, three different speech tracks, each inAtgioSwitch Select subsct of M input channels of sound

own CELP stream, may be transmitted in a scene. AudioDelay Delay sounds for synchronization
The muItIpIe elementary streams are Conveyed tOQGther m AudioFX Apply algorithmic signal-processing effects

muIt|pIexeq representatlon_. Multiple multlplexe_d streams may ;5
be transmitted from multiple servers to a single MPEG-4
receiver, orterminal There are two multiplexed MPEG-4 o TD S s

bitstreams, each originating from a different server, shown_ifi osition sound In = scene

Cache sound for use in interactive playback

Sound Position sound in 3-D virtual environment

Fig 3. Encoded video content can also be multiplexed into theGroup Group multiple nodes together for hicrarchical transformation
same MPEG-4 bitstreams. As they are received in the MPE@GningPoint Specify location of virtual listener in scene
4 terminal, the MPEG-4 bitstreams are demultiplexed, andermCap Query terminal for available playback resources

each primitive media object is decoded. The resulting sounds
are not played directly, but rather made available for scene . )
compositing using AudioBIFS. objects in the world and dynamically moved in response to
Also transmitted in the multiplexed MPEG-4 bitstream i&/Ser interaction. Many audio subgraphs may be present in
the BIFS scene graph itself (the part of the bitstream th@py audiovisual scene, and not every sound object has to be
conveys the BIFS data is not shown in Fig. 2). BIFS—an@itached to a visual object. In Fig. 3, there are three sound
AudioBIFS—are simply parts of the content like the medifPjects, with the audio subgraph fully expanded for two of
objects themselves; there is nothing “hardwired” about tHBeM. These same twioundnodes are associated with visual
scene graph in MPEG-4. The scene graph is transmittedORiects—each of them has a parent in the main scene graph.
the beginning of the content session and may be dynamicalife third (the right-most, for which the subgraph is not fully
updated as the content plays with a special stream of “BIfggPpanded) does not have any visual correlate in the scene.
Update” commands. Content developers have wide flexibility The MPEG-4 Systems standard contains a specification for
to use BIFS in a variety of ways. In Fig. 3, the BIFS anE%e _resampllng, buffering, a}nd synghronlzanon of sound in
AudioBIFS parts of the scene graph are separated for cIar:%'d'OB'FS- Although we will not discuss these aspects in
but there is no technical distinction between AudioBIFS arfégtail, the MPEG-4 standard precisely specifies the resampling
the rest of BIFS. and buffering requirements associated with each of the nodes
AudioBIFS, like the rest of BIFS, is comprised of a numbet€scribed in Section II-B. These aspects of MPEG-4reme
of nodes that can be interlinked to form a scene graph. HofatiVe that is, every MPEG-4 terminal must implement them
ever, the concept of the AudioBIFS scene graph is somewl{f3¢ Same way. This makes the sound-processing behavior of
different; it is termed araudio subgraphWhereas the main an MPEG-4 terminal highly predictable to content developers

(visual) scene graph represents the position and orientatior8fl @ble to produce sound of consistently high quality.

visual objects in presentation space and their properties such
as color, texture, and layering, an audio subgraph represehts?udioBIFS Nodes
a signal-flow graph describing digital-signal-processing ma- There are eight BIFS nodes that comprise the AudioBIFS
nipulations. Sounds flow in from MPEG-4 audio decoders #olset. In addition, a few of the general-purpose BIFS nodes
the bottom of the scene graph. Each “child” node presents litave associated sound behavior. This section discusses each of
output (result from processing) to one or more “parent” nodethe AudioBIFS nodes, giving their syntax and semantics and
Through this chain of processing, sound streams eventualscribing their function in an audio scene (Table II).
arrive at the top of the audio subgraph. The “intermediate As described in Section II-B, each node has seviedds
results” in the middle of the manipulation process are nthat specify the parameters of operation of the node. In
sounds to be played to the user. Only the result at the tMPEG-4 BIFS, these fields and their operating range are
of each audio subgraph is presented, after the chain of audavefully quantized and transmitted in a binary data format
nodes has processed the sound. We term a finished sounfbataximum compression of the scene graph. Here, we give
the top of an audio subgraphsmund object a more conceptual description using the nonnormative textual
Audio processing using the scene graph and AudioBlRfames of the fields.
is tightly coupled with real-time audio decoding using the 1) AudioSource:The AudioSource node is the point of
MPEG-4 audio tools as described above. TgdioSource connection between real-time streaming audio and the Au-
node (see Section I1I-B1) connects primitive audio materialjoBIFS scene. TheAudioSource node attaches an audio
produced by the audio decoders, to the scene graph. Sodedoder, of one of the types specified in the MPEG-4 audio
begins flowing into the scene at each of these nodes. At tstandard, to the scene graph, and allows audio to flow out of it.
top, each audio subgraph is rooted inSaund node (see  TheAudioSourcenode hagime-sensitivdields (startTime
Section 11I-B7), which allows sounds to be attached to visuahd stopTime) that allow the playback of sound data to be
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started, stopped, paused, and rewound, when the transmissielay; and numChan and phaseGroup which are as in
scenario allows such function (in a one-way satellite broadcasidioSource
paradigm, “fast-forward” is not possible and arbitrarily long 5) AudioFX: The AudioFX node allows the dynamic
“rewinds” require arbitrarily much storage). Fields namedownload of custom signal-processing effects to apply to
pitch and speedallow the playback pitch and speed to beeveral channels of input sound. A special sound-processing
controlled for decoders which allow this functionality (only théanguage called SAOL [14], as discussed in Section II-A,
Structured Audio and HVXC decoders in MPEG-4 Version 1allows arbitrary effects-processing algorithms to be transmitted
A field namednumChan specifies how many channels ofin the scene graph.
audio, from those produced by the decoder, should be usedThe use of SAOL to transmit audio effects means that
A field called phaseGroup allows the content developer toMPEG does not have to standardize the “best” artificial
specify that there arphase relationshipsmong the several reverberation algorithm (for example), but also that content
channels of audio produced by the decoder—that is to say,developers do not have to rely on terminal implementors
declare that, from a seven-channel decoded stream, the farsd trust in the quality of the algorithms present in an
two channels (for example) are a stereo pair, the next founknown playback device. Since the execution method of
are a quadraphonic set unrelated to the first two, and the figfOL algorithms is precisely specified, the content developer
channel is not related to any of the first six. This informatiohas precise control over exactly which reverberation algorithm
is important for executing effects on multichannel sets ar{tbr example) is used in a scene. If a reverb with particu-
producing spatial audio. lar properties is desired, the content author transmits it as
Finally, there is a field calledhildren that is only used in part of the bitstream and its use is guaranteed. An example
a special case pertaining to the structured audio decoder. 8a¢erberator written in SAOL is shown in Section V.
the discussion undekudioBuffer for more details. SAOL has many useful algorithms built into it, such as comb
2) AudioMix: The AudioMix node allowsM channels of and allpass filters, multitap fractional delay lines, digital FIR
input sound to be mixed intd&v channels of output soundand IIR filters, a flexible parametric compressor, and chorus
through the use of a mixing matrix. The channels of input and flanging operations. It is arbitrarily extensible to include
may be all from the same child source, all from differentew algorithms in that SAOL is not a “suite of digital effects”
children, or any desired combination. If the child sounbut a languagefor describing synthesis and digital-effects
sources are at different sampling rates, all of the input dataagorithms. Any algorithm for digital sound manipulation can
resampled to the highest of the sampling rates of the childrea written in SAOL?
before mixing. The resampling always goes to the highest rateTime-varying parametric effects can be controlled using the
for maximum sound quality; there is no option to downsampgeripting language SASL (Structured Audio Score Language),
sounds or use another sampling rate in the scene graph. also standardized in the MPEG-4 Audio standard. SASL is
The fields of theAudioMix node arechildren, which a simple but flexible protocol for specifying time-varying
attaches the child AudioBIFS nodematrix, which con- parameters to synthesis and digital-effects algorithms. For
tains the mixing matrixnuminputs, containing the number example, the shape of a resonant filter used to process a voice
of input channels (needed so that the shapematrix is track in an interactive music composition might change over
known) andnumChan andphaseGroup which are as irfAu- time. The sequence of parameter changes required to encode
dioSource—they identify these characteristics for the sounthis behavior can be represented in SASL.
output from the node. As with other AudioBIFS nodes, multiple child nodes may
3) AudioSwitch: The AudioSwitch node allows N chan- be attached to th&udioFX node. If these children are running
nels of output to be taken as a subsef\$ifchannels of input, at different sampling rates, the input data is resampled before
where N < M. It is equivalent to, but easier to computdt is presented to the SAOL signal-processing algorithms.
than, anAudioMix node in whichN < M and all matrix The phaseGroup fields of the children are made available
values are zero or one. This node allows efficient selectiontef the SAOL orchestra, and the algorithms in SAOL may
certain channels, perhaps on a language-dependent basisthageby depend on the particular phase-relationships of the
with AudioMix , input sounds are resampled to a single rat8puts. For example, a digital reverb may be written to behave
before selection occurs. differently on a stereo pair than on two uncorrelated input
The fields of theAudioSwitch node arechildren, which signals. The position of th8ound node in the overall scene,
attaches the child nodesyhichChoice, which Spedﬁes the 2This statement is proved by making a connection between the SAOL
particular subset of channels to pass through; mm#hChan language and a Turing machine (TM). It is straightforward to construct an
andphaseGroup which are as MudioSource o eacn e e T e & e oo
4) AudioDelay: The AudioDelay node allows several ,(As proved [i)n standagrd r%ferenc?es ([lB]jnforeexamSIZ)? glfa(;g?n%rnsstgt?:;{
channels of audio to be delayed by a specified amounit a computational system can simulate a TM is sufficient to conclude
of time, to enable small shifts in stream timing for medifat the system is capa_ble of computing any cc_)mputablt_e function. Under_
synchronization. As withAudioMix and AudioSwitch, if the the reasonable assumption that any desired audio effect is computable, this

: ) construction thus proves that every effects algorithm may be delivered as a
input channels are not all at the same sampling rate, they &reL orchestra (although, of course, this statement says nothing about the

resampled before the delay is computed. computational cost). This does not imply that the practice of simulating a

. . . . TM in the decoder is the preferred manner of transmitting effects-processing
The fields of AUd'ODeIay are children, which attaches algorithms—most algorithms have much more direct implementations using

the child nodesdelay, which specifies the amount of timethe standard capabilities of SAOL [14].
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as well as the position of the virtual listener in the 3-Bamples, which can greatly reduce the size of bitstreams that
environment, are also made available to thedioFX node, use sampling synthesis.

so that the effects-processing may also depend on the spatial) Sound: The semantics of th&ound node in MPEG-4
locations (relative or absolute) of the virtual listener and virtualre similar to that of the VRML standard, i.e., the sound attenu-
source. ation region (fieldslirection, minBack, maxBack, minFront,

The fields of theAudioFX node arechildren, which maxFront) and spatialization (fieldkcation, spatialize are
attaches the child nodesirch, which specifies the SAOL defined in the same way as in Section II-C. This node is used
orchestra;score which specifies the SASL script, if neededin MPEG-4 to attach sound to 3-D audio scenes.
params, which allows scene-graph-level interaction control of In contrast with VRML, where theéSound node accepts
effects (see Section IllI-C) andumChan and phaseGroup raw sound samples directly and no intermediate processing
which are as in the other nodes. is done, in MPEG-4 any of the AudioBIFS nodes may be

6) AudioBuffer: The AudioBuffer node allows a segmentattached to thé&Sound node. Thus, if arAudioSource node
of audio to be excerpted from a stream, and then triggeridthe child node of th&ound node, the sound as transmitted
and played back interactively. It is similar in concept to thin the bitstream is added to the sound scene; however, if
VRML node AudioClip, but contains additional semanticsa more complex audio scene graph is beneath Shand
to enable its use in one-way streaming media applicationsde, the mixed or effects-processed sound is presented. The
(where random-access and dynamic retrieval is not possiblg)atialization effects may be added to sound whether or not
The AudioBuffer node does not itself contain any sound dataomplex processing has taken place. However, spatialization
instead, it records the first seconds of sound produced byis not applied to multiple channels of sound that have phase
its children. It captures this sound into an internal buffemteractions among them (as specified usingpghaseGroup
Then, it may later be triggered interactively (see the sectidields of the children), as to do so can produce unpleasant
on interaction below) to play that sound back. “phasing” effects. If the content author truly wishes the

This function is most useful for “auditory icons” such asndividual channels of a stereo or multichannel set to be
feedback to button-presses. It is impossible to make streamspatialized, he or she may split them up withdioMix nodes
audio provide this sort of audio feedback, since the streaand then apply spatialization separately.
is (at least from moment to moment) independent of userThe particular spatial effects applied to a sound depend on
interaction. The limited backchannel capabilities of MPEG-the location of the sound and that of the virtual listener in
are not intended to allow the rapid response required ftre virtual world. The content author may also specify that
audio feedback. To use th&udioBuffer node to create an no spatial effect applies to a certain sound. All of the spatial
audio feedback event, the sound desired is streamed into émel nonspatial sounds produced by 8wund node(s) in the
AudioBuffer node, either directly from a decoder, or from ascene are summed and presented to the user. The methods of
audio subgraph that creates the sound from component objespmtialization and presentation are not normative in MPEG-4.
Rather than immediately pass this sound through, as the othe8) Sound2D: The Sound2D node is used to attach sound
audio nodes do, thAudioBuffer node holds the sound in ato two-dimensional (2-D) BIFS Scenes. The source of audio
buffer for later use. At some later time, mouse-click events (fis the same as in thBound node, with the similar possibility
example) are routed to thetartTime field of theAudioBuffer  to route the audio through an audio subtree.
node, which plays the buffered sound at that time. Each timeThe spatialization in this node is carried out in a 2-D
the startTime field is changed, the sound plays again. plane, allowing the spatialization to happen in a restricted

As with other AudioBIFS nodes, multiple child nodeananner. The assumed field of view in a 2-D scene is a
may be attached to th&udioBuffer node. If these children 2 m x 1.5 m area viewed from a 1 m distance, and the
are running at different sampling rates, the input data &D spatialization is done according to the sound location
resampled before it is presented to the SAOL signal-processingthe corresponding azimuth and elevation angles, with the
algorithms. maximum sophistication possible.

The fields of AudioBuffer are children, which attaches 9) Group (and Other Grouping NodesBeveral general
the child nodeslength, which specifies how much sound toBIFS nodes allow multiple nodes to be grouped together.
record; startTime and stopTime, which control interactive Thesegrouping nodesnclude Group, Group2D, Transform,
playback of the sound; andumChan and phaseGroup andTransform2D. Grouping nodes allow higher levels of the
which are as in the other nodes. scene to spatially transform multiple low-level elements. For

There is a special function &gudioBuffer that allows it to example, the sound of an automobile as heard from the street
cache samples for use in sampling synthesis in the Structucedild be modeled with several objects: an “engine sound” that
Audio decoder. Thehildren field of the AudioSource node is located under the hood, an “exhaust sound” that is located
may only be used when th&udioSource node is attached in the tailpipe, and a “radio sound” that is located inside the
to a structured audio decoder. In this case, tidldren passenger area. These three sounds are grouped together under
must all be AudioBuffer nodes. When this construction isa Group node; then, when th&roup node is moved in the
present, the sounds recorded in thadioBuffer nodes are scene, the three subsounds each move, but maintain the same
made available to the structured audio decoder attached to ithlative positions.

AudioSource for use in the synthesis process. This allows When grouping nodes are used in the scene to group
MPEG-4 compression techniques to be applied to soutafether multipleSoundnodes, the sounds represented in each
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are summed together. When nodes suchTamsform are content playback. The exposed fields may be changed by
used, they modify the location and direction of the (spatialiyhe content server, using a special “BIFS Animation” syntax
presented) sounds grouped under them relative to the lotathe BIFS data stream. They may also be changed by an
coordinate system. Thus, thEansform node can be used interactive event-routing model identical to the one in VRML
conveniently to move or rotate a group of sound objects as described in Section II-B. These changes may be driven by
a scene; it is more useful in a virtual-reality scene than inwser interaction with an interface or other external commands.
purely abstract-effects scene, since its only effect is on thidus, if the content contains a user interface that allows
virtual locations of sounds. the user to manipulate the values in thetrix field of an
10) ListeningPoint: This node controls the position of theAudioMix node, the result is to give the listener control over
listening point in a scene. The listening point at any time the “fader levels” in postproduction.
a 3-D location and a “facing direction” in the 3-D coordinate Each of the important control parameters is exposed for
space making up the virtual world. The listening point thusach node. Thearams field of the AudioFX node allows
has six degrees of freedom and may be moved and rotafedher user interaction with the scene, by allowing event
freely about the space. routing to control some of the parameters of downloaded
The spatial positions of sources are calculated relative affects-processing algorithms. The semantics of gheams
the listening point. The listening point is the location in théield change from application to application, depending on
virtual scene at which the virtual listener’s ears are located. Bpw the values are used by a particular SAOL effect. 128
default, if noListeningPoint node is used, the viewpoint (theuser-definable parameters are provided.
position of the virtual viewer’s “eyes”) and the listening point These interaction capabilities are not provided “by default.”
are the same. TheisteningPoint node only directly affects There is no way for a user to manipulate MPEG-4 content un-
sounds produced by th8ound node, when spatialization isless the content developer specifically provides the interaction
used there. The listening-point location is also provided to timeechanism. Thus, both fixed content and manipulated content
AudioFX node so that the SAOL code may provide virtualmay be created in MPEG-4.
listener-location-dependent processing. The scene graph itself may be modified through a special
11) TermCap: The TermCap node is not an AudioBIFS stream called the “BIFS Update” stream. The BIFS Animation
node specifically, but provides capabilities that are useful and BIFS Update streams are multiplexed into the overall
creating terminal-adaptive scenes. TlemCap node allows MPEG-4 bitstream as described in Section IlI-A; the effects
the scene graph to query the terminal on which it is running, &6 the BIFS Update may be as simple as adding one node to
discover various properties of its hardware and performandee scene graph, or as complex as replacing the entire scene
For exampleTermCap may be used to determine the ambiergraph with a new scene graph.
noise floor of the environment, measured in a nonnormative
way. Based on the result, different parts of the scene graph
may be switched in and out. This applies not only to thi@- Profiles and Levels of AudioBIFS
audio sources (primitive media objects) themselves, but alsoThe MPEG-4 standard is very complex and implementing
to the manner in which they are postprocessed. For examp#,of it is a somewhat daunting task. The standards develop-
a scene could specify that a compressor is applied inngent process has identified several profiles, which are subsets
noisy environment such as an automobile, but not in a quigtt functionality that may be implemented in a conforming
environment such as a listening room. system. Only a system that conforms to one of the specific
Like other capabilities in MPEG-4, the particular action thagirofiles may be termed “MPEG-4 compliant.” The profiles
is taken based oflermCap are not “built in” to the terminal, of MPEG-4 are application-driven, so it is expected that in
but downloaded in the bitstream. The content developer, nae future, new profiles will give rise to new applications.
the terminal manufacturer, decides what should happen Qurrently, the “Complete” profile demands implementation of
the case of (for example) a noisy environment, and this cafh AudioBIFS nodes, and the “Complete 2D,” and “Audio”
differ from application to application and from one piece ofrofiles each demand implementation of all AudioBIFS nodes
content to another. Other audio-pertinent resources that mgytept Sound (Sound2D is required in these profiles). The
be queried with th&ermCap node include: the number andComplete Profile includes all 2-D and 3-D visual and audio
configuration of loudspeakers, the maximum output samplir@pabilities of the standard, the Complete 2D Profile only
rate of the terminal, and the level of sophistication of 3-Ehe 2-D capabilities, and the Audio Profile is targeted at
audio functionality available. radios and other audio-only devices. This profile does not
require implementation of any of the visual capabilities of the
standard. Finally, there is a “Simple 2D" profile that includes
The AudioBIFS nodes described in the previous section mayly the Sound2D and AudioSource nodes as well as simple
be used in static presentations, in which all of the parameteisual capabilities. This profile provides functionality similar
are downloaded in a fixed scene graph and a single piecetofthat of the MPEG-2 standard.
content is played back. Facilities in MPEG-4 also allow the Within each profile, levels are defined to restrict the amount
construction of sophisticateidteractive content. of computational complexity required by the scene. Since
Most of the fields in the AudioBIFS nodes are termethe syntactic scene graph can become arbitrarily large, it
exposedfields. That is, their values may change during this always possible to deliver a scene that is too complex

C. Interactive Audio Scenes
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for a given decoder to render in real-time. The level of sound-modeling process itself may be separated into source,
decoder describes the amount of computation that the decoelevironment, and virtual-listener models. This separation is
is capable of providing, so that content authors may etuitively well understood, since it is the basis of a normal
aware of the capabilities of a target decoder. The levels foommunication chain (source-medium-receiver).

audio capabilities are not yet set, although the measurementhe source modein a virtual acoustic environment includes
paradigm is well understood: the total number of sample-ratee sound content and the directivity properties of the emitter,
conversions and mixing operations in the scene are countedhich can be modeled efficiently using digital filters. The
and a simulation tool is provided for computing the complexitgnvironment modekims at reproducing the effect of the
of AudioFX nodes. Based on feedback from implementatossirrounding space (listening room, concert hall, metro station,
and content developers, corrigenda to the standard will g#¢.). There are multiple approaches to this part. The most

levels suitable for the marketplace. efficient are time-domain hybrid methods combining ray-
tracing and image source method for direct sound and early
IV. MPEG-4 VERSION 2 reflections with late reverberation modeling based on statistical

) i ) parameters [20], [22]. Théstener modeis closely related to
_In this section we describe the features proposed for Ajge method of reproducing the auditory sensation. Different
dioBIFS in MPEG-4 Version 2, which will become an officialy_p processing is needed for different types of reproduction

amendment to MPEG-4 in January 2000. The AudioBIF§,ch a5 headphone, stereophonic, and multichannel loud-
extensions to the first version of the MPEG-4 standard COfheaker listening.

cern audio environment modeling in a manner more natural
than is possible in the current BIFS and VRML standards.

As MPEG-4 Version 1 augments the virtual-reality modes. physical-Modeling Extensions to AudioBIFS
of sound in VRML with a versatile abstract-effects modeln MPEG-4 Version 2

MPEG-4 Version 2 extends the simple virtual-reality model In Version 1 of the MPEG-4 standard, as in the VRML

to include two rich and robust techniques for creating virtual . . )
. . : : : . Standard, the virtual-reality sound-source model only provides
audio environments. The first techniquepisysical modeling

of the acoustic environment is bound to the physical reali{echmques for placing the sound source in the 3D space and for

defined by the visual scene. The secongldreptual creation Coarse simulation of sound source directivity by the elliptical

e . .. sound source patterns (Section II-C).
and modification of environmental sound characteristic is . .
To improve this model, the spectral content of the sound

based upon perceptual parameterization. . ) . .
: : : . . should change as a function of distance. This occurs in natural
In this section, we briefly discuss the concepts behind. . . .
: ; : . : environments because of the low-pass filtering effect of air
virtual audio environments. We then explain the physical an . ; .
. - absorption. Another improvement would enable more flexible
perceptual approaches to environmental modeling in MPEG-= . L
) . . L S|H1ulat|0n of the frequency-dependent radiation patterns of
Version 2. We discuss the different application areas targete :
by the two approaches re_al sound sources. For example, a br_ass instrument has more
' high-frequency spectral content when listened to from the front
as compared with behind. Finally, the sound source model in
Version 1 AudioBIFS does not take into account effects of the
By physical modeling of acoustic environmente mean environment and the medium. Among these are the Doppler
processing sound so that the acoustic effects processing coeféect caused by the coupling of the propagation delay of the
sponds to the visual scene. This involves modeling individuabund to the relative movement of the sound source and the
sound reflections off the walls, modeling sound propagsirtual listener, and the interaction (reflection, transmission,
tion through objects, simulating air absorption, and renderimgclusion) of sound with objects in the medium.
late diffuse reverberation, in addition to the 3-D positional For the second phase of the standard, three
rendering of source locations. This type of environmentaew  nodes-AcousticScene  AcousticMaterial, and
spatialization is sometimes referred to asralization or DirectiveSound—have been proposed for advanced
virtual acoustics[19], [20]. auralization of audiovisual scenes [23] (Table IIl). With
Virtual acoustics is a relatively new field of research thahese new nodes it is possible to define geometrical regions
combines traditional acoustic-modeling techniques for sourc@s,the scene where different acoustic responses are applied
rooms, and listeners with the modeling of virtual environto sound according to the virtual locations of the sound
ments. Audiovisual interaction is one of the important featuresurce and the virtual listener. ThAcousticScene and
of virtual acoustics—the aim is a virtual environment wherBirectiveSound nodes together allow the specification of
auditory and visual events are related. Audiovisual objegtsoperties of sound propagation and attenuation in the
change both their auditory and visual characteristics accordimgdium. The AcousticMaterial node gives visual and
to their position, orientation, materials, and visibility in aacoustic properties to polygonal surfaces. In the following,
scene. we illustrate how these nodes can be used to build up a
The audio approach to virtual environments [21] can begion with an acoustic response.
divided into three tasks: defining the virtual environment, mod- 1) AcousticSceneThe AcousticScenenode is used to gov-
eling (real-time or non-real-time) the virtual sound processrn an entire auralization process. As a child node Gfaup

and generating audio for presentation to the (real) listener. Tihede, it binds together acoustically relevant surfaces under that

A. Physical Modeling of Acoustic Environments
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TABLE Il
ADDITIONAL Aupio NoDES IN MPEG-4 \ERsIoN 2 AudioBIFS

Group sounds togel in an auralization proc
AcousticalMaterial Specify reflection and transmission impulse responses for an object in a scene.
DirectiveSound Specily frequency-dependent directivity modeling for a sound.

Group. AcousticScenehas fields for defining a 3-D listening
area, the viewpoint and the sound source must both lie in this
area in order for the sound to be audible. It also has a field
for specifying a frequency-dependent reverberation time that &7 ¥ ¥
is used to add artificial reverberation to sounds. L2 H3

The parentGroup node of anAcousticScenemay contain
any BIFS nodes (audio or visual) in its children and children’s
subtrees. However, only polygonal surfaces that are defined
with the IndexedFaceSetvisual node may be given acoustic
properties and taken into account in the auralization process. , _ , _
The AcoustioMaterial node, below, is used to give the acous, ., SeUrd 01168 1 & eam wih scousical reectng s parly
tic properties to the surfaces in th&cousticScene The reflections are perceived; the reflected sound is defined by the transfer
listening volume specified in aAcousticScenedefines the functionsH1 andH2. Virtual listenerL2 only receives the direct sound filtered -
outermost boundaries for the auralization, so that it enclo ﬁﬂgdsf)‘;”g]gi‘p;rg'ffr'?Sn'lltti%:q%?f'”ed for the obstructing wall; the sound is
all the acoustic surfaces under the saBreup. This enables
the use of several areas with different acoustic responses, or
“rooms,” in the same BIFS scene. By keeping the renderififection-dependent filteringdirectiveSound nodes are only
areas of differenAcousticScenespart, it is possible to restrict rendered when they lie within the same auralization region as
the complexity of sound processing to only one auralizatidhe listener, as defined in akcousticScene As these sound
process at a time. sources and the listener move form ohepusticSceneaegion

2) AcousticMaterial: AcousticMaterial is a superset of the to another, the change in the acoustics of the environment can
Material node that is used to give reflectivity and soun@€ perceived. In addition to trepatialize field inherited from
passing properties to surfaces that are definedhitexed- Soundnode,DirectiveSoundhas another boolean field called
FaceSetnodes.IndexedFaceSetsare used in visual BIFS to roomEffect that enables sound processing according to the
create polygons and 3-D objects with arbitrary shapes, afgoustic surfaces and the reverberation definitions. With this
are therefore suitable for building up a room with reflectinfield set to FALSE, the effect of the acoustic environment is
walls that pass a portion of the sound energy through to thet rendered, and thus it is possible to have sources with low
other side. Both the reflectivity and the sound transmissié@und processing cost, but still with more advanced directivity
properties of theAcousticMaterial are given in a transfer and sound propagation properties than with $weind node.
function coefficient form, to enable frequency-dependent gainThe directivity field of this node specifies the frequency-
and efficient and scalable implementation. dependent gain as a function of angle between the listening

WhenAcousticMaterial nodes are present in an AudioBIFSpoint and the main direction axis of the sound source. It is
scene, the detailed acoustics can be described even for comgigen as a set of transfer functions. The directivity parameter
room configurations. The specular reflections at room boungkn be given for an arbitrary set of angles, or whenever the
aries are computed dynamically, and each sound reflection s4tual listener is between two angles with specified directivity
be synthesized with the correct apparent direction and deléifters. The distance-dependent attenuation is defined-b§t
according to the virtual positions of the sound source, tld8 attenuation distance, within which the sound is linearly
virtual listener, and the reflecting surface. Since Ameustic- attenuated in the decibel scale. It is not heard outside this
Scenebinds together the surfaces under the same auralizatidiatance. By setting the value of this field to zero, there is no
process, higher order reflections may be computed wheneagienuation, i.e., the sound level remains constant in the scene.
there are enough computational resources. Implementatideditionally, frequency-dependent air absorption (generally,
aspects of this process have been addressed in previous papersasing low-pass filtering as a function of distance) can be
[21]. Fig. 4 shows a wire-frame model of a room built fronapplied to the sound source by setting the value of a boolean
acoustically reflective and partly transparent surfaces. field calleduseAirabs to TRUE. This gives a more natural

3) DirectiveSound: The DirectiveSound node enables the feeling of the distance between the virtual source and virtual
flexible definition of frequency-dependent directivity modelingjstener.
of sound sources. It is an extension of tBeund node, The DirectiveSound node also allows the content author
and is used in the same manner, but with the addition tf control the propagation speed of sound between the source
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and the virtual listener with thepeedOfSoundfield. This

has significance when the sound reflects off surfaces, and tH&*® ¢ // main node
. . children [
delays of the reflections are computed accordl_ng to the Ie_ngth Sound ( /7 top of AudioBIFS subgraph
of the sound path and the speed of sound in the medium. spatialize 0
When there is relative speed between the source and the virtual ~ #ov¥ee ! // only one source per Sound
. . . AudioMix {
listener, Doppler effect is apphed to the sound. Thg dgfa}ult sumChan 2 // a four-into-two mixdown
value of the speed of sound is close to that of sound in air, i.e., phaseGroup [1 1]
340 m/s, but can be changed for each sound individually if the matrix [0.8 0.4 1.0 0.1 0.4 0.8 0.1 1.0]
trength of the Doppler effect or the delay of the reflection e | /1 two ehlidren of Mix
strength of the Doppler elrect or the aelay of he retlections AudioSource { /1 first child
are to be exaggerated. By lowering the speed of sound, for url “music”
example, the effective acoustic room size can be increased. nunChan 2
phaseGroup [1 1]
1
C. Perceptual Parameters in Audio Environment Modeling AudioFX { /1 second child
. o . orch “...” // see Figure 6
Audio spatialization can also be approached from a non- numChan 2 // turns mono into stereo
physical viewpoint, investigating the perception of spatial children [
. . . . . AudioSource {
audio and room acoustical quality. This process is termed the url “speach®
perceptual approactio acoustic environment modeling. numChan 1
Perceptual parameters have recently been introduced into }

the draft of MPEG-4 Version 2 as another method of creating] PIrIaaan

envanmental acou;'uc effec.ts in the scene, 'ndependemF%f. 5. An AudioBIFS scene, represented in a textual format similar to
the visual (and physical) reality. These parameters enable thevL. This scene mixes two sound sources into a presentation. The first

creation of environmental acoustic effects separately for ea¥dyrce is a stereo music sound; the second is a monophonic speech sound.
e second sound is passed through a stereo reverberator before it is mixed

. . I
sound source, adjusted tq CharaCt?”Ze the perceptu_al quam}fthe first. A mixing matrix is provided with thAudioMix node to specify
of the source and the environment in a 3-D space. High-leust relative levels of the stereo mixdown. The sound resulting from this mix is

perceptual parameters (SUCh as source presence and brilliaﬁéé?nted to the listener in a non_spatialized manner. Not all fields are shown
. . or each node. In a real scene, this textual format is not used; rather, the BIFS

room reverberance, heaviness, liveness, envelopment) are L&%gﬁ}s conveyed in a compressed binary format.

to derive low-level energy parameters for the control of direct

sound, and the different parts of the room impulse response,

i.e., the directional and diffuse early reflections, as well as tk@S Well as other examples) can be downloaded from the

late reverberation [20], [22], [24]. The high-level parametefdPEG-4 Structured and SNHC Audio web site, which is

have been derived based on subjective testing of perceiydgsently maintained dttp:/sound.media.mit.edu/mpeg4

room acoustical quality [22]. by the first author. . _

Based on these parameters, a real-time spatial sound prOl'here are a few simplifications made to this AudioBIFS
cessing scheme has been derived [24], which enables comp&f&ne for presentation. In a real scene, uhlefields of the
tionally efficient yet perceptually relevant 3-D audio rendering‘UdioSource nodes would contain indexes indicating which
The only input required from a geometrical represemaﬁdﬂementar)‘/_stream.to attach. Not all fields a_tre.shown for each
of the acoustic space and its objects is the distance dmepe. Additionally, in a real MPEG-4 transmission, this textual
orientation between the source and the virtual listener. THYMat is not used; rather, the equivalent data is transmitted in
perceptual rendering engine does not need to utilize otffeicOMpressed binary representation. _ _
geometrical knowledge of the acoustic space (wall positions, T heorch field of theAudioFX node contains the tokenized
their reflection or transmission characteristics), because R8OL code of an effects-processing algorithm. One such
static early reflection patterns and late reverberation decay &@orithm is shown in Fig. 6. It implements the Schroeder
implicitly characterized by low-level parameters that have rgverberator [20], applying it to a mono signal in two decor-
fully specified translation from high-level perceptual paran{elated ways to produce a stereo result. As can be seen in this
eters. figure, it is easy to change the properties of the reverb in a wide

This approach is meant mainly for applications wheréariety of ways by changing the SAOL code. A full discussion
the environmental response does not have to corresponcPtdhe capabilities of SAOL may be found elsewhere [14].
the visual environment, but where high-quality virtual room-
acoustic effects are nevertheless desired. The perceptual pa-
rameters and processing are therefore also useful for audio- VI
only postproduction in MPEG-4.

. | MPLEMENTATIONS

There are several BIFS and/or AudioBIFS implementa-
tion projects underway at the time of writing. “IM-1" is an
MPEG-4 demonstration project showing systems capabilities

This section provides a short example to show how various a real-time framework. A separate audio-only project has
AudioBIFS nodes interact. The sound scene in Fig. 5 synchitween undertaken to verify the audio multiplex and synchro-
nizes a synthetic music track with a voice-over that has aization capabilities. This project is integrated with the SAOL
artificial reverberation applied to it. The resulting soundtraaleference software. Finally, several private industrial projects

V. A SHORT EXAMPLE
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global { tem (see below) is integrated to provide full AudioFX capa-
outchannels 2; bility. High-quality sample-rate conversion is also included.

, send(schroeder; 1; input_bus); In operation, a demultiplexer and the natural audio decoding

tools are executed independently to produce “composition

instr schroeder(rt) { buffers” in disk files that contain the PCM output of the de-
// Schroeder reverb: rt = -60 dB ring time in sec coders for use by thAudioSource nodes. An integrated audio
asig apl, ap2; . . .
asig cl, c2, <3, od; compositor/synthesizer executes the structured audio decod-
asig outL, outR; ing and simultaneously composites the natural and synthetic

outputs together according to the AudioBIFS instructions.
apl = allpass(input[0], 0.0017, 0.7);

ap2 = allpass({apl, 0.005, 0.7);

€l = comb(ap2, 0.030, combgain(0.030, rt)); C. SAOL Reference Software
¢2 = comb(ap2, 0.0343, combgain(0.0343, rt)}; . . .
€3 = comb(ap2, 0.0393, combgain{0.0393, rt)); The MIT Media Laboratory has implemented the entire
c4 = comb(ap2, 0.045, combgain(0.045, rt)); SAOL specification in a non-real-time reference software
implementation. This source code is freely available (in the
outL = (cl + c2 + c3 + cd)/4; . . . . .
OUtR = (cl - 2 + c3 - cd)/d; public domain) and is suitable for exploring both structured
audio techniques and the capabilities of the AudioFX node.
X output (input + outlL,input + OutR); This implementation and many sample synthesis and effects-
processing algorithms are available from the SA home page
opcode combgain(xsig t, xsig rt) ( at http://sound.media.mit.edu/mpeg4.

// calculate the feedback coeff to make comb filter
// have desired ring time

return(exp(log(10) * -3 * t / rt)); VII. CONCLUSION

} . .
We have described AudioBIFS, the MPEG-4 standard for

Fig. 6. SAOL AudioFX orchestra, for use with the scene graph in Fig. Seffects processing and audio scene description. AudioBIFS is a
that processes an input sound with the Schroeder reverberator [20hgtte ful. flexible f t that th ds of virtual 1d
bus, containing the speech sound output from the decoder, is passed on td’tﬂg"er ul, Tiexible _(_)rma a _Serves €nee S Ol virtual-wor
schroederinstrument. This instrument implements the desired reverberatifttlilders and traditional media developers alike.
algorithm, using comb filters and allpass filters as basic building blocks. An By using the capabilities of MPEG-4 AudioBIFS and the
expanded description of SAOL can be found in other references [14]. -

other MPEG-4 Audio tools, a great many new types of content

become available to the multimedia author. Future research in

are underway that will soon result in high-quality real-timéhis area will include the development of efficient implementa-

MPEG-4 systems becoming widely available. tions for playing back synthetic/natural hybrid audio content,
and new types of authoring tools to enable its efficient creation.
A. IM-1 Demonstration Software Finally, there are many intriguing unsolved problems in the

parea of automatically creating hybrid and object-based sound-

plementation. It has been developed by an MPEG-4 Workirtlr cks automatically from digital audio input. The MPEG-4
andard provides a single representation format in which to

roup created for this purpose. The aim of this project is : . : .
group 'S PUTP I 'S prol I r]aduct such experiments in new encoding technologies.

develop, integrate and demonstrate the Systems capabilitie§ (31 - . .
tis important to note that this paper does not itself represent

Version 1 of the MPEG-4 standard. Features in Version 2 are . -
currently being integrated into the IM1 software a standard or the views of the standardization body ISO/IEC

The IM-1 software is programmed in-Gt, and two ver- JTC1/SC29/WG11, but only the opinions of three individuals
sions of it exist, a 2-D player that relies o’n DirectX and involved in technical aspects of the standardization process.
2-D/3-D player t’hat is based on OpenGL. The sound’capab' ertain elements described herein, particularly those pertaining

ities provided in this system are those enabled bySband :ﬁ Ver§t|pn 2 3ff.MP|E?'4a mda_ly f.hangri b:ﬂn;v;(egn the time of
and AudioSource nodes. is writing and final standardization. The process uses

the open-standards model; suggestions for improvement are
welcome from any party at any tinfe.

IM-1 is the MPEG-4 Systems demonstration software i

B. Audio/Systems Verification

To examine the detailed interaction between the audio REFERENCES
coders and the multiplex and compositing systems, an “au-

; ; i ; i ; ] Coding of Multimedia Objects (MPEG-430/IEC 14496:1999, 1999.
dIO/SySte,ms Integration .pI’OjeCt was unde,rtaken' ThIS prqe ] R. Koenen, “MPEG-4: Multimedia for our time IJEEE Spectrumvol.
resulted in the construction of a non-real-time multiple-audio- ~ 36, no. 2, pp. 26-33, 1999.
codec decoder/compositor that does not run fully automati3] Virtual Reality Modeling Language (VRMIFO 14472-1:1997, 1997.

cally, but nonetheless was extremely valuable in proving thesThe tools and techniques in Version 1 of MPEG-4 AudioBIFS have

conc_epts of the SySt?m' It is currently beln_g eXten_ded £Ren donated to 1SO and the audio community by their developers, who
provide complete and integrated MPEG-4 audio decoding améintain no patent rights or proprietary control over the technical content.
playback capabilities. Patent-free status for the AudioBIFS tools has been maintained in the hope

. . . . . . that acceptance and implementation of the most advanced audio tools in the
This system |mplements theudioMix, AudioSwitch, Au- MPEG-4 standard will help to drive forward the marketplace for advanced

dioDelay, AudioSource,and AudioFX nodes. A SAOL sys- digital-audio technology on personal computers.
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