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In Experiments 1 and 2, the time to locate and identify a visual target (visual search perfor­
mance in a two-alternative forced-choice paradigm) was measured as a function of the location
of the target relative to the subject's initial line of gaze. In Experiment 1, tests were conducted
within a 260° region on the horizontal plane at a fixed elevation (eye level). In Experiment 2,
the position of the target was varied in both the horizontal (260°) and the vertical (±46° from
the initial line of gaze) planes. In both experiments, and for all locations tested, the time required
to conduct a visual search was reduced substantially (175-1,200 msec) when a 10-Hz click train
was presented from the same location as that occupied by the visual target. Significant differ­
ences in latencies were still evident when the visual target was located within 10° of the initial
line of gaze (central visual field). In Experiment 3, we examined head and eye movements that
occur as subjects attempt to locate a sound source. Concurrent movements of the head and eyes
are commonly encountered during auditorily directed search behavior. In over half of the trials,
eyelid closures were apparent as the subjects attempted to orient themselves toward the sound
source. The results from these experiments support the hypothesis that the auditory spatial channel
has a significant role in regulating visual gaze.

Statement of the Problem

The auditory system in human beings has only limited
spatial resolving power; the ability to discriminate the lo­
cation of a sound source, for example, is seldom better
than 1°-2 0.1 Although an extensive literature exists on
the topic of auditory spatial processes, little attention has
been paid to evaluating the function of this system. In our

search for a role for the auditory spatial system, we as­
sumed that the function it serves must require no more
than the limited resolution normally observed. We wish
to suggest the following hypothesis: The primary func­
tion of the auditory spatial system may be to provide in­
formation that allows the individual to redirect the eyes

in order to bring the fovea into line with an acoustically
active object. Since the fovea, which is the most power­
ful information processing segment of the retina, extends
over several degrees of visual angle, additional auditory
spatial capacity may not have had any adaptive value. In
the following section, we will attempt to present the ar­

guments that led us to this conclusion.

Overview
In human beings, the eyes are located relatively close

together at the front of the head. One cost of this arrange­
ment is that people have available only a limited sample

of the immediate environment. As noted by Gibson
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(1950), at best we view the world through an oval "win­
dow" that extends approximately 1800 laterally and 1500

vertically in the frontal hemifield. Thus, at any moment,
somewhat more than half of the immediate environment
is unavailable for visual evaluation. But even within this

"window," visual information processing capacity is
often quite limited. Only for a very narrow segment near
the center of this field, immediately around the line of
gaze, do we find really good spatial processing capacity.
For images that fall even a few degrees outside of this
area, acuity is substantially less. For events located 40 0

from the line of gaze, for example, spatial resolution is
only 5% of that encountered for events within the foveal
region. For the extreme peripheral portions of this field,
approximately half of the available "window," spatial
resolution is even poorer (Wertheim, 1894).

It is within the context of the limitations of the visual

channel that we believe one can most readily appreciate
the advantageous position occupied by the auditory sys­
tem. First, the ears can receive energy coming from any
direction, regardless of the current line of gaze. Second,
sound, unlike light, is relatively free to travel around ob­
jects, so that even if light from an object is partially

blocked by foliage or other elements in the environment,
acoustic information is still likely to be available. Third,
the spatial resolving power of the auditory system is, rela­
tive to the visual mode, reasonably homogeneous for
broad bandwidth signals (Perrott, 1988; Perrott & Saberi,
1989). Fourth, the sensory apparatus is embedded in the

skull; with this arrangement, the spatial information avail­
able to the auditory system regarding events in the en­
vironment is always referenced to the current position of
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the observer's head. In this context, even the absence of
mobile pinna is probably an advantage.

All the features mentioned above are compatible with
the notion that the auditory system may have a role in
determining what portions of the immediate environment
are brought into the visual field and, in effect, in deter­
mining what information will be present at the fovea.
Shifts in gaze, in response to a sound, have been studied
for a long time (see Sokolov, 1963). In fact, this compo­
nent of the "orientation reflex" can be seen in human
infants shortly after birth (Wertheimer, 1961). This ob­
servation is probably significant, for it suggests that the
capacity to perform adjustments in gaze in response to
a sound is essentially innate, or "hardwired."

While there is little question that the reorientation of
an observer in response to an acoustic event is a common
occurrence, there is no evidence as yet that such move­
ments are precise enough to bring the event in line with
the fovea. If the movement observed in response to a
sound merely serves to bring the event within the general
visual field, one might argue that the auditory system has
a useful, but not critical, role in the process by which
visual information is obtained. Under a broad variety of
situations, human subjects do tend to give substantially
greater weight to information arriving from the visual mo­
dality as opposed to any other sensory channel. This ef­
fect has been termed "visual dominance" (Posner, Nis­
sen, & Klein, 1976). In the context of "visual
dominance," one would predict that, once the target enters
the visual field, any additional information needed for the
movement of the eyes would be derived from the visual
modality. If the latter description is true, then one could
predict that the presence of spatial information from the
auditory modality would be superfluous for visual targets
that are already in the visual field. Such an outcome
would, of course, be contrary to the experimental
hypothesis.

General Paradigm

The primary task for the subjects in the first two ex­
periments was to locate and identify a visual target. To
ensure that they had in fact located and identified the tar­
get, one of two stimuli was employed on each trial (a two­
alternative forced-choice, or 2AFC, procedure). To en­
sure that the subjects employed central vision on this task,
the illuminationlevel of the target was reduced to the point
at which the discrimination between the two targets was
at chance when they were positioned 5° from the sub­
ject's point of fixation. Detection performance, on the
other hand, indicated that these targets could be detected,
but not identified, out to at least 80° from the fovea on
the lateral plane and 60° on the vertical plane (the func­
tional visual field with these targets was somewhat less
than the 90° lateral and 75° vertical limits of the visual
field described by Gibson, 1950). In both experiments,
a large region, never less than 260°, was examined within
an experimental session. All points within the region
selected were equally likely to be employed on the next

presentation. In effect, the experiments involved the
localizationand discrimination of visual targets under con­
ditions of high spatial uncertainty. Response latency was
the primary dependent variable in all of the experiments
reported here.

EXPERIMENT 1

Method
Subjects. Five college students aged 21-26 served in this experi­

ment. Two of the subjects had prior experience in psychoacoustic
experiments, and three were experimentally naive. All were paid

a fixed hourly rate ($5/h). The subjects were informed that they
could earn an additional $5 if their reaction time (RT) performance
was better than that of the other subjects in the same session. Since
the bonus was paid for each of 14 sessions completed, a subject
could earn an additional $70. Our subjects appeared to be highly
motivated to perform as rapidly as possible. Target identification
performance of at least 95% correct was required of all subjects

across all conditions examined. The subjects received feedback af­
ter each session, regarding their average RT, the number of errors
made, and the performance of the other subjectson the same session.

Apparatus. The experiments were conducted in a large audio­
metric test chamber that had been modified for free-field testing.
All interior surfaces were covered with acoustic foam wedges (So­
nex). Sound field measurements indicated excellent reduction in
reflected sounds for signals above 400 Hz. The subject was seated
in a chair in the middle of the test chamber. The subject's head
was positioned I m below a power shaft that entered the double­
walled steel chamber through a hole in the center of the ceiling.
Attached to this shaft was a sound boom, I m in radius, of local
construction (see Figure I). A loudspeaker (Sony, SRS-3) was
mounted to the boom arm at eye level relative to the subject (0°

elevation). Communication between this speaker and the audio sys­
tem located in the external control room was made by a slip-ring
connector. At the center of the boom-mounted speaker (Speaker I),
two red flat-surfaced incandescent lights were attached. These tar­
get lights subtended an angle of 0.5° (relative to the subject when
seated at the center of the chamber). On the surface of one light
was printed the letter "L," and on the other, the letter "R." An
identical speaker (Speaker 2) was located in front of and at the eye
level of the subject (0° elevation and azimuth). This speaker, which
was not attached to the sound boom, remained in place throughout
the various experimental conditions examined. A third light, placed
at 0° azimuth and 3° elevation, was used to provide a fixation point
for the subject prior to eachstimulus presentation.

Since the sound boom-was motorized, the lateral position of
Speaker I and the two target lights mounted on it could be freely
varied. Rotation speeds of 5 0 - B Oo/sec could be achieved. Motor
noise was evident for rotation rates above 60 0/sec but did not ex­
ceed 25 dB (SPL; 0.0002 dyn/crrr'). Background white noise of
70 dB(A) was employed while the boom was in motion during the
current experiment, even though there was no evidence that these
sounds from the boom were correlated in any useful way with the

current task. The sounds that were present, when preliminary tests
were conducted without the masking noise, appeared to radiate from
the power shaft directly above the subject. The rate and direction
that the boom traveled and the position of the boom after the move­
ment was terminated were under computer control. The positions
of the boom-mounted speaker and target lights could be read to an
accuracy of better than 0.1 ° azimuth. A more extensive descrip­
tion of this system has been given by Perrott and Tucker (1988).
All other aspects of the experimental situation were also controlled
by computer.

Procedure. The subjects were placed directly under the power
shaft of the boom, with access to a response-key panel with three
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Figure 1. An illustration of the apparatus used in Experiment 1.

keys. One key, which was used by the subject to initiate each trial
(the "start key"), was located on one end of the panel. The re­

maining keys, marked "L" and "R," were located respectively

on the left and right sides of the other end of the response panel.

At the beginning of each trial, the fixation light and the house lights
were turned on (the latter were employed between trials to prevent

dark adaptation over the long experimental sessions). The subjects
were instructed to fixate on the light directly in front of them (the

fixation light). When they were in position, they were instructed

to hit the start key to begin the trial. All lights were immediately
turned off. The masking speaker was activated, while the boom

moved into position. With the boom in position, the masking speaker
was deactivated, followed by a 500-msec silent interstimulus in­

terval. At this point, a single speaker and a single target light were
activated together. The auditory stimulus was a 6O-dB(A), lO-Hz

click train. The visual target was one of the two target lights mounted

on the motorized boom (either the letter L or the letter R was visi­

b�e). The start of the click train cued subjects to initiate search.
The subject's task was to locate and identify the light and respond

by pressing either the left key (if the letter L was lit) or the right
key (if the letter R was lit). Each run consisted of 130 trials. An

incorrect response rate of higher than 5% constituted a ratio de­
fined as sufficiently large to cancel the run (no sessions were ter­

minated, since performance was always better than 95 %). The sub­
ject's response terminated the trial. The fixation light and the side

light were reactivated, and the next trial began after the subject
returned to the initial position (toward the fixation light) and pressed

the start key.
Data were collected on target locations ranging from 1300 to the

subjects' right to 1300 to their left. All locations in this region had

an equal likelihood of being used on any trial with the following

limitation. The 260 0 field was divided into 13 subregions of 20 0

each. Within a session, 10 samples were obtained from each

subregion. However, all possible locations within each subregion
were equally likely to be used within a session.? Sixty samples were

collected for each subject at each subregion over a series of ses­
sions. All tests on an experimental condition were completed by

each subject prior to the beginning of testing on another condition.

Two conditions were examined in Experiment I. In the first con­
dition, the 10-Hz click train, which indicated that the subject could

begin to search for the visual target, originated from Speaker 2 (the
speaker that was always located directly in front of the subject).

Thus, the location of the auditory stimulus was independent of the
location of the visual target (spatially uncorrelated). The localiza-

tion and identification of the target light, in this condition, could

only be based on visual information. In the second condition, the

lO-Hz click train originated from Speaker I (the boom-mounted
speaker). The location of the sound source was spatially correlated

with the location of the visual target light. Information regarding
the location, but not the identity of the visual target, was available

to the subject at the beginning of the search phase of the trial. As

mentioned above, each subject concluded either Condition 1 or Con­

dition 2 prior to beginning testing on the other condition. At least
one practice session was performed by each subject prior to begin­

ning data collection on each condition. Three subjects served in
the spatially correlated condition first, and the remaining subjects

began with the spatially uncorrelated condition.

Results and Discussion
Figure 2 presents the mean RTs as a function of the

location of the target. The positive and negative azimuth
positions indicate that the target was, respectively, to the
right or the left of the initial fixation point. In the lower
right panel, Figure 2f, each point indicates the average

for the 5 subjects employed in this experiment (each point
is based on 300 observations). The mean plotted at an
azimuth of -100°, for example, indicates the average la­
tency required to locate and identify a target in a region
extending from 90° to 110° to the subject's left. The open
symbols depict the performance encountered when the

source producing the 1O-Hzclick train was spatially un­
correlated with the location of the target. The performance
obtained when the lO-Hz click train was emitted from the
same location as that occupied by the visual target, the
spatially correlated condition, is indicated by the filled
symbols. The remaining five panels present the results

for individual subjects.
Although substantial individual differences in this choice

RT experiment are clearly evident (subject T.S. had RTs
that were typically 200-300 msec longer than those for
subject S.P., for example), the functions are nonetheless
quite consistent across the subjects. All 5 subjects show

V-shaped functions, indicating-not unexpectedly-that
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the latencies are systematically shorter for "targets" lo­
cated near the initial fixation point. For all subjects, per­
formance is substantially better in the presence of a sound
source that is spatially correlated with the visual target
than when the sound is spatially uncorrelated. An anal­

ysis of variance performed on the data clearly supports
these initial impressions. The effects of locus of the tar­
get [F(12,48) = 48.04, p < .001] and conditions
[F(1,4) = 413.746, P < .001], as well as the interac­
tion between these two variables [F(12,48) = 22.39,
p < .00 1], are significant. 3

Figure 3 presents the mean reduction in search time-in
effect, the temporal advantage provided by the spatially
correlated sound source. The largest effects were, not un­
expectedly, obtained for events initially located outside
the visual field (in our case, for targets located more than

80° from the initial fixation point). But substantial effects

in excess of 150 msec are also evident for events that were
initially located within the visual field. Probably what we
found to be the most unexpected result was the observa­
tion that a statistically significant difference (p < .01)
was apparent between the spatially correlated and uncor­
related conditions even when the visual target was located

within 10° of the subject's initial fixation point.
That acoustic information can serve to reduce the visual

search time for events initially located outside of the visual
field was not particularly surprising. However, for an
event that is located in the rear hemifield (more than 90°
from the initial line of gaze), the latencies are only

200-300 msec longer than they are if the event occurs
near the fovea-if the subject has spatial information from
the auditory modality. In fact, RTs for targets located in
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the rear hemifield in the presence of a spatially correlated

sound are generally about the same as those obtained for
targets located within 10° of the initial fixation point in

the spatially uncorrelated condition. In the absence of this
information-that is, when the subject must locate the tar­

get visually-an additional 500 msec or more are required

for the subject to locate a target in the rear hemifield. If

this were the only finding, we could still conclude that

such a system could be quite meaningful to an organism

that must contend with dynamic events in a three­
dimensional space. The present results, however, indi­

cate that the spatial information from the auditory mo­

dality also improves search performance by several

hundred milliseconds even when the target is located

within the visual field. Post hoc tests indicate a signifi­

cant reduction (p < .01) in RT in all regions examined

in the current experiment when spatially correlated sound
was present.

The performance obtained with targets located within

10° of the initial line of gaze was quite unexpected. In

this region, the subjects should have had excellent visual

spatial resolving power. Eye movements necessary to

bring the target onto the fovea should have been ade­
quately supported by the existing information from the

visual field. Yet the latencies obtained without the benefit

of spatially correlated auditory information were

150-200 msec longer. There are a number of possible ex­

planations for this interesting observation. First, our spa­

tially uncorrelated condition may not have provided a fair
test of the visual search capacity in the absence of audi­

tory localization information. The presence of the sound

from the initial fixation point, as used in the latter condi­

tion, may have triggered an oculomotor response (or in­

hibited a response, since the source was located at the fix­

ation point) that was in conflict with the target location

information that was available from the visual modality.
If this were true, then one would have clear evidence for

auditory dominance, at least in the regulation of gaze.

While this hypothesis merits further attention, other ob­

servations from our laboratory suggest that superior per­

formance can be observed in the central visual field even
if the "spatial conflict" is eliminated."

The second hypothesis centers on the notion that infor­

mation from the auditory spatial channel becomes avail­
able to the oculomotor system more quickly than that from

the visual channel. It has often been demonstrated that

simple RTs to the onset of a light are slower, by about
40 msec, than RTs to the onset of a sound (e.g., Wood­

worth & Schlossberg, 1954). Differences in the relative

signal level between our target light and our lO-Hzclick
train might account for another 40 msec. But such differ­

ences in RT (to a weak light versus a strong sound) are

probably too small to explain the effect that we observed. 5

The latter hypothesis assumes, of course, that the audi­

tory spatial information is as effectively utilized by the

oculomotor system as that acquired from the visual mo­
dality.

One final possibility is that aurally directed eye move­

ments are simply more accurate than those dependent on
information from the visual field. Eye movements can be

extremely fast with rates in excess of 800° /sec. The time

between successive saccades, on the other hand, gener­

ally exceeds 150 msec (Saslow, 1967). The difference that

we see between the spatially correlated and uncorrelated
conditions in the current experiment, with the target lo­
cated within 10° of the initial line of gaze, could be

predicted if an additional saccade was frequently required
in the latter situation.

EXPERIMENT 2

Overview

In the natural setting, it is extremely likely that events

will occur above and below the initial line of gaze. In fact,

concurrent variations in elevation and azimuth would

probably be far more common than the conditions ex­

amined in the first study, in which the relative elevation

of the target was held constant. Aside from the obvious

advantage of considering visual search behavior under
more natural conditions, our interest in the introduction

of concurrent variations in the elevation of the target was

prompted by the recognition that such a manipulation

might provide a clearer assessment of the potential role
of the auditory modality in the regulation of gaze.

Given the intrinsic limitations of the visual modality,

the presence of spatial uncertainty on the vertical dimen­

sion would probably have substantially more impact on

visual search behavior in the absence of auditory spatial

information than it would if such information were avail­

able. Under conditions of unaided visual search, if a sub­

ject fails to detect the target within the current visual field,

a shift in gaze would be required. Successive regions
would be examined until the target was detected. In ef­

fect, we can assume that visual search would proceed in

a serial fashion. Thus the addition of variations in the rela­

tive elevation of the target would result in an increase in

the number of potential regions that would have to be
sampled.

In contrast, the auditory spatial channel can appreciate

the relative location of an event, regardless of the cur­

rent line of gaze. No time-consuming movements of the
eyes or head are required to sample the field. Thus the

addition of variations in elevation might have little or no

impact on visual search performance if auditory spatial
information is available.

Method

The subjects, apparatus, and procedures were the same as those

employed in the first experiment, but with the following changes:

Two sets of visual targets were employed in the same session. One
pair of targets was positioned 46° above and the second pair was

located 46° below the fixation point (±46° elevation). In the con­
dition in which the auditory signal was spatially correlated with

the location of the visual target, a speaker was activated from both
the same lateral position and the same elevation as the visual tar-
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Figure 4. The apparatus employed in Experiment 2 consisted of two speakers and
four visual targets (two above and two below the initial line of gaze), mounted on
the boom. The speakers and the associated target light pairs were separated by 92 0 •

get. Figure 4 illustrates the general configuration employed. In the

spatiaIly uncorrelated condition, while the visual targets were free
to vary over a 260 0 field in the lateral dimension and occupy one

of two locations vertically (±46°), the click train was presented
from a speaker located directly in front of the subject.

Results and Discussion
Figure 5 presents the mean RTs for the 5 subjects in

this experiment. The open symbols present RTs collected

under conditions in which the sound was spatially uncor­

related with the location of the visual target. The open

squares indicate RTs obtained in the present experiment,
when the target was free to vary in elevation (±46°) as

well as azimuth. For purposes of comparison, the open

circles are a replot of the results from the first study, in

which no variation in elevation was permitted. The filled

symbols present the performance obtained when spatially

correlated sound was available during the visual search

process. The filled squares indicate RTs obtained under
conditions of elevation variation, and the filled circles are

a replot of the same condition from the previous experi­

ment. The vertical bars indicate the standard error of the

mean for each point.
An analysis of variance performed on these data indi­

cated that lateral location [F(12,48) = 34.504, p < .001],

conditions [F(1,4) = 341.196,p < .001], and the inter­
action between these two variables [F(12,48) = 15.192,

P < .001] were significant. The interaction is particu­

larly evident in these data. In the uncorrelated condition,
RTs increased by more than 700 msec as the target was

displaced laterally. In contrast, in the correlated condi­

tion, RTs increased by only 100-200 msec. In fact, for
targets located within 70° of the initial fixation point, no

increase in RT was evident in the correlated condition.

Overall, error rates were higher in this experiment than

in the previous study (2.66% and 1.88% for the correlated
sound and uncorrelated sound conditions, respectively).

The effects of the addition of variations in elevation are

clearly evident in these data. Under conditions in which
the sound is spatially uncorrelated (the open symbols),

the introduction of a 92 ° variation in elevation produces

a substantial increase in RT. Even for targets located
within 40° (azimuth) of the initial fixation point, RTs in­

creased 400-800 msec. A much smaller effect is evident

under conditions in which the subjects had access to spa­

tial information from the auditory modality (the filled sym­

bols). Overall, RTs increased by 150-200 msec when a

92 ° variation in relative elevation was introduced.

The current results are in excellent agreement with the

notion that, in the absence of spatially correlated sound,
visual search must proceed in a serial fashion. The addi­

tion of variations in elevation directly increased the num­

ber of potential regions that would need to be sampled.
Even for targets in the forward field (±40° azimuth), the

displacement of the target 46 ° in the vertical dimension

from the initial line of gaze had a severe impact on per­

formance. The results obtained in the spatially correlated
sound condition are entirely different. Here a small but

consistent increase in RT was evident across all lateral
locations tested. The presence of this increase in RT in

the correlated condition with the addition of the vertical

dimension, however, may be particularly relevant to our
understanding of the relation between the auditory spa­

tial processes and the oculomotor system.

In the previous study, we noted that it was possible to
locate and identify a visual target initially positioned out­

side of the visual field, if a spatially correlated sound
source was present, in about the same time as a subject

would need to perform an unaided visual search with a
target located near the initial line of gaze. Such an effect

seems counterintuitive, since in the former task a shift

in gaze in excess of 80° would be required, and in the
latter case, a shift of only a few degrees would be neces­

sary. This finding could be explained if we assume that
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gaze shifts in response to sound are simply more accurate
than those dependent on information from the visual field.

As noted earlier, shifts in gaze can be extremely fast. The

time between successive saccades, on the other hand, is

substantial (readily exceeding 200 msec). Thus, the su­
perior performance obtained in the first experiment in the

spatially correlated, as opposed to the spatially uncor­

related, sound condition could be explained if one assumed

that fewer saccades are necessary when spatial informa­

tion from the auditory channel is present. In effect, the
accuracy with which the position of the target is first as­

sessed would determine the relative probability that the

first saccade would result in the image from the target
falling sufficiently near the fovea to allow visual identifi-

cation of the event. Errors, when they occur, could be

expected to have a disproportionate impact on the av­

erage RT, since any additional saccade would require

another intersaccade interval.
Although auditory spatial acuity is relatively uniform,

spatial resolution does degrade as sources are displaced

laterally. For broad bandwidth stimuli, as employed in

the current experiment, resolution for targets located in
the extreme lateral field drops to about 30 % of that ob­

tained near 0° azimuth (Manligas & Perrott, 1988). Thus

a substantial portion ofthe 200-300 msec increase in RT
encountered with laterally displaced sources presented in

Experiment 1 could have been due to the increased error

present in the localization of the sound source.
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Minimum audible angle thresholds on the vertical
dimension, with broad bandwidth stimuli, are 2-4 times
larger than those obtained near 0 ° azimuth on the lateral
plane (see Perrott & Saberi, 1990). This resolution is quite
similar to that encountered in the extreme lateral region
of the listener's field. Thus, if the accuracy of the initial
determination of the location of the target were a primary
determinant of whether or not the first saccade would

bring the target onto the fovea, performance requiring an
assessment of the elevation of the target should be simi­
lar to that obtained for sources located in the extreme
lateral field. In effect, the relative spatial resolution and
not the distance of the target from the initial line of gaze
would have a major impact on auditorily aided visual

search performance. The 150-200 msec increase in RTs
obtained in the spatially correlated sound condition in the
current experiment is well within the limits suggested by
this hypothesis.

EXPERIMENT 3

In the first two experiments reported here, the ability

to adjust the line of gaze using auditory spatial informa­
tion was explored indirectly by examining the time re­
quired to locate and identify a visual target. In the last
experiment of this series, we wanted to obtain some direct
information about the movements of the head and eyes
in response to an acoustic signal in the largest test area

possible (a full 360°). For practical reasons, we decided
to focus on the initial and not the terminal movements that
could be observed.

Method

Subjects. Three men and 4 women served in this experiment.

Only I subject had prior experimental experience. All subjects had

normal vision without glasses and no known hearing impairments.
The data from I subject was dropped due to an unreported motor

dysfunction that became evident during the course of testing.
Apparatus. The apparatus previously described was again used,

but with the following additions: A video camera (NEC, TI-22A
CCD) was positioned approximately 100 above the fixation light.

The camera and illumination source were mounted on a track at­

tached to the interior surfaces of the chamber. The output from the
camera was fed into a video cassette recorder (Panasonic, AG-6300)

located in the adjacent control room. The recorder had a frame rate
of only 30/sec, which set the lower limit on the temporal differ­
ences that could be assessed (approximately 33 msec). The subject

wore an adjustable headband, upon which had been attached a

1/4-in. black sequin.
Procedure. The procedures were essentially the same as those

described for Experiment I, but with the following changes made
in the paradigm: First, only the spatially correlated sound condi­

tion was examined. Second, we expanded the test region from 260 0

to a full 360 0 (at an elevation of 0 0
) . Since we wanted to record

the eye and head movementson the videotape, the chamber remained

illuminatedduring the session. A second chamber, made out of black
parachute cloth, was constructed to fit within the perimeter of the
boom. This arrangement eliminated most of the information that

the subject might acquire regarding the location of the sound source
from the visual modality. The task, then, had been reduced from
a 2AFC paradigm to one in which the subjects were simply asked

to look at the location from which the sound originated. A number

of relatively minor changes were made as well. For example, the

10-Hz click train was replaced with a broad bandwidth noise of
approximately 50 dB(A). A small red light, within the field of the

camera, was turned on simultaneously with the speaker. The latter
change provided a convenient "marker" on the video recording,

which indicated the video frame in which the auditory signal was
initiated.

Data analysis. The video records obtained from each of the 600

trials were inspected one frame at a time. The latency of the move­
ment of the eyes was measured as follows: A straightedge was held

against the video image of the iris on the frame at which the light
signaling the onset of the sound occurred. The videotape was then

advanced until a detectable displacement of the iris was evident. 6

The number of frames required was used to determine the latency

of this response. A similar procedure was used to evaluate head

movements, with the edge of the black sequin providing the refer­
ent image. During the course of the data collection, it became clear

that yet another response was present. The subjects frequently closed
their eyes while responding to the sound. We referred to this as

eyelid closure rather than an eyeblink, since the closure, when it
occurred, was usually sustained for most of the period that the sub­

ject's face remained in the camera's field of view. Although the

latency of the eyelid closure was less readily determined than the

head and eye movements, there was no ambiguity regarding the
response itself.

Results and Discussion

Figure 6 presents, in four panels, frequency histograms
of the latencies observed for eye movements (open cir­
cles), head movements (filled circles), and eyelid closures
(open squares), as a function of the relative location of
the sound source. The upper left panel (Figure 6A)
presents the results obtained when the sound source was

within 20° of the initial fixation point (right and left fields
are combined in all of the following figures). Out of the
600 trials completed, only 9 involved cases in which no
eye movement was observed. All but 2 of these occurred
when the source was within 2° of the fixation point (the
others were observed with the source at 3° and 5°). As

can be seen from this panel, the modal latency for eye
movement was approximately 275 msec. Within this
region, head movements were seen on approximately 60%
of the trials, and the modal latency for this response was
approximately 375 msec. The lowest function indicates
cases in which the eyelids were observed to close during

the trial. There appears to be no consistent pattern to this
response.

Tomlinson and Bahra (l986a), in an experiment with
primates, also noted "blinks" during the course of mea­
suring eye movements in a visual search task. They sim­
ply eliminated the trials on which these events occurred.

The results in the upper right panel suggest why these eye­
lid closures should not be ignored. The distribution of
latencies for eye and head movement are plotted along
with the cases in which eyelid closure occurred. These
observations were made with the source located between
20° and 60°. Probably what is most striking is the

presence of a well-defined function for eyelid closures.
The modal latencies for both head and eye movements
have declined. Head movements are observed on approx­
imately 90% of the trials for sources located in this region.
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Figure 6. A frequency histogram of tbe foUowing response latencies: eye movement (open circles).; bead movement [filled circles); and
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Performance in the extreme lateral region (60°-120°) in­
dicates that head and eye movements occur on every trial;

eyelid closures now occur on approximately 70% of the
trials. Probably what is most obvious in this figure is that
there is now only a small difference in the distribution
of these three responses. Although eye movements are
still generally seen earlier than head movementsand eyelid
closures, the difference is now less than 40 msec. The

last panel is a summary of all the observations made in
the rear (120°-180°) hemifield. Movements of the head
and eyes as well as eyelid closures tend to occur within
the same 33-msec frame. The data on the latency of eye
movements in this region must be considered somewhat
incomplete however, since eyelid closures sometimes oc­

curred before any eye movement could be detected.

GENERAL DISCUSSION

Our starting point for this series of experiments was
an attempt to understand why the spatial resolving power

of the human auditory system has an accuracy of only
1°- 20. We speculated that this low level of acuity might,
in fact, be indicative of the functional role of this system
within the broad interplay of the various sensory and mo­
tor channels. For example, while the location of the eyes
in the front of the human head brings with it a significant

binocular advantage, it seems reasonable to suggest that
this requires the processing of information from events
that occur in the rear. Of course most features of the en­
vironment are silent, which means that the auditory sys­
tem provides really very little information about the en-
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vironment outside of the visual field. Organisms, whether

they vocalize or simply locomote, and objects in motion,
such as falling rocks, are significant exceptions. Even
though the auditory system might only provide informa­
tion regarding the location of sound-generating objects,
such objects are likely to be particularly relevant to the
survival of the individual.

An extensive literature, of course, shows that shifts in
gaze often follow the onset of a sound. Pavlov's descrip­
tion of the "what is it?" reflex (Pavlov, 1927) is proba­
bly familiar even to beginning psychology students. The
question of whether this reflex results in a precise realign­
ment of gaze that brings the source of the sound into the

central region of the visual field (the fovea in human be­
ings), which would require an accuracy of approximately
20, or whether it merely results in bringing the event

within any portion of the visual field, was the initial stimu­
lus for the current series of experiments. We had assumed
that there were potentially three separate problems, which

involved the advantage that might be obtained in a visual
search task if auditory spatial information regarding the
location of the source was provided (1) when the source
was initially located outside of the visual field; (2) when
the source was located in the peripheral visual field (more
than 10° from the initial line of gaze); and (3) when the

source was located within a few degrees of the fovea.
The results of the first two experiments, for targets lo­

cated in excess of 90° from the subject's initial fixation
point, clearly show that a large reduction in the time re­
quired to locate and identify the target when auditory spa­
tial information has been provided can be obtained.

Without vertical uncertainty, the latencies for events lo­
cated in excess of 90° dropped by nearly 700 msec when
auditory information was provided. When subjects had
to scan in both the vertical and the horizontal dimensions
for the target, the advantage increased by an additional
500 msec. Any auditory information regarding the loca­

tion of a remote target appears to benefit the visual search
performance. Targets located outside the visual field that
required a shift in gaze of 100° before identificationcould
be made required only an additional 50 msec relative to
a target located within 10° of the initial fixation point,
if the first event was presented with spatially correlated

sound and the second was solely dependent on visual in­
formation. In effect, when auditory information regard­
ing the location of remote events exists, target identifica­
tion proceeds at about the same level of efficiency as it
does when the entire process occurs in the central visual
field. Thus, human beings, with their limited field of view,

have lost little capacity to identify sound-producing ob­
jects that are initially located outside the visual field.

Auditory spatial information is therefore of significant
benefit for the eventual visual identification of events ini­
tially located outside the visual field. The second issue
with which we were concerned was whether or not any

advantage in visual search performance would be real­
ized with spatially correlated sounds when the initial lo­
cation of the target was within the peripheral visual field.
Acuity declines rather dramatically as the image is dis-

placed off the fovea. Yet even in the most peripheral
regions of the retina, spatial resolution is many times su­

perior to that enjoyed by the auditory channel. Thus it
seemed reasonable to predict that the visual system would
have ample information with which to guide the oculo­
motor response so as to bring the image into the central
field. Once again, a substantial advantage was evident,
both when the search was restricted to the horizontal plane

(Experiment 1) and when it included the vertical dimen­
sion as well (Experiment 2). For "targets" located more
than 10° from the fixation point, the temporal advantage
exceeded 200 msec in all cases. It is clear from these
results that the spatial information from the auditory chan­
nel is not superfluous even for events in this region.

Finally, we considered the results obtained when the
visual target fell within 10° of the initial fixation point.
The smallest displacement from the initial line of gaze
was 3°, since the fixation light was 3° above the horizontal

plane of the boom. The spatial resolving power of the ret­
ina in this region should be 50-200 times that enjoyed

by the auditory system. Clearly there is more than ade­
quate information for the system to be able to reorient
the eyes so as to acquire the target. As can be seen in
Figure 2, each subject performed the task more quickly
when auditory spatial information was available. The aver­
age advantage was nearly 175 msec. This finding was

completely unexpected.
We believe that the present results clearly support our

initial hypothesis regarding the functional role of the au­
ditory spatial system; that it provides information directly
to the oculomotor system such that acoustically active tar­
gets have a high probability of being brought into the fo­

veal window for further evaluation. This system clearly
has a high priority. As noted in the "orientation reaction"
literature, acoustic events can readily "draw away" the
gaze, even if the individual is engaged in a critical task.
What was not expected was the clear indication that visual
search performance, when guided by auditory spatial in­

formation, is superior to that observed when only visual
information is available. The following comments are an
attempt to provide an explanation for this observation.

Ifone were designing a servomotor system to perform
shifts in the input field on the basis of the current input,
it would be reasonable first to determine the exact move­

ment necessary and then to perform the movement. But
if the initial information were less than optimal, it might
be useful to sample the data from the field during the
course of the movement, making adjustments in the mo­
tor program on the basis of later arriving data. But the
visual system does not seem to perform in the latter

fashion. With a target in the visual field, but displaced
sufficiently far from the fovea that a shift in gaze is neces­
sary, the localization information available to perform the
saccade appears to be restricted to the initial sample; that
is, there is little evidence that the system utilizes infor­
mation from the retina during the saccade. Davidson, Fox,

and Dick (1973), for example, noted that visual input dur­
ing a saccade is essentially eliminated (the saccade sup­
pression effect). More recent research (e.g., Irwin, Yan-
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tis, & Jonides, 1983; Rayner & Pollatsek, 1983) suggests

that there is even little integration of information across

successive fixations. The results of the last experiment

in this paper may provide the strongest argument yet avail­

able against the notion that there is any substantial con­

tribution by the retina in the regulation of a shift in gaze

once the movement has started. For large shifts in gaze,

in excess of 60°, the eyelids were closed in approximately
70% of the trials that we observed. For smaller displace­

ments of 20°-60°, eyelid closure occurred on approxi­

mately 35%-50% of the trials. Incidental observations in

our laboratory confirm the presence of this eyelid closure

even in the absence of an auditory stimulus. 7 Aside from

the obvious idea that eyelid closure would eliminate most

of the useful information that might fallon the retina, eye­

blinks (both voluntary and involuntary) have been shown

to decrease the sensitivity of the retina to light even when

the light was presented so as to bypass the lids and optics

of the eye (Manning, Riggs, & Komenda, 1983). Thus,

the visual system seems to have relatively little capacity
to modulate the gaze movement on the basis of informa­

tion arriving later from the retina.

The consequence of an error-that is, of the initial gaze

adjustment's failure to bring the image onto the fovea­

can be substantial. While eye-head movements can readily

exceed hundreds of degrees per second, the delay between
successive saccades can readily exceed 150 msec. Thus,

if the auditorily directed movement required fewer cor­

rective saccades, a substantial portion of the auditory ad­

vantage could be explained. In addition, there is at yet

no reason to believe that the processing of auditory spa­

tial information is suspended during either head or eye

movements, and thus it is possible that a more efficient

servomechanism may exist through this channel.

One additional factor must be considered. In our final
experiment, it was clear that head movements were a sig­

nificant factor underlying most adjustments in gaze that

occurred during the search for a target. Even for events
within 20° of the initial line of gaze, concurrent move­

ments of the head and eyes were commonly observed. The

results of this experiment are consistent with the obser­

vations reported by Guitton, Douglas, and Volle (1985),

who used cats as subjects, as well as with two reports by

Tomlinson and Habra (1986a, 1986b), who used primates.
In these studies, only visual information was provided

(most of the time). They noted that as the displacement

of the target increased, the tendency of both head and eye

movements to occur together also increased. Tomlinson

and Habra (l986a) also observed that as the head acceler­

ated, the eye movement decelerated. In effect, the eye be­
comes essentially stationary (relative to the head) over

much of the period that the head is moving. Shifts in gaze

during the search for a target are thus almost exclusively

due to head movements (when the latter movements oc­

cur). As mentioned earlier, the auditory system is partic­

ularly well situated, since it is embedded in the mastoid
bone, to assess the position of the head relative to an ac­

tive sound source. In summary, we believe that one can

make a strong case for the hypothesis that the auditory

spatial channel in human beings may have evolved primar­

ily to serve as a guidance mechanism for the eye-head

motor systems responsible for the regulation of eye po­

sition."
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NOTES

I. Carr (1935) suggested that spatial systems must include the ability

to resolve the attributes of size, shape, distance, motion, and location.

Auditory spatial research with human subjects indicates the following:

There is only a rudimentary capacity to resolve the size of an acoustic

array and virtually no indication of a capacity to appreciate the shape

of the array (Perrott, 1984). Auditory distance perception is notoriously

poor. 10 fact, loudness, which we assume is not a spatial attribute per se,

may account for much of the information employed in depth discrimi­

nation (Strybel & Perrott, 1984). Probably the discrimination of mo­

tion and location, when broad bandwidth stimuli are employed, represents

the best developed spatial capacities in the auditory system (Perrott &

Marlborough, 1989; Perrott & Pacheco, 1989). Resolution in both func­

tions approximates I ° change in azimuth. It seems fair to point out that

the latter functions are substantially less precise than the same func­

tions obtained in the visual modality. For excellent reviews on this topic,

see Pierce, 1901; Howard and Templeton, 1966; Mills, 1972; or Durlach

and Colburn, 1978.

2. The subregions were divided, in turn, into 40 locations. Each lo­

cation subtended approximately ±0.25° azimuth. Thus, there were 520

locations that the visual target could occupy on any given trial (40 loca­

tions x 13 subregions). The intent was to maintain a high degree of

spatial uncertainty regarding the location of the target.

3. There is little evidence of a speed -accuracy tradeoff that could ac­

count for the superior performance observed in the spatially correlated

condition. While the mean error rate was somewhat larger in the spa­

tially correlated condition (1.49 %) than in the uncorrelated condition

(0.98%), Subject S.P., for example, had an error rate in the uncorrelated

condition that was 20 % higher than her error rate in the correlated con­

dition, yet she still had shorter reaction times when the spatially cor­

related sound was available.

4. In our initial attempt to collect data on this problem, we had em­

ployed a control condition in which only a visual target was present (no

spatially uncorrelated sound was used). Performance was particularly

variable in this condition, even when the target occurred in the central

visual field. The reason for this variability became readily apparent.

Lacking a clear signal indicating when to begin to look for the target,

subjects sometimes began to search for the target prior to its onset. Such

premature shifts in gaze were particularly costly when the target actu­

ally occurred near the initial fixation point. Any signal (auditory or visual)

that might be used to mark the onset of the target would have the poten­

tial to initiate an orientation response, so that there does not appear to

be any simple solution to the problem of the potential conflict between

the spatial information from the cue to begin the search and the target

itself, at least when the target stimulus is free to occur from nearly any

direction.

5. Current research in our laboratory clearly indicates that more in­

tense visual targets and less intense spatially correlated sounds can

reduced the size of the advantage. However, assuming that the sounds

are clearly audible, the decrease in the RT advantage is quite modest

(generally less than 40 msec).

6. The identification of the "frame" in which the movement occurred

was actually easy to assess. Given the combination that the eye move­

ments themselves were quite rapid and our temporal resolution (approx­

imately 33 msec/frame) was quite gross, a marked difference in the po­

sition of the video image of the iris between frames was generally evident.

7. We do not see eyelid closure every time a subject turns his head

or every time a sound is initiated in the immediate field. If a subject

is asked to look for a red square, for example, or to track a moving

target, eyelid closures are not particularly evident. However, if the subject

is asked to look at a target whose position is already known but is not

currently in the line of gaze, closure of the eyelids will frequently be

seen during the rapid shift in the line of gaze.

8. We have been careful to restrict our generalizations to human popu­

lations as much as possible. The size of the visual field and the organi­

zation of the retina are two factors that might influence how an organ­

ism employs spatial information from the auditory modality. Even the

relative mobility of the eyes and head could be significant parameters.

In the domestic cat, which has a relatively limited capacity to move the

eyes, excellent mobility of the pinna is evident.
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