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Autocorrelation Values of Generalized
Cyclotomic Sequences of Order Two

Cunsheng Ding

Abstract—The generalized cyclotomic sequence of order two has several
good randomness properties and behaves like the Legendre sequence in
several aspects. In this correspondence we calculate the autocorrelation
values of the generalized cyclotomic sequence of order two. Our result
shows that this sequence could have very good autocorrelation property
and pattern distributions of length two if the two primes are chosen
properly.

Index Terms—Autocorrelation, cyclotomy, sequences.

I. INTRODUCTION

Pseudorandom sequences have wide applications in simulation,
software testing, global positioning systems, ranging systems, code-
division multiple-access systems, radar systems, spread-spectrum
communication systems, and stream ciphers.

Many applications require a set of sequences which have one or
both of the following properties [6], [7].

• Each sequence in the set is easy to distinguish from a time-
shifted version of itself (i.e., good autocorrelation).

• Each sequence in the set is easy to distinguish from (a possibly
time-shifted version of) every other sequence in the set (i.e.,
good crosscorrelation).

The generalized cyclotomic sequence of order two has several
good randomness properties [1]. This sequence has been proven
to have also large linear span [2]. Although Whiteman [8] did not
mention anything about the application of the generalized cyclotomy
in sequences, the construction of the generalized cyclotomic sequence
of order 2 is a natural application of this generalized cyclotomy.
Whiteman studied the generalized cyclotomy of order2 only for the
purpose of searching for residue difference sets.

In this correspondence we calculate the exact autocorrelation values
and pattern distributions of length two of this sequence. Then we
discuss how to choose the parameters in order to ensure good
autocorrelation property of this sequence.

II. GENERALIZED CYCLOTOMY AND THE SEQUENCE

Let p andq be two distinct primes withgcd (p�1; q�1) = 2. By
the Chinese Remainder Theorem there exists a common primitive root
g of both p and q. Let x be an integer satisfying the simultaneous
congruences

x � g (mod p) x � 1 (mod q):

The existence and uniqueness ofx modulopq are guaranteed by the
Chinese Remainder Theorem and the Chinese Remainder Algorithm
[3] gives the solutionx.
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DefineN = pq ande = (p� 1)(q� 1)=2. Sinceg is a primitive
root of p andq, by the Chinese Remainder Theorem again

ordN(g) = lcm (ordp(g); ordq(g))

= lcm (p� 1; q � 1) = e

whereordN(g) denotes the multiplicative order ofg moduloN .
Whiteman’s generalized cyclotomic classesD0 andD1 of order

two are defined by [8]

Di = fgsxi: s = 0; 1; � � � ; e� 1g; i = 0; 1

where the multiplication is that ofZN , the residue ring moduloN .
By the definition ofx it is easily seen that

Z�

N = D0 [ D1 D0 \ D1 = �;

where� denotes the empty set andZ�

N the multiplicative group of
the ring ZN .

The corresponding generalized cyclotomic numbers of order two
are defined by

(i; j) = j(Di + 1) \Dj j; for all i = 0; 1; j = 0; 1:

Here and hereafter we defineA + a = fx + a: x 2 Ag and
aA = fax: x 2 Ag for any subsetA of ZN anda 2 ZN .

Define

P = fp; 2p; � � � ; (q � 1)pg

Q = fq; 2q; � � � ; (p� 1)qg

R = f0g

C0 =R [ Q [ D0

C1 =P [ D1:

Then

C0 [ C1 = Zpq C0 \ C1 = �:

The generalized cyclotomic sequences1 of order2 with respect
to the primesp and q is defined by

si =
0; if (imodN) 2 C0;
1; if (imodN) 2 C1

; for all i � 0

whereimodN denotes the least nonnegative integer that is congruent
to i moduloN . It is easy to see that this sequence can be expressed
as si = F (imodN) with

F (i) =

0; if i 2 R [Q
1; if i 2 P

1�
i

p

i

q
=2; otherwise

(1)

for all 0 � i � N � 1, where(a=p) denotes the Legendre symbol.

III. A UTOCORRELATION VALUES

Let the symbols be the same as before. The periodic autocorrelation
function of the binary sequences1 is defined by

Cs(w) =
1

N
i2Z

(�1)s +s

where0 � w � N � 1. Note that in the field GF(2) addition and
subtraction are the same. Sosi+w + si andsi+w � si are the same
for binary sequences.

The main results of this correspondence are summarized in the
following two theorems. The proofs will be given later.
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Theorem 1: Let (p � 1)(q � 1)=4 be even. Then

Cs(w) =

q � p� 3

pq
; if w 2 P

p+ 1� q

pq
; if w 2 Q

�1

pq
; if w 2 Z�

N .

Theorem 2: Let (p � 1)(q � 1)=4 be odd. Then

Cs(w) =

q � p� 3

pq
; if w 2 P

p+ 1� q

pq
; if w 2 Q

�3

pq
; if w 2 D0

1

pq
; if w 2 D1.

By Theorems 1 and 2, the autocorrelation values of this generalized
cyclotomic sequence of order two are quite flat whenjp� qj is very
small.

The best case is whenq � p = 2, i.e., they are twin primes. In
this case, if(p� 1)(q� 1)=4 is even, the Cs(w) is two-valued, i.e.,
the sequence has the best autocorrelation property. In this case, if
(p � 1)(q � 1)=4 is odd, Cs(w) is four-valued.

Another interesting case is whenq� p = 4. In this case, Cs(w) is
four-valued when(p� 1)(q � 1)=4 is even, and three-valued when
(p � 1)(q � 1)=4 is odd. In the caseq � p = 4, this sequence has
also good autocorrelation property.

To prove Theorems 1 and 2, we need the following nine lemmas.
Define

ds(i; j; w) = jCi \ (Cj + w)j; w 2 ZN ; i; j = 0; 1:

Lemma 1: For eacha 6� 0 (modN)

Cs(a) = 1�
4ds(1; 0; a)

N
:

Proof:

NCs(a) = (jC0 \ (C0 � a)j � jC1 \ (C0 � a)j)

+ (jC1 \ (C1 � a)j � jC0 \ (C1 � a)j)

= (2jC0 \ (C0 � a)j � jC0j)

+ (jC1j � 2jC0 \ (C1 � a)j)

= jC1j � jC0j+ 2jC0j � 4jC0 \ (C1 � a)j

=N � 4jC1 \ (C0 + a)j

=N � 4ds(1; 0; a):

Lemma 2: For eachw 2 Z�

N

j(D0 + w) \ D1j =
(0; 1); if w 2 D0

(1; 0); if w 2 D1.

Proof: By definition aDi = Di+j if a 2 Dj . SinceD0 is a
group andD1 = xD0, we have

j(D0 + w) \ D1j = j(w�1D0 + 1) \ w�1D1j

=
(0; 1); if w 2 D0

(1; 0); if w 2 D1.

The proof of the following lemma can be found in [8, Lemma 2].

Lemma 3: For eachw 2 P [ Q

j(D0 + w) \ D1j =
(p� 1)(q� 1)

4
:

Lemma 4:

jD1 \ ((Q[R) + w)j =
0; if w 2 Q [R
p� 1

2
; otherwise.

Proof: The first part is clear. We now prove the second part. If
w 62 Q [ R, then an elementz = gsx 2 (Q [ R)+w if and only if

gsx� w � 0 (mod q): (2)

Note thatx � 1 (mod q). Let v be the inverse ofw moduloq. Sinceg
is a primitive root ofq, there must be an integert with 0 � t � q�1
such thatv � gt (mod q). Thus (2) is equivalent to

gs�t � 1 (mod q)

which is further equivalent to

s� t � 0 (mod q � 1):

It follows that the number of solutionss of (2) with 0 � s � e� 1
is e=(q� 1) = (p� 1)=2.

We need also the following Generalized Chinese Remainder The-
orem [3].

Lemma 5: Let m1; � � � ; mt be positive integers. For a set of
integersa1; � � � ; at; the system of congruences

y � ai (modmi); i = 1; � � � ; t

has solutions if and only if

ai � aj (mod gcd (mi; mj)); i 6= j; 1 � i; j � t: (3)

If (3) is satisfied, the solution is unique modulolcm (m1; � � � ; mt).

Lemma 6: �1 2 D1 if jp�qj=2 is odd, and�1 2 D0 if jp�qj=2
is even.

Proof: �1 2 D0 if and only if there is an integers with
0 � s � e � 1 such that

gs � �1 (modpq) (4)

which is by the Chinese Remainder Theorem equivalent to

gs � �1 (modp) andgs � �1 (mod q):

Sinceg is a common primitive root ofp andq, we have

g(p�1)=2 � � 1 (modp)

g(q�1)=2 � � 1 (mod q):

Thus (4) is further equivalent to

gs�(p�1)=2 � 1 (modp)

gs�(q�1)=2 � 1 (mod q)

which is equivalent to

s� (p� 1)=2 � 0 (modp� 1)

s� (q � 1)=2 � 0 (mod q � 1):

By Lemma 5, (4) has a solution if and only ifjp� q=2j is even.

Lemma 7:

jP \ (D0 + w)j =

0; if w 2 P
q � 1

2
; if w 2 Q

q � 1

2
; if w 2 D1 and

jp� qj

2
even

q � 3

2
; if w 2 D1 and

jp� qj

2
odd

q � 3

2
; if w 2 D0 and

jp� qj

2
even

q � 1

2
; if w 2 D0 and

jp� qj

2
odd.
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Proof: Similar to the proof of Lemma 4; we can prove that if
w 62 P [ R, then

j(P [ R) \ (D0 + w)j =
q � 1

2
:

By Lemma 6

jR \ (D0 + w)j =

0; if w 2 Q

0; if w 2 D1 and
jp� qj

2
even

1; if w 2 D1 and
jp� qj

2
odd

1; if w 2 D0 and
jp� qj

2
even

0; if w 2 D0 and
jp� qj

2
odd.

The conclusion of this lemma then follows from

jP \ (D0 + w)j = j(P [ R) \ (D0 + w)j � jR \ (D0 + w)j

=
q � 1

2
� jR \ (D0 + w)j:

Lemma 8:

jP \ ((Q [ R) + w)j =
1; if w 2 P
0; if w 2 Q
1; if w 2 Z�

N .

Proof: Note that

jP \ ((Q [ R) + w)j = jP \ (Q+ w)j+ jP \ fwgj:

The first two conclusions then follow easily.
Recall the definition ofP andQ. For any fixedw 2 Z�

N , consider
now the following equation:

up� vq � w (mod pq)

where 1 � u � q � 1 and 1 � v � p � 1. Suppose it has two
solutions(u1; v1) and (u2; v2). Then

u1p� v1q � u2p� v2q (modpq):

Hence

u1p � u2p (mod q); v1q � v2q (modp):

Note that

1 � u1; u2 � q � 1; 1 � v1; v2 � p� 1

andgcd (p; q) = 1. We obtain that(u1; v1) = (u2; v2).
Thus whenu ranges overf1; 2; � � � ; q � 1g and v ranges over

f1; 2; � � � ; p � 1g, the functionup � vq takes on(p � 1)(q � 1)
different elements ofZ�

N , butZ�

N has exactly(p�1)(q�1) elements.
Therefore,jP \ (Q+ w)j = 1 for eachw 2 Z�

N .

A proof of the following lemma can be found in [8].

Lemma 9: If (p�1)(q�1)=4 is even, we have(0; 0) = (1; 0) =
(1; 1) and two different cyclotomic numbers

(0; 0) =
(p� 2)(q� 2) + 1

4

(0; 1) =
(p� 2)(q� 2)� 3

4
:

If (p � 1)(q � 1)=4 is odd, we have(0; 1) = (1; 0) = (1; 1) and
two different cyclotomic numbers

(0; 0) =
(p� 2)(q� 2) + 3

4

(0; 1) =
(p� 2)(q� 2)� 1

4
:

The following formula will be needed in the sequel:

ds(1; 0; w) = jC1 \ (C0 + w)j

= j(D1 [ P ) \ ((D0 [ Q [ R) + w)j

= jD1 \ (D0 + w)j+ jD1 \ ((Q [ R) + w)j

+ jP \ (D0 + w)j+ jP \ ((Q [ R) + w)j:

We are now ready to prove Theorems 1 and 2.
Proof of Theorem 1:By (5), Lemmas 2–4, 7, and 8, we obtain

ds(1; 0; w)

=

(p� 1)(q� 1)

4
+

p� 1

2
+ 0 + 1; w 2 P

(p� 1)(q� 1)

4
+ 0 +

q � 1

2
+ 0; w 2 Q

(p� 2)(q� 2)� 3

4
+

p� 1

2
+

q � 1

2
+ 1; w 2 D0

(p� 2)(q� 2) + 1

4
+

p� 1

2
+

q � 3

2
+ 1; w 2 D1

=

pq + p� q + 3

4
; w 2 P

pq + q � p� 1

4
; w 2 Q

pq + 1

4
; w 2 D0 [ D1.

The conclusion of this theorem then follows from Lemma 1.

Similar to the proof of Theorem 1, we can prove Theorem 2.

IV. DISTRIBUTIONS OF PATTERNS OF LENGTH 2

It is interesting to note that the parameterds(i; j; �w) defined
before is exactly the number of patterns

i � � � � � � j

w

appearing in one period of this sequence, where the�’s are arbitrary
bits that could be different. Thus it measures exactly the pattern
distributions of length two of a periodic sequence. We have already
computedds(1; 0; �w), the number of patterns

1 � � � � � � 0

w

in a period of this sequence. When(p�1)(q�1)=4 is even, we have

ds(0; 0; w) = jC0 \ (C0 + w)j

= jC0j � jC1 \ (C0 + w)j

=
(p� 1)(q� 1)

2
+ p� ds(1; 0; w)

=

pq + p� q � 1

4
; if w 2 P

pq + 3p� 3q + 1

4
; if w 2 Q

pq + 2p� 2q + 1

4
; if w 2 D0 [ D1.

Note thatjC0j + q � p � 1 = jC1j, we have

ds(1; 1; w) = jC1j � jC1 \ (C0 + w)j

= ds(0; 0; w) + q � p� 1:

It is easily seen that

ds(0; 1; w) = ds(1; 0; w):

Thus we have computed allds(i; j; w) in the case that(p � 1)
� (q � 1)=4 is even. They can be easily written out with the help of
Theorem 2 when(p � 1)(q � 1)=4 is odd.

These results show that the distribution of patterns of length two
of this generalized cyclotomic sequence is quite good whenjq � pj
is small enough.
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V. CONCLUDING REMARKS

It was proved in [2] that the linear span of this generalized
cyclotomic sequence takes on one ofpq � 1, (p� 1)q, and(p� 1)
� (q � 1), depending on the values ofpmod8 andqmod8. Thus it
has large linear span.

For application we are concerned with the implementation of a
generator that can produce the generalized cyclotomic sequences of
order two. A hardware implementation of the generalized cyclotomic
generator of order two that produces the sequences is described
in [2], with the help of the Chinese Remainder Theorem. With
dedicated chips for modular exponentiation, the performance of this
generator is estimated to be 30 kbytes/s, when the two primes are
about 48 bits [2]. In [2], this generator and its output sequences are
suggested for military and diplomatic applications where security is
the primary concern. For additive stream ciphering, the linear span
of the keystream sequence must be large enough. So the generalized
cyclotomic sequence of order2 is ideal for this purpose, butm-
sequences cannot be used as they have low linear span.

Finally, we mention that there are other cyclotomic sequences
having good randomness properties. Among them are the Legendre
sequences [4], the cyclotomic sequences of orderr [5], and others
described in [1].
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Frequency and Symbol Rate Offset
Compensating Algorithms for Simultaneous
Estimation of Echo and Channel Responses

Weiping Li, Xixian Chen,Member, IEEE,
Yi Wang, and Nobuhiro Miki,Member, IEEE

Abstract—This correspondence addresses two critical problems in
designing new full-duplex fast training algorithms for simultaneously
estimating echo and channel responses. Although algorithms of this
type have been discussed and evaluated in previous work, the proposed
algorithms concentrate on coping with the following two problems that
were not solved in the previous approaches: 1) the symbol rate difference
between the local transmitter and the remote transmitter, and 2) the
frequency offsets in both far echo and far signal that are caused by
the analog carrier network. The performance of the new methods is
analyzed in terms of mean-square error. Simulation results are presented
to confirm the analysis.

Index Terms—Data transmission, digital communications, echo cancel-
lation, equalization.

I. INTRODUCTION

The techniques of echo cancellation and channel equalization
are widely used in high-speed two-wire full-duplex data modems
to mitigate leakage of the locally transmitted signal (talker echo)
and to cope with the intersymbol interference caused by channel
distortion. Before the actual data are transmitted, the echo cancelers
and channel equalizers of the modems have to be trained to mimic
the characteristics of the echo and channel responses. Therefore, the
efficiency of the overall system depends heavily on their initial setup
time. A number of fast training algorithms [1]–[6] have been proposed
to reduce this system initialization time. During the start-up period,
these methods are operated in the half-duplex transmission mode.
An exactly known periodic training sequence is alternately sent by
each transmitter while the opposite end transmitter is intentionally
silenced. The echo canceler and the equalizer at each end are then
trained sequentially. After the coefficients of the echo cancelers and
the equalizers at both ends converge to their optimum values, the
system is switched to the full-duplex transmission mode, and starts
transmitting the actual data signals.

In our recent publication [7], we proposed a full-duplex fast
training procedure for simultaneously estimating echo and channel
responses. Its novelty was that the echo cancelers and the channel
equalizers at both ends can be trained simultaneously, rather than
separately. The effects of channel noise and symbol rate offset be-
tween the local and remote transmitters were analyzed and simulated
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