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Abstract

This document introduces an original technique for short circuit diagnosis in

power transmission networks. The basic idea is that the diagnostic task can be

conveniently viewed as a multi-layer interpretation process of available observa-

tions, at the end of which, as a sort of harvest, relevant diagnostic information

can be gathered to generate the required diagnosis. Three di�erent interpretation

layers are considered: local interpretation, global interpretation, and heuristic in-

terpretation. This paper presents the �rst (application-independent) two layers.

The local interpretation focuses on the behaviour of single protection components

that are distributed in the power network and operate when a short circuit occur.

The global interpretation provides a global behaviour of the protection appara-

tus by combining consistent local behaviours so that given interface constraints

among components are met. Finally, the heuristic interpretation is meant both

to shrink the cardinality of the global interpretation, by eliminating a number of

spurious global behaviours on the basis of application-dependent heuristic con-

straints, and to eventually localize the short circuit and possibly faulty protection

components within the transmission network. The implementation of the pro-

posed technique is under way. The resulting system is going to be tested by

ENEL, the Italian electricity board, using the transmission network of part of

northern Italy.
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1 Introduction

To avoid service interruptions caused by short circuits in a power transmis-

sion network, it is necessary to isolate faults as soon as possible. For this

reason, there are a number of protection mechanisms distributed over the

network. The protection system is in charge of detecting dangerous condi-

tions, of disconnecting a component (such as a line, a bus, a transformer or

a generation group) as soon as it begins to operate in a dangerous condition,

and of keeping in operation non-faulty components as much as possible, in

order to avoid a black-out. This is achieved by tripping the circuit breaker

associated with each protection. Each protection has to protect mainly one

component, but must also operate as a backup to other protections nearby.

When intervening, all the protections and the breakers send logical

signals reporting their operation: these are recorded by an event recorder

and transmitted to a Regional Control Center (RCC) where they are used

for fault localization. Records, called messages, consist of a unique address
of the event source, an event code, and possibly a timestamp. Operators of
the RCC have to decide as soon as possible (possibly within one minute)

where the fault is located and what recovery actions have to be applied. In
the current practice, due both to time constraint reasons and to the large
amount of messages received, only the current status of the breakers is con-

sidered by human operators for fault localization, but this is not generally
su�cient. Consequently, the need of an automated support tool for such

task is strongly recognized.
The basic idea for short circuit diagnosis is that the diagnostic task can

be conveniently viewed as a multi-layer interpretation process of available

observations, at the end of which relevant diagnostic information can be
gathered to generate the required diagnosis. Three di�erent interpretation
layers are considered: local interpretation, global interpretation, and heuris-

tic interpretation. However, in the context of this paper the heuristic layer
will not be presented. The implementation of the proposed technique is

under way. The resulting system is going to be tested by ENEL, the Italian
electricity board, using the transmission network of part of northern Italy.

2 Reactive models

The basic idea underlying the proposed diagnostic technique is to build a

model of the protection apparatus in terms of interconnected protection

components. Each protection component is modeled by means of a �nite
state machine (FSM), called reactive model, which is driven by a series

of input events and generates some other output events when transitions
between states (called reactive states) occur. For example, a distance pro-

tection is started when the impedance on the relevant line goes under a

certain threshold (input event). After that, the protection is expected to

change state at �xed time intervals (clock input events) and, possibly, to
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trip the associated breaker (tripping output event). Note that the tripping

output event for the protection generates an input (tripping) event for the

breaker: we say that the output event is exported by the protection and is

imported by the breaker. Reactive states can be either steady or unsteady.

This classi�cation improves the semantics of reactive models and indirectly

poses a number of constraints on the behaviour of protection components

which can be conveniently exploited by the interpretation algorithm. A null

event � is a formal arti�ce to denote the absence of events.

Formally, a reactive model M is a record of four elements: M =

(�; I; O; �), where:

� � is the set of the reactive states,

� I is the set of input events,

� O is the set of output events, and

� � is the transition function, � : �� (I [ �)� (2O [ �)! �

where 2O is the power-set of O. This means that a transition T from state

S1 to state S2 is in general triggered by an input event i and generates,
before changing state, the list of output events < o1; o2; : : : ; on >. This is

denoted by T = S1

i j o1;o2;:::;on
�! S2. Furthermore, � = �s [ �u, �s \ �u = ;,

where �s and �u denote the set of steady and unsteady states respectively.

Example 1 M = (�; I; O; �), � = [S0; S1; S2], I = [i1; i2; i3], O = [m1; m2;

m3], � = [S0

i1 jm1

�! S1; S1

i1 jm2

�! S1; S1

i2 jm2

�! S2; S2

i3 jm3

�! S0], �s = [S0], and

�u = [S1; S2].

The speci�cation of the reactive model of each type of protection compo-
nent and the instantiation of such classes of components into a given network
topology yields the whole model of the diagnosed system.

Each reactive model describes both the correct and faulty behaviour
of a class of protection components. Furthermore, the model allows for

uncertainty due to possible loss of messages. Speci�cally, if during a tran-

sition T1 = S1

i jm
�! S2, message m is possibly lost, then the � function will

include an additional transition T2 = S1

i j �
�! S2. Note that this yields non-

determinism, as from state S1 either T1 or T2 can be triggered by the same

input event i.
In the sequel, we assume the completeness of each reactive model, that

is to say, the reactive model is assumed to describe each possible reaction.

3 Misbehaviours, observations, and histories

When a short circuit occurs, we say there is a misbehaviour � of the trans-

mission network. The part of the network which reacts to a misbehaviour
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� is called the misbehaviour extent of �, and is denoted by extent(�). After

the speci�cation of each reactive model, it is possible to interpret a given

sequence of observations, the messages, in order to eventually �nd out the

sequence of transitions covered by the involved protection components dur-

ing �. When a short circuit occurs, each actual protection component is

expected to react in a way that corresponds to an instantiation of the model,

called the local history of the component. In practice, a local history is a se-

quence of transitions within the reactive model. The initial and �nal states

of the history are required to be steady. The local history is derived on

the basis of the local observation obs(P ) of the component P, namely a list

of messages, obs(P ) =< m1; m2; : : : ; mn >. A local observation which is

empty is called a null observation and is denoted by �.

De�nition 1 (local history) Let M be a reactive model of a protective

component. A local history of M is a (possibly empty) sequence h =<

T1; T2; : : : ; Tn > of transitions in M so that h conforms to the following

morphology constraints:

1. Determinism. Each transition Ti; i = 1::n, is adorned with at most
one allowed input event,

2. Contiguity. For each pair of contiguous transitions Ti; Ti+1 in h, the
�nal state of Ti coincides with the initial state of Ti+1, and

3. Stability. Both the initial state of T1 and the �nal state of Tn are in
�s.

If the sequence of transitions is empty, h is called a null history, and is

denoted by �.

De�nition 2 (local observation) Let M be a reactive model of a protection
component P. A local observation obs of P, obs(P ) =< o1; o2; : : : ; on >, is

a sequence of temporally ordered observable output events, generated by a

local history of M.

De�nition 3 (global history) Let P1; P2; : : : ; Pm be a set of protective com-
ponents involved in a misbehaviour �. A global history H of �, H(�) =

(h1; h2; : : : ; hm), is the aggregation of the local histories h1; h2; : : : ; hm rele-

vant to P1; P2; : : : ; Pm respectively.

De�nition 4 (global observation) LetH(�) = (h1; h2; : : : ; hm) be the global
history of �. A global observation OBS of �, OBS(�) = < o1; o2; : : : ; og >,

is a sequence of observable output events generated by H(�).
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4 Local Interpretation

The �rst step towards the diagnosis of the fault circuit is represented by the

local interpretation of every local observation. A local interpretation algo-

rithm (lia) is provided. The algorithm takes as input a local observation

obs(P ) and generates a set h� of consistent local histories on the basis of the

relevant reactive model. In general, a local interpretation gives rise to sev-

eral consistent local histories, namely: h� = lia(obs(P )) = [h1; h2; : : : ; hn].

In what follows we provide a list concepts relevant to the local interpretation

algorithm.

De�nition 5 (abduced transition) Given an observable output event o as-

sociated in the reactive model M with a transition T. T is called the abduced

transition of o. The set of abduced transitions, abd(o), associated with o is

called the abduced transition set.

De�nition 6 (abduced chain) Let obs(P ) =< m1; m2; : : : ; mn > be an ob-
servation of a protection component P. The list of abduced transitions iso-

morphic to obs(P ) is called the abduced chain of the observation of P, and
is denoted by abd(obs(P )).

Example 2 Considering Example 1 and the following observation for pro-
tective component P: obs(P ) =< m1; m2; m2; m2; m3 >, we will have:

abd(obs(P )) = < abd(m1); abd(m2); abd(m2); abd(m2); abd(m3) >

= < fT1g; fT2; T3g; fT2; T3g; fT2; T3g; fT4g > :

De�nition 7 (abduced local history) A sequence of abduced transitions rel-

evant to an observation obs(P ) is called an abduced local history if and only
if it conforms to the morphology constraints. The set of abduced local
histories relevant to obs(P ) is called the abduced local history set.

Therefore, given a protective component P and a local observation obs(P ),
the main problem for the interpretation algorithm is the computation of the

abduced local history set starting from obs(P ) .

Example 3 To show this, consider the reactive model M given in Exam-

ple 1 and the local observation of Example 2. Notice that two abduced

transitions (T2 and T3) are inferred from the same observation m2. Thus,

in principle, several local histories might be abduced from obs(P2), but only

those sequence of transitions which are actually consistent with the mor-
phology constraints are local histories. In practice the local interpretation

algorithm is required to conceptually make a series of simpli�cations aimed

at pruning the number of local histories by applying the morphology con-
straints on the abduced chain of transitions (the �rst morphology constraint,
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determinism, is automatically met by the abductive mechanism). Therefore,

applying the contiguity morphology constraint to the above abduced chain

yields the following new simpli�ed chain of transitions:

S0
i1 jm1

�! S1
i1 jm2

�! S1
i1 jm2

�! S1
i2 jm2

�! S2
i3 jm3

�! S0

Informally, this is achieved by comparing each pair of contiguous sets of

abduced transitions and removing those transitions which do not match,

namely those transitions in the �rst abduced transition set for which the

�nal state does not correspond to any of the initial states in the sec-

ond abduced transition set. More formally, for each contiguous pair <

abd(oi); abd(oi+1) > of abduced transition sets, let To(abd(oi)) denote the

set of �nal states of abd(oi), whereas From(abd(oi+1)) denote the set of

initial states of abd(oi+1). Let Tfrom and Tto stand for the initial and �nal

state of transition T respectively. Then, a transition T is removed if and

only if:

(T 2abd(oi)^Tto =2From(abd(oi+1)))_ (T 2abd(oi+1)^Tfrom =2To(abd(oi))):

In general it is necessary to apply the simpli�cation step more than once,
namely until no other simpli�cations are possible. Finally we observe that

the application of the stability morphology constraint does not make any
change on the found history, as both the initial state and the �nal state
coincide with the steady state S0. Thus, the set of abduced local histories

will be: h� = lia(obs(P )) = [h] = [< T1; T2; T2; T3; T4 >]:

De�nition 8 (silent vs observable transition) Let M be a reactive model.
A transition T in M for which no observable output event is de�ned is called

a silent transition. A transition which is not silent is called an observable

transition.

Intuitively, models involving silent transitions should entail additional com-

plexity to the interpretation task, as silent transitions introduce uncertainty
in the abductive mechanism. In practice we cannot assume any more that

the chain of transitions composing the abduced local history is isomorphic
to the observable output events in an observation.

De�nition 9 (macrotransition) Let M be a reactive model. A chain T+ =

S1!S2! � � � !Sn of contiguous transitions in M is called a macrotransi-

tion, and is denoted by S1 ,! Sn. If all the transitions involved in T+ are

silent, S1 ,!Sn is called a silent macrotransition.

De�nition 10 (bound macrotransition) Let T+ = S1 ,! Sn be a macro-

transition of a reactive model M. T+ is called a bound macrotransition if
and only if the following three conditions hold:
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1. either S1 is the �nal state of an observable transition or S12 �s,

2. either Sn is the initial state of an observable transition or Sn 2 �s,

and

3. 8Ti2T
+, Ti is a silent transition.

The basic problem in the local interpretation algorithm when dealing with

silent transitions is represented by the isomorphism between the sequence

of observable output events (observation) and the chain of abduced transi-

tion sets. Although we correctly associate an abduced transition set with

an observed action, we cannot in principle chain the list of abduced transi-

tion sets. This is due to the fact that, given a pair of contiguous abduced

transition sets < abd(oi); abd(oi+1) >, a bound macrotransition might occur

in between. Therefore, when considering the pair of contiguous observable

output events < oi; oi+1 >, we have to infer the following sequence of ab-

duced transition sets: < abd(oi); abd(;); abd(oi+1) > where abd(;) denotes
the set of silent bound macrotransitions, called the silent set. The new chain

which incorporates the silent sets is called the bridged abduced chain.
The fundamental di�erence when dealing with silent transitions is that

the consistency of the silent set is to be checked against the neighboring

abduced transition sets. This follows the principle that the occurrence of
a silent macrotransition is only a conjecture to be veri�ed. Therefore, in a
naive approach, if n is the cardinality of an observation of P , obs(P ), we

should analyze 2n+1 combinations (called instances of the bridged abduced
chain), whereby each silent set in a given position in the abduced chain is

considered or not. However, this number may be drastically reduced by
applying the morphology constraints �rstly. In particular, the following
simpli�cations may be carried out:

� a silent set abd(;) bridging two observable events oi and oi+1 in the

subsequence < abd(oi); abd(;); abd(oi+1) > can be simpli�ed by look-
ing at its adjacent transition sets abd(oi) and abd(oi+1), so that a

transition T 2abd(;) is de�nitively removed if and only if:

(Tfrom =2To(abd(oi))) _ (Tto =2From(abd(oi+1)));

� an abduced transition set abd(oi) in a subsequence

< abd(oi�1); abd(;); abd(oi); abd(;); abd(oi+1) >

can be simpli�ed by looking at its two adjacent silent sets abd(;) and

its two neighboring abduced transition sets abd(oi�1) and abd(oi+1),
so that a transition T 2abd(oi) is de�nitively removed if and only if:

(Tfrom =2 (To(abd(oi�1)) [ To(abd(;))))_

(Tto =2 ((From(abd(;)) [ From(abd(oi+1))))):
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De�nition 11 (hypertransition) Let M be a reactive model of a protective

component P. Let S1 and S2 be two (possibly identical) states in M. Then

the whole set of macrotransitions connecting S1 to S2, denoted by S1 ) S2,

is called an hypertransition from S1 to S2.

Notice that that the set of macrotransitions relevant to hypertransition

S1 ) S2 might be either:

� empty, whereby S1 and S2 are not connected by any path in M,

� �nite, whereby S2 is reachable from S1 by means of a limited number

of di�erent paths,

� in�nite, whereby S2 is reachable from S1 by means of an unlimited

number of di�erent paths.

De�nition 12 (silent hypertransition) Let T � = S1 ) S2 = [T1
+; T2

+; : : :]
be a hypertransition in reactive model M. If 8 macrotransition Ti

+ 2 T �,

Ti
+ is silent, then T � is called a silent hypertransition .

De�nition 13 (bound subgraph) Let M be a reactive model involving a

number of silent transitions. A subgraph of M, denoted by Sub(M), is
called a bound subgraph if and only if the following conditions hold:

1. Sub(M) is connected, whereby 8 pair of states (S1; S2); S12Sub(M),
S22Sub(M); 9(S1 ,! S2) _ 9(S2 ,! S1),

2. 8T 2Sub(M), T is silent, and

3. 8 silent transition T = S1 ! S2; T 2M;T =2 Sub(M), we have S1 =2
M;S2 =2M .

The de�nition of bound subgraph is useful when dealing with both acyclic
and cyclic silent transitions. It somehow represents an extension of the con-

cept of bound macrotransition, as the frontier of a bound subgraph (namely

the set of states involved in transitions not belonging to the subgraph) is

composed of states which are in compliance with the de�nition of bound

macrotransition.

De�nition 14 (cyclic macrotransition) Let M be a reactive model. A

macrotransition T+ 2 M , in which the initial state S coincides with the
�nal state, T+ = S ,! S, is called a cyclic macrotransition.

De�nition 15 (cycle) Let M be a reactive model. Let T+ = S ,! S be a
cyclic macrotransition in M. The set of transitions encompassed by T+ is

called a cycle and is denoted by 
. A cycle 
 composed of silent transitions

only is called a silent cycle.
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De�nition 16 (cyclic bound subgraph) Let Sub(M) be a bound subgraph

of reactive model M. If Sub(M) includes a silent cycle 
, then Sub(M) is

called a cyclic bound subgraph.

De�nition 17 (connection) Let M be a reactive model. A connection in M

is either a transition T 2M , or a macrotransition T+2M , or a hypertran-

sition T �2M .

De�nition 18 (hyperchain) Let M be a reactive model. Let 7! denote a

generic connection, that is 7!2 [!; ,!;)]. Let S1; S2; : : : ; Sn be reactive

states in M . Then the expression S1 7! S2 7! � � � 7! Sn is called a hyper-

chain.

De�nition 19 (hyperhistory) Let M be a reactive model of a protective

component P. Let Hc = S1 7! S2 7! � � � 7! Sn be a hyperchain relevant to
M. The set of local histories entailed by Hc is called an hyperhistory of P.

As for hypertransitions, depending upon its cardinality, a hyperhistory can
be either empty, �nite, or even in�nite. Of course, hyperhistories involving

cycles are in�nite, while those including only macrotransitions are �nite.

Algorithm 1 (silent set algorithm) The silent set algorithm, ssa, is a func-
tion having in input a reactive model M and generating the silent set abd(;)

for M as follows:

1. abs(;) ;;

2. �nd the set of bound subgraphs Sub�(M) = [Sub1(M); : : : ; Subn(M)];

3. 8Subi(M)2Sub�(M) do

(a) if Subi(M) is a silent transition S1!S2 then abs(;)  abs(;) [

[S1!S2]

(b) else if Subi(M) is a silent macrotransition S1,!S2 then abs(;) 

abs(;) [ [S1,!S2]

(c) else 8 transition S1!S2, S1 =2Subi(M), S22Subi(M), 8 transi-

tion S3!S4, S32Subi(M), S4 =2Subi(M), if 9 a macrotransition

S2,!S3 2 Subi(M) then abs(;) abs(;) [ [S2)S3].

De�nition 20 (local history domain) Let M be a reactive model of a pro-

tective component P. The whole set of local histories consistent with M is
called the local history domain of P and is denoted by hd(P ).
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De�nition 21 (local interpretation) Let M be a reactive model of a protec-

tive component P, obs(P ) a local observation of P. The set of local histories

h� = lia(obs(P )) generated by the local interpretation algorithm is called

local interpretation.

Algorithm 2 (local interpretation algorithm) The local interpretation al-

gorithm, lia, is a function having in input an observation obs(P ) =< m1; m2;

: : : ; mn >, and generating the local interpretation h� = lia(obs(P )) as fol-

lows:

1. h� ;;

2. abd(;) ssa(M);

3. create the bridged abduced chain Chain(obs(P )) using abd(;);

4. 8 instance C of Chain(obs(P )) do

(a) simplify C by applying the morphology constraints;

(b) extract the consistent hyperchains [�1; �2; : : : ; �q] from C;

(c) h� h� [ [�1; �2; : : : ; �q].

4.1 Safe models

From the above de�nitions it comes out that by applying the extended
abductive mechanism we might obtain hyperhistories of in�nite cardinal-

ity. This situation clearly poses some di�culties as we should deal with an
unlimited number of cases, all of them being in principle consistent with ob-
servations. On the other hand we might try to apply additional constraints

to the result in order to make the hyperhistory limited. Actually, up to now
we did not consider an important additional constraint related to reactive
models, namely the interface constraint. The interface constraint is con-

cerned with the interconnections of protective components. Two protective
components P1 and P2 are connected when an output event e of P1 is an

input event of P2 or vice versa. In this case we say that P1 and P2 share

event e (e is called an interface event). More precisely we say that event e

is exported by P1 and imported by P2.

De�nition 22 (safe vs unsafe model) Let M be a reactive model of a pro-

tective component P. M is called a safe model if and only if 8obs(P ) it is

possible, using the local interpretation algorithm, to abduce a �nite number
of local histories. A reactive model M which is not safe is called unsafe.

De�nition 23 (strong safe model) LetM be a reactive model of a protective
component P. M is called a strong safe model if and only if it does not

comprise any cyclic silent macrotransition.
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De�nition 24 (weak safe model) Let M be a reactive model of a protective

component P. M is called a weak safe model if and only if it is an unsafe

model in which each silent cycle is adorned at least with an interface event.

5 Global Interpretation

Once observations of protective components reacting to a misbehaviour �

are interpreted by means of the local interpretation algorithm, the set of

consistent global histories must be generated. Remember that a global his-

tory H is an aggregation of local histories h1; h2; : : : ; hm, each of which is

relevant to a di�erent protective component of extent(�). Generally speak-

ing, however, not all the combinations of local histories are consistent.

De�nition 25 (global history domain) Let [obs(P1); obs(P2); : : : ; obs(Pn)]

be the set of local observations relevant to extent(�). The global history

domain of �, Hd(�), is the cartesian product of the local interpretations
of P1; P2; : : : ; Pn, namely: Hd(�) = lia(obs(P1)) � lia(obs(P2)) � � � � �

lia(obs(Pn)). If H 2 Hd(�), H is called a candidate global history.

De�nition 26 (global interpretation) Let [P1; P2; : : : ; Pn] be the set of pro-

tective components relevant to extent(�). Let [obs(P1); obs(P2); : : : ; obs(Pn)]
be the set of relevant observations. The global interpretation of �, H�(�),

is a relation among the local history domains h�(P1); h
�(P2); : : : ; h

�(Pn),
namely a subset of the global history domain Hd(�): H�(�) � Hd(�) =
h�(P1)� h�(P2)� � � � � h�(Pn) so that the following conditions hold:

1. 8H = (h1; h2; : : : ; hn) 2H�(�), H is globally consistent with respect

to the interface constraints, and

2. :9 a globally consistent H 02Hd(�) such that H 0 =2H�(�).

Therefore, the global interpretation can ultimately be seen as a selection of a
relation on local interpretations, which in turn can be viewed as selections
of the relevant local history domains. Consequently, we can provide an

operational de�nition of global interpretation as follows:

H�(�) = �g((�obs(P1)(hd(P1)))� (�obs(P2)(hd(P2)))� � � �� (�obs(Pn)(hd(Pn))))

where �g denotes the selection relevant to the global consistency required
by the interface constraints, while �obs(Pi) indicates the selection pertinent

to the local consistency, namely the compliance of the local history with the

local observation.

Therefore, each expression �obs(Pi)(hd(Pi)) denotes a selection on the

local history domain, operationally performed by the lia algorithm. Once

all these selections are performed, the resulting local interpretations are as-
sociated in a relation by means of the cartesian product: this corresponds to
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the global history domain. Finally the resulting relation is �ltered using a

selection predicate relevant to the global consistency of the single candidate

global history.

Interface events are expected to go through communication channels,

these being physical connections among components. However, when spec-

ifying a reactive model we are not supposed to know the actual topology of

the relevant protective components, and speci�cally the way in which pro-

tective components are linked to one another. We can only specify a set of

import terminals and a set of export terminals for the component. In com-

pliance with this speci�cation, each interface event of the model has to be

associated with the relevant terminal. Speci�cally every input event which

is supposed to be generated by another protective component is associated

with an import terminal, while every output event to be given as input to

another component is associated with an export terminal.

Three system-de�ned virtual terminals are always associated with pro-

tective components: the standard input (In), the standard output (Out),
and the standard error (Err) which are intended for events from the outside
of the system (e.g. clock events), for messages, and for diagnostic events

respectively. The latter are analyzed by the heuristic interpretation.
The aim of the local interpretation is to �nd out local histories which

are consistent with observations of protective components considered sin-
gularly. Thus, as we saw in our analysis, we made local interpretation of
a protective component P without any regard to the local history of an-

other component P' possibly linked to P. As such, a local interpretation
h� = lia(obs(P )) is expected to include all the possible local histories which
are in compliance with obs(P ). Formally, we say that the lia algorithm is

complete. On the other hand, due to links between protective components
and, consequently, due to exchanges of interface events, the local interpreta-

tion might incorporate a number of spurious histories which do not conform
to the interface constraints. To this end, we have to compare each of the
local histories of P with each of the local histories of P '. Thus the main

problem is to determine whether or not two local histories h and h', belong-
ing respectively to the local interpretation of P and P', meet the interface

constraints holding for P and P'.

De�nition 27 (history interface) Let h be a local history of a protective

component P having reactive model M. The history interface of h, denoted

by �(h), is the sequence of the interface events included in h.

De�nition 28 (balance) Let h1 and h2 be two local histories of protective

components P1 and P2 respectively; balance(h1; h2) is a boolean function
checking the consistency of local histories h1 and h2 with respect to the

interface constraints relevant to h1 and h2 only.

De�nition 29 (history interface restriction) Let h1 and h2 be two local
histories of protective components P1 and P2 respectively. Let c denote the
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set of communication channels linking P1 with P2. The history interface

restriction of h1 on c, denoted by �c(h1) is the subsequence of the his-

tory interface of h1 obtained by removing all the events which do not pass

through any channel in c, and where terminal identi�ers are replaced by the

corresponding identi�ers of channels.

Considering the global history generation, we can hide the concept of com-

munication channel in the balance function, so that we will be only con-

cerned with a more general concept of link. A link between two protective

components P1 and P2 is de�ned whenever at least a communication chan-

nel connects P1 with P2.

A systematic approach for selecting non spurious global histories is to

apply the balance function to every pair of local histories (h; h0) so that

h 2 h�(P ), h0 2 h�(P 0), and 9 a link joining P and P'. To do so, we make

use of a so called consistency matrix, namely a structure in which we record

the result of each application of the balance function. A consistency matrix

is relevant to a misbehaviour � and is composed of rows and columns as-
sociated with the protective components belonging to extent(�). Each row
and column is in turn composed of a set of sub-rows and sub-columns cor-

responding to the local interpretation of the relevant protective component.

De�nition 30 (inconsistency set) Let M(�) denote the consistency matrix
for a misbehaviour � having extent [P1; P2; : : : ; Pn]. The inconsistency set

of M(�), denoted by =(M(�)) is the set composed of those local history
pairs (h; h0) for which balance(h; h0) = false.

On the basis of the inconsistency set we are allowed to remove the inconsis-

tent global histories from the global history domainHd(�). This operation is
trivial as it corresponds to the deletion of the global histories which include

a pair of the inconsistency set. More formally, H 2Hd(�) is a consistent
global history if and only if :9(h; h0)2=(M(�)) so that (h; h0) � H. Note
that the cardinality of the global interpretation H�(�) is less or equal to the

cardinality of the global history domain Hd(�). The complete taxonomy for
the balance function includes the following three cases:

1. balance(h1; h2) whereby both h1 and h2 are local histories,

2. balance(h�
1; h2) whereby one argument is a local history and the other

is a hyperhistory, and

3. balance(h�
1; h

�
2) in which both the arguments are hyperhistories.

In our above analysis we implicitly considered only the �rst case, so that

balance was a boolean function returning the consistency of h1 and h2 with

respect to the interface constraints. For the second case, the semantics of
balance(h�

1; h2) is slightly more complicated since, in principle, we ought to
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consider every history in h�
1 and verify the consistency with h2, so that the

�nal result is no more a boolean value but a (possibly in�nite) set of boolean

values. In other terms, the set of boolean values [�1; �2; : : : ; �n; �n+1; : : :] is

isomorphic to h�
1, whereby 8 hi2h

�
1; �i = balance(hi; h2). Thus, conceptu-

ally, balance(h�
1; h2) is in turn a (generally di�erent) hyperhistory h�

s � h�
1

which is composed of those local histories hj 2h�
1 for which balance(hj ; h2)

evaluates true. Finally, the semantics of the third case, balance(h�
1; h

�
2),

is an extension of the second case, whereby the resulting set = of in-

consistent pairs of local histories is obtained as a selection of the carte-

sian product of h�
1 and h�

2, namely = � h�
1 � h�

2. To understand this,

consider the fact that in principle we ought to check the consistency be-

tween every local history hi 2 h�
1 and every local history hj 2 h�

2, so that:

((hi; hj)2=) � (balance(hihj) = false).

The graph representation of a hyperhistory, called the hyperhistory

graph, is isomorphic to its textual counterpart. The additional informa-

tion provided by the graph is the actual topology of hypertransitions, as
those correspond graphically to bound subgraphs. Like a reactive model,
the graphic hyperhistory represents implicitly a (possibly in�nite) number

of local histories, namely all the local histories which conforms to the graph.
In this perspective, the hyperhistory can be viewed as a restricted model of

the component.

De�nition 31 (history subsumption) Let h�
1 and h�

2 be two hyperhistories
relevant to the same reactive modelM. We say that h�

1 subsumes h�
2, denoted

by h�
1 � h�

2, if and only if all the local histories relevant to h�
2 are included

in h�
1. Formally: (h�

1 � h�
2) � ((8 h2h�

2) h2h�
1). Furthermore, if h�

1 � h�
2

and 9h2 h�
1; h =2 h�

2 (non-trivial case), we say that h�
1 strictly subsumes h�

2,
and write h�

1 � h�
2.

Therefore the problem of shrinking an hyperhistory h� is concerned with the

possibility to derive, by enforcing the interface constraints, a new hyperhis-
tory h0� so that h� � h0�. If this is the case, we are allowed to consider the

result of balance(h; h�) as a set of local histories h0� = [h1; h2; : : : ; hn; : : :],

h� � h0�, all of them being consistent with h. This shrinking process is also
called hyperhistory reduction. When the simpli�ed hyperhistory h0� has a

�nite cardinality, the process is called hyperhistory resolution.

De�nition 32 (interface sequence) Let h be a local history for a protective

component P. Let P' be a protective component connected to P. The inter-

face sequence of h for P', �P 0(h), is the subsequence of �(h) corresponding
to the interface events exchanged with P', whereby each terminal identi�er

is replaced by the relevant connected terminal identi�er of P'.

Similarly to the lia local interpretation algorithm, we now introduce a silent

interpretation algorithm, called sia, having as input an interface sequence
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�P 0(h) and a hyperhistory h� for P', and providing as output a set of local

histories h0� which are consistent with �P 0(h) and h�, namely:

h0� = sia(h�;�P 0(h)) � h�:

De�nition 33 (associated transition) Let �P (h) be an interface sequence

for the protective component P. Let h� be a hyperhistory for P. Let e(t)

be an interface event owing through the communication channel bound

by terminal t, and belonging to �P (h). A transition T in the hyperhistory

graph which is adorned with e(t) is called an associated transition. The set

ass(e(t)) = [T1; T2; : : : ; Tn] of associated transitions, is called the associated

transition set.

The above de�nition is introduced to deal with the interpretation of the

interface sequence �P (h) for a protective component P having a hyperhis-
tory h� as (part of) the result of the local interpretation task. This new

task di�ers from the local interpretation in that it is not based on any real
observation obs(P ), but rather on a sequence of interface events, �P (h),
exchanged with another component with respect to a local history h. More-

over, the interface sequence is not interpreted on the basis of the reactive
model of P, but, more strictly, on the basis of the hyperhistory graph rel-

evant to h�. This is due to the fact that the hyperhistory graph includes
all the constraints enforced by the local observation of P, obs(P ). Finally,
the silent set abd(;) is denoted in the context of the silent interpretation by

ass(;), and is obtained by considering all the transitions in the hyperhistory
graph but those adorned with interface events belonging to �P (h).

An important question to be answered is how to extend the approach

based on the consistency matrix whenever an element of the matrix cor-
responds to a history h and a hyperhistory h�. We have seen that three

diverse cases are possible:

1. balance(h; h�) = ;. This is the easiest case since it establishes that

every candidate global history involving both h and h� is to be dis-

carded. The corresponding element of the matrix is marked with the
empty set symbol.

2. balance(h; h�) = [h1; h2; : : : ; hn]. In that case the hyperhistory is re-

solved and a �nite number of local histories determined (possibly a
singleton). The corresponding element of the matrix is marked with

a reference to this set.

3. balance(h; h�) = h0� = [h1; h2; : : : ; hn; hn+1; : : :]; h
0� � h�. The hyper-

history is reduced but not resolved. A reference to the hyperhistory

graph of h0� is put in the corresponding element of the matrix.
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However, the real problem is how to extend the global history generation

process once the consistency matrix has been �lled with these information.

Recall that the global interpretation of a misbehaviour �, H�(�), is a subset

of the global history domain Hd(�), namely:

H�(�) � Hd(�) = h�(P1)� h�(P2)� � � � � h�(Pn)

whereby h�(Pi) = lia(obs(Pi)) denotes the local interpretation of Pi. When

all the local interpretations are composed of a limited number of local histo-

ries, we are able to enumerate all the candidate global histories H2Hd(�).

In that case we say that we have an extensional representation of h�(Pi).

By contrast, the possible inclusion of hyperhistories of in�nite cardinality

in the local interpretation forces us to maintain a so called intensional rep-

resentation of h�(Pi), by means of the hyperhistory graph.

De�nition 34 (hyper global history) Let H 2Hd(�) be a candidate global

history. If there exists a hyperhistory h� 2 H, then H is called an hyper

global history.

Example 4 Consider a hyper global history H = (h1; h2; h3
�) in which

both h1 and h2 are local histories, while h3
� is an in�nite hyperhistory. In ad-

dition we assume that balance(h1; h2) = true, balance(h1; h3
�) = [h4; h5; h6],

and balance(h2; h3
�) = [h5; h6; h7]. In that case, only the intersection of the

resolutions of hyperhistory h3
� can be retained, namely:

balance(h1; h3
�) \ balance(h2; h3

�) = [h4; h5; h6] \ [h5; h6; h7] = [h5; h6]:

This is due to the fact that, to be globally consistent, the global history

H has to include those histories which are consistent with all the local
histories in H. In our example, only h5 and h6 are consistent with both h1

and h2. In general, if the intensional global history comprehends a number
of resolved hyperhistories h�

10 ; h�
20 ; : : : ; h�

n0 then the globally consistent subset
is represented by the intersection of all of them, namely: h�

10 \h�
20 \� � �\h�

n0 :

A question to be answered is how the above intersection should be per-
formed when some of the involved hyperhistories h�

i0 are not resolved, but

simply reduced, namely when the intersection involves in�nite hyperhisto-
ries. This requires a symbolic intersection approach, so as to operate directly

on the hyperhistory graphs, instead of reasoning on the single hyperhisto-

ries. Before doing that, let us consider how the more complicate case of

balancing two hyperhistories is expected to be dealt with. Remember that

the approach we used for the less complicated case of balance(h; h�) was to

interpret the interface sequence of h by means of the hyperhistory relevant

to h�. This method is in general useless for computing balance(h�
1; h

�
2) since

the two hyperhistories are supposed to provide an unlimited number of in-

terface sequences, one for each encompassed local history.
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Another important di�erence is concerned with the symmetry of the

balance function, whereby balance(h�
1; h

�
2) = balance(h�

2; h
�
1). This implies

that the reduction (or possibly the resolution) of the hyperhistories is a mat-

ter for both h�
1 and h�

2. In other words, we require balance(h�
1; h

�
2) to be a

two attributes structure (h�
10 ; h

�
20) , called a complex reduction, representing

the reduction of h�
1 and h�

2 respectively, so that h�
10 � h�

1 and h�
20 � h�

2.

De�nition 35 (hyperhistory interface) Let h� be a hyperhistory. The union

of the imported and exported events in the hyperhistory graph relevant to

h� is called the hyperhistory interface of h� and is denoted by ��(h�).

De�nition 36 (hyperhistory interface restriction) Let h� be a hyperhistory

of a protective component P connected to another protective component

P'. Let C denote the set of communication channels linking P and P'. The

hyperhistory interface restriction of h� on C, denoted by ��
C(h

�) is the subset

of the hyperhistory interface of h� obtained by removing all the events which
do not pass through any channel in C, and where terminal identi�ers are

replaced by identi�ers of corresponding channels.

Extending the scope of the balance function to cope with hyperhistories,
requires the consistency matrix to record a more complex set of information.
Speci�cally, the codomain of the balance function is now represented by a

set r including the following elements:

r = [true; false; ;; h�; (;; ;); (h�; ;); (;; h�); (h�
1; h

�
2)]

which in turn can be seen as the union of three parts: r = rh;h0 [ rh;h� [
rh�;h0�, whereby: rh;h0 = [true; false], rh;h� = [;; h�], and rh�;h0� =
[(;; ;); (h�; ;); (;; h�); (h�

1; h
�
2)], corresponding respectively to the domain of

two local histories, a local history and a hyperhistory, and two hyperhisto-
ries.

De�nition 37 (resolvable hyper global history) Let H� be a candidate hy-

per global history involving a number of in�nite hyperhistories: H� =

(h1; h2; : : : ; hk; h
�
k+1; h

�
k+2; : : : ; h

�
n) = (h1; h2; : : : ; hk)�h�

k+1�h�
k+2�� � ��h�

n

= [H1; H2; : : : ; Hi; Hi+1; : : :]. If it is possible to enforce the interface con-

straints so that H� is reduced to a �nite set H+ = [H 0
1; H

0
2; : : : ; H

0
p] � H�,

then H� is called a resolvable hyper global history.

De�nition 38 (symbolic intersection) Let h�
1 and h�

2 be two hyperhistories
relevant to the same protective component P. The hyperhistory graph cor-

responding to h� = h�
1\h�

2 is called the intersection graph of h�
1 and h�

2. The

process of deriving the intersection graph is called symbolic intersection.
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De�nition 39 (residue) Let H� be a candidate hyper global history. Let

h�2H� be a hyperhistory embraced by H�. Let h�
1; h

�
2; : : : ; h

�
n be the list of

reduced hyperhistories relevant to balance(h�
i ; h

�), h�
i 2H

�, h�
i 6= h�. The

residue of h� in the context of H�, denoted by <(h�; H�), is the symbolic

intersection of h�
1; h

�
2; : : : ; h

�
n, namely <(h�; H�) = h�

1 \ h�
2 \ : : : \ h�

n.

Example 5 Given H� = (h1; h2; h
�
3; h

�
4), whereby balance(h1; h

�
3) = h�

30 ,

balance(h2; h
�
3) = h�

300 , and balance(h�
3; h

�
4) = (h�

3000 ; h�
40), the residue of h�

3 in

the context of H� is <(h�
3; H

�) = h�
30 \ h�

300 \ h�
3000 .

Using the concept of residue it is natural to de�ne the process of hyper

global history reduction as a new hyper global history H 0� whereby each

hyperhistory h�2H� is replaced by <(h�; H�). Speci�cally, if H 0� does not

include any in�nite hyperhistory, it means that H� is resolved.

Algorithm 3 (global interpretation algorithm) The gia global interpreta-
tion algorithm can be concisely described as a function having as input a
global history domain Hd(�) and returning a global interpretation H�(�) �

Hd(�) by means of the following steps:

1. H�(�) Hd(�);

2. create the consistency matrix M(�);

3. by applying balance, associate to each element of M the relevant sym-

bol in r;

4. build the inconsistency set =(M(�)) as composed of the pairs of (pos-

sibly hyper) histories (hi; hj) for which either balance(hi; hj) = false

or balance(hi; hj) = ; or balance(hi; hj) = (;; hj0) or balance(hi; hj) =
(hj0; ;) or balance(hi; hj) = (;; ;);

5. remove from the global interpretation those global histories H includ-
ing a pair (hi; hj)2=(M(�)), namely:

H�(�) H�(�)� [Hi j 9(hi; hj) � H(�)(hi; hj)2=];

6. for each hyperhistory h� of every hyper global history H� 2 H�(�),

replace h� with the corresponding residue, namely:

8H�2H�(�);8h�2H�; h� <(h�; H�):

6 A simple application

Let us consider a simple system consisting of three connected components
from the power transmission network domain: the starting device of a dis-

tance protection in charge of detecting a short circuit exploiting voltage and
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current measurements, the reclosure component of a distance protection, in

charge to actually operate the breaker and to perform the automatic re-

closure, when needed, and the breaker itself. The scenario is depicted in

Figure 1, where Trip and Cmd are communication channels, TripEx and

CmdEx are export terminals, and TripIm and CmdIm are import terminals.

Breaker
TripImTripEx CmdEx CmdIm

Trip Cmd
StartingDevice Reclosure

Figure 1: The connection of three protective components

The model of StartingDevice is the following (for the sake of brevity, we

specify the model in terms of �s, �u, and �):

�s = [StdBy]; �u = [Start; Sw2; Sw3; T rip]

� = [StdBy
zstartjstart(Out)

�! Start; Start
t1(In)jsw2(Out)
�! Sw2;

Sw2

t2(In)jsw3(Out)
�! Sw3; Sw3

z3jopenOff(TripEx)
�! Trip; T rip

zokj�
�! StdBy;

Start
z1jopenOn(TripEx)

�! Trip; Start
zokj�
�! StdBy; Sw2

z2jopenOff(TripEx)
�! Trip;

Sw2

zokj�
�! Stdby; Sw3

zokj�
�! StdBy].

The starting device is in charge to detect the occurrence of short circuits
in the power system and to estimate the distance from the same. This
is achieved by continuously monitoring the impedance value obtained by

the ratio between the voltage and the current owing through the protec-
tion. The impedance is compared against �ve thresholds named respectively

zstart, z1, z2, z3, zok. zstart is the threshold used by the protection to detect a
short circuit; namely, when the measured impedance goes below zstart, there
is the evidence for a short circuit. The other thresholds are used to de�ne

areas of the transmission network, named zones, in which the short circuit
can be located. z1 de�nes the �rst zone, which corresponds to the primary

element the protection has to protect. Therefore, when a short circuit is

detected in the �rst zone the protection has to immediately de-energize the

faulted component by opening the associated breaker.

The second and the third zones, de�ned by z2 and z3 respectively, cor-
respond to components of the transmission network more faraway from the
protection, and they are used to de�ne the backup behaviour of the protec-

tion. For instance, when a protection detects a short circuit in the second,

it has to intervene only if the short circuit is still present after a given and

�xed amount of time: this only happens when the protection that had the

short circuit located its �rst zone failed to intervene.

The above described behaviour is modeled by means of a reactive model
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as follows. When a short circuit is detected, the protection starts, gener-

ates an observable event start(Out) and goes to the Start state. Then, it

has to determine where the short circuit is located. Threshold z1 is used

to determine whether or not the short circuit is in the �rst zone; when

this is true, the openOn event is generated. When the short circuit is not

in the �rst zone, later in time the protection will compare the measured

impedance against other thresholds, namely z2 and successively z3, to de-

termine whether the fault is either in the second or in the third zone. When

one of the two cases happens, the openO� command is generated. Ob-

servable messages sw2 and sw3 are used to inform that the protection has

changed the impedance thresholds or, equivalently, that time is passed since

the starting. At any time instant the short circuit may disappear, possi-

bly because other protections have de- energized the fault, and hence, the

impedance may return to a nominal value(zok), which in turn for the pro-

tection means to return to a StdBy steady state. However, the short circuit

might not disappear even after that a tripping command has been issued,
possibly because the breaker is blocked. In this case, the protection is not
deactivated and it will generate other messages reporting that new thresh-

olds are used for comparisons and new attempts to open the breaker are
performed.

The starting device informs the reclosure that a fault has been de-
tected either in the �rst zone or in the higher zones by means of the TripEx
terminal. In the case of a �rst zone, the breaker has to be opened and the

automatic reclosure has to operate (openOn). In the other cases, the breaker
has still to be opened but the reclosure has not to intervene (openO�).

The model of Breaker is the following:

�s = [Closed; Open]; �u = [GoToOpen;GoToClosed];

� = [Closed
open(CmdIm)j�
�! GoToOpen;GoToOpen

t1(In)jopen(Out)
�! Open;

Open
closed(CmdIm)j�

�! GoToClosed;GoToClosed
t2(In)jclosed(Out)

�! Closed;

Closed
open(CmdIm)jstuckClosed(Err)

�! Closed;

Open
closed(CmdIm)jstuckOpen(Err)

�! Open]:

The circuit breaker's reactive model consists of four states: two steady states

representing the open and the closed states and two unsteady states. The

latter are used to represent the delay necessary for a breaker to actually
open and close after that the relevant command has been received. Thus,
for instance, when the circuit breaker is closed and the opening command is

received, assuming that the breaker works correctly, it goes to a temporary

state and after a �xed interval of time (t1) it actually becomes open. The

latter transition is associated with the generation of an observable message

open(Out). It is, however, possible for the breaker to be faulty and hence to
remain stuck in the closed position even if it received the opening command.
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The transitions departing from the open state have a similar meaning.

The model of Reclosure is the following:

�s = [Enabled;Disabled];�u = [S1];

� = [Enabled
openOff(TripIm)jopen(CmdEx);trip(Out)

�! Enabled;

Enabled
openOn(TripIm)jopen(CmdEx);trip(Out)

�! S1;

S1

t1(In)jclosed(CmdEx);reclOn(Out)
�! Disabled;

S1

�jmissingOperation(Err)
�! Enabled;

Disabled
openOn(TripIm)jopen(CmdEx);trip(Out)

�! Disabled;

Disabled
openOff(TripIm)jopen(CmdEx);trip(Out)

�! Disabled;

Disabled
t2(In)jenabled(Out)

�! Enabled]:

The automatic reclosure is meant to automatically close the breaker after

that it was opened by the protection to isolate a short circuit. This is useful
because, since most of the faults in the power system are temporary, they
disappear after that the breaker is opened; thus, the automatic reclosure

brings the power transmission network in the con�guration it was before
the occurrence of the fault. In the case the fault is permanent, after the
reclosure the starting device detects the fault again and the breaker is now

opened de�nitively, so that no more automatic reclosure is performed. The
automatic reclosure only operates when the fault has been detected in the

�rst zone.
The reclosure may be in one of two steady states: Enabled or Disabled.

When it is enabled and an openO� event is received through the Trip chan-

nel, the open event is sent to the associated breaker via the Cmd channel
and an observable message is generated stating that the tripping command

has been sent. The reclosure remains enabled. When the openOn event is
received, the same output event and the same observable message as before
are generated, but now the reclosure goes to a state S1 which means that it

is ready to automatically reclose the breaker. If the device works correctly,

the reclosure is performed after a �xed amount of time t1 and the functional-

ity becomes now disabled. The reclosure consists of sending the closed event

to the breaker and of generating an observable message informing that the

reclosure has intervened reclOn(Out). In the case the reclosure does not

intervene because of a fault, it remains enabled. When the reclosure is dis-
abled both the openOn and the openOff open the breaker and generate an
observable message. The transition between states Disabled and Enabled is

time driven and associated with messages.

Consider now the following global observation: OBS(�) =<start; sw2;

trip; sw3>. Intuitively, the protection has detected a short circuit followed

by a switching to the second zone. The short circuit is recognized as be-
longing to the area of the second zone, and hence the breaker is tripped.
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After that, there is still a switching to the third zone due to the persistence

of the short circuit.

We expect that the result of the interpretation is that both the starting

device and the automatic reclosure worked properly, while the breaker did

not open. The diagnostic process starts with the execution of the lia al-

gorithm on the following subsets of observations: obs(StartingDevice) =<

start;sw2;sw3>, obs(ReclosureDevice) =<trip>, obs(Breaker) = �. The

expected result of lia is the following (for the sake of brevity, transitions are

not labeled):

lia(obs(StartingDevice)) = [h11; h12; h13; h14]

lia(obs(ReclosureDevice)) = [h21; h22]

lia(obs(Breaker)) = [h31; h32]

h11 = StdBy!Start!Sw2!Sw3!StdBy

h12 = StdBy!Start!Sw2!Sw3!Trip!StdBy

h13 = StdBy!Start!Sw2!Trip!Sw3!StdBy

h14 = StdBy!Start!Sw2!Trip!Sw3!Trip!StdBy

h21 = Enabled!S1!Enabled; h22 = Enabled!Enabled

h31 = �; h32 = Closed!Closed

The gia algorithm is able to shrink the set of admissible local histories to a

single history for each model. In particular, the balance function determines
the following inconsistency set: = = [(h11; h21); (h12; h21); (h13; h21); (h14; h21);

(h11; h22); (h12; h22); (h11; h21); (h14; h22)]: Note that the balancing between
the starting device and the breaker is not performed as the two components
are not directly linked to each other. The global history is therefore the fol-

lowing: gia(OBS(�)) = [h13; h22; h32]. The resulting global history contains
a transition labeled with diagnostic information, namely the transition of
the circuit breaker stating that the breaker is blocked in the closed posi-

tion. Similarly, transition Sw2

Z2 j openOff(Trip)
�! Trip states that the short

circuit is located in the area corresponding to the second zone. The latter
pieces of information are used by the heuristic interpretation, together with

similar pieces of information coming from other protective devices in the

power system, to eventually locate the short circuit on the basis of speci�c

application constraints.

7 Comparison with related works

Several attempts to develop automated support tools for fault diagnosis in

power transmission networks are reported in the literature. Somewhat sur-

prisingly, they are based on a variety of di�erent technological approaches in-

cluding neural networks, Kezunovic[11], fuzzy expert systems, Cho[3], Petri
nets, Wang[19], model-based diagnosis, Tornielli[18], Beschta[2], and tem-

poral reasoning techniques, Baroni[1].
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In Kezunovic[11] a neural network is trained to recognize typical fault

patterns, by processing in input the values of voltage and current mea-

sured in a given substation. Therefore this system aims mainly to provide

a detailed characterization of a local fault, within the context of a speci�c

substation and of its electrical and structural con�guration, rather than

to perform a diagnosis at the level of the overall network, considering the

behaviour of the protection system. Moreover, even within this limited con-

text, it seems that a major di�culty of this approach is related to the huge

amount of preliminary work required, since the neural networks must be

trained on a wide number of di�erent cases each time it has to be applied

to a di�erent substation con�guration.

In Cho[3], explicit relations between the location of a fault in the net-

works and the operation of protections and breakers are represented through

sagittal diagrams. Temporal behaviour of the components is not considered,

however in order to encompass the fact that some protections should oper-

ate before others when a fault is located in a given position, a numerical
label is associated with each relation, representing the possibility that each
protection operates when the fault is in the considered position. Di�erent

diagnostic hypotheses can be generated starting from observations and are
ranked according to their possibility value. This approach, not including

an explicit model of the diagnosed system, su�ers from all the well-known
limitations of �rst- generation, rule-based, diagnostic systems (see for in-
stance a discussion in Beschta[2]). In particular, it can be observed that

within this approach, sagittal diagrams must be able to cover all di�erent
fault cases and that only the list of faulty components is provided, without
any characterization of the malfunctions showed by each of them.

An alternative approach Wang[19] resorts to Petri nets in order to build
a model of the protection system behaviour. However this model is very

simpli�ed: temporal aspects are not considered and the overall protection
system behaviour is modeled as a simple two steps activity. More detailed
models are used in Tornielli[18] and Beschta[2], where a classical model-

based diagnosis approach is adopted, resorting to the GDE+ diagnostic
engine, Struss[17] . The approaches di�er in the nature of the adopted

model. In Tornielli[18], the behaviour of network components is de�ned

in terms of equations between the admittance values seen from di�erent
points, whereas the behaviour of the components of the protection system

is related to the impedance value seen by the component itself. The ap-
proach of Beschta[2] is quite similar but a qualitative evaluation of the fault

distance is used instead of the admittance value in the component mod-

els. A major problem with these approaches is the inherent ine�ciency of

the truth maintenance system used by the diagnostic engine. Moreover the

component models adopted, being quite abstract and not very detailed, do
not take into account the rather complex behaviour of the protection system

and are not able to produce detailed diagnoses about its malfunctions.
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Detailed models of component behaviours, including temporal features,

are used in Baroni[1], where an original diagnostic algorithm for time-

varying systems is proposed and applied to the case of power networks.

This algorithm is able to produce a detailed temporal reconstruction of the

events occurred in the network, but it relies on the assumption that the

timestamp of each message received is available, that is not always the case

in practice.

The approach presented in this paper, while retaining the advantages

of using detailed component models, does not rely on the availability of

temporal information. It uses an original approach, based on local, global,

and heuristic interpretation and is able to produce quite detailed diagnoses.

An approach whose rationale has some signi�cant similarities with the

work presented here has been developed in the frame of diagnosis of com-

munication protocols, Riese[16]. In this context the problem consist of ver-

ifying, starting from a set of observations, if an implementation of a com-

munication protocol is compliant with its formal de�nition. The protocol
is modeled through a FSM and observations are matched with the possible
evolution of the FSM, simulated on a discrete time scale. If none of the

possible evolutions matches with the observations, the algorithm searches
for modi�cations of the FSM that can explain the observations: each mod-

i�cation corresponds to a lack of compliance with respect to the standard.
A detailed comparison with this work is beyond the scope of the present pa-
per, however it can be noted that, even though the nature of the diagnostic

problem is rather di�erent, we share the successful use of FSM-based tech-
niques, involving observation matching, propagation, and interpretation, in
order to face complex diagnostic problems of time-varying systems.

This choice di�ers with respect to other approaches proposed in liter-
ature for diagnosis of dynamic systems, a topic that has been addressed by

many researchers in recent years Dvorak[5], Gluckenbieh[7], Hamscher[8],
Ng[13], Lackinger[12], Dressler[4]. As a matter of fact, even though the im-
portance of dynamic system diagnosis and the need of speci�c techniques for

this problem have been early recognized, Pan[14], Hamscher[9], the classical

theory of diagnosis, Reiter[15], de Kleer[10], has been conceived for static

systems only. Subsequent attempts to overcome this limitation have been,

however, strongly inuenced by the approach initially adopted for static
systems. In fact, most of these approaches, Dvorak[5], Hamscher[8], Ng[13],

Lackinger[12], Friedrich[6], Dressler[4], share a common rationale: Reiter's
algorithm is simply applied iteratively to subsequent instantaneous snap-

shots of the behaviour of the system, generated through a suitable dynamic

model. This method presents however some signi�cant drawbacks, since

it is unable to deal with faults whose manifestation involves several time

instants and does not exploit e�ciently knowledge about system dynamic
behaviour. An approach closer to our ideas is presented in Gluckenbiehl[7]

where diagnostic activity for a dynamic system is seen as the task of recon-
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structing the history of the system starting from some temporally located

information about system attributes and resorting to a model of system

behaviour. However the behavioural representation adopted is made up of

IF- THEN rules including temporal information and su�ers therefore from

limited expressiveness.
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