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ABSTRACT In recent years, deep learning techniques are employed in the mammography processing

field to reduce radiologists’ costs. Existing breast mass classification systems are implemented using deep

learning technologies such as a Convolutional Neural Network (CNN). CNN based systems have attained

higher performance than the machine learning-based systems in the classification task of mammography

images, but a few issues still exist. Some of these issues are; ignorance of semantic features, analysis

limitation to the current patch of images, lost patches in less contrast mammography images, and ambiguity

in segmentation. These issues lead to increased false information about patches of mammography image,

computational cost, decisions based on current patches, and not recovering the variance of patches intensity.

In turn, breast mass classification systems based on convolutional neural networks produced unsatisfactory

classification accuracy. To resolve these issues and improve the accuracy of classification on low contrast

images, we propose a novel Breast Mass Classification system named BMC. It has improved architecture

based on a combination of k- mean clustering, Long Short-Term Memory network of Recurrent Neural

Network (RNN), CNN, random forest, boosting techniques to classify the breast mass into benign, malignant,

and normal. Further, the proposed BMC system is compared with existing classification systems using

two publicly available datasets of mammographic images. Proposed BMC system achieves the sensitivity,

specificity, F-measure, and accuracy for the DDSM dataset is 0.97%, 0.98%,0.97%, 0.96% and for the

MIAS dataset is 0.97%, 0.97%,0.98%, and 0.95% respectively. Further Area Under Curve (AUC) rate of

the proposed BMC system lies between 0.94% - 0.97% for DDSM and 0.94%-0.98% for the MIAS dataset.

The BMC method worked comparably better than other mammography classification schemes that have

previously been invented. Moreover, the Confidence interval statistical test is also employed to determine

the classification accuracy of the BMC system using different configurations and neural network parameters.

INDEX TERMS Deep learning, convolutional neural network, random forest, breast mass classification,

recurrent neural network, boosting, machine learning, mammograms, medical image processing.

I. INTRODUCTION

Breast cancer is one of the most exceedingly invasive malig-

nancies tumors that occurs in women and rarely in men [1].

It is considered the worst cancer after lung cancer due to

the higher death rate in women [2]. According to the study

of NCI (National Institute of Cancer) of china, from the

year 2008 to 2012, 1.67 million cases of breast cancer are

The associate editor coordinating the review of this manuscript and

approving it for publication was Siddhartha Bhattacharyya .

reported and 522,000 fatalities [3]. Fortunately, it is also

observed from the study of the last five years; if breast cancer

is detected in the early stages, then the survival rate may

reach more than 90% [4]. On the contrary, late diagnosis

can cause it to spread to the lymph node and other body

parts, which drops the survival rate by 27% [5]. Therefore,

it is necessary to detect breast cancer at an early stage

to save women’s lives. The breast has a very complicated

structure; sometimes, the specialist cannot identify the local

lesions, and massive reading procedures also mislead the
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diagnosis [6]. The diagnose procedure for breast

cancer requires medical screenings. Computer-Aided Diag-

nosis (CAD) techniques based on medical screening is con-

venient and reduces the doctor’s workload [7]. CAD has

also fetched technical innovations in medical diagnosis. The

popular CAD-based medical screenings are mammography,

Magnetic Resonance Imaging (MRI), and ultrasound. Mam-

mography is the most effective, reliable, has low cost and less

harmful screening for early detection of breast cancer [8].

Automatic CAD with mammography has a higher accuracy

rate of detection, operation convenient speeds up the diagnos-

tic procedure, and saves the medical resources [9]. Further,

the breast mass plays a distinctive sign in breast cancer

diagnosis. Themarginal information of the breast mass shows

the biological characteristics and growth patterns [10]. The

irregular margins of breast mass are often malignant tumors,

and masses segmentation accuracy affects the Malignant

Breast Masses Classification (MBMC). Therefore, masses

classification is an essential procedure in the CAD of breast

cancer. It helps the doctors in treating and diagnosing breast

cancer in the early stages. The breast mass has various fea-

tures such as illness boundaries, different shapes, and sizes.

Therefore, accurate segmentation classification is challeng-

ing and popular a problem in CAD techniques [11].

Motivation: Many researchers have been working on the

Breast Mass Classification (BMC) and developed various

algorithms to extract various potential features from the

mammographic images [12] using Machine Learning (ML)

and Deep Learning (DL) techniques. Usually, the CAD

system has four main parts: image preprocessing, lesion

segmentation, feature extraction, and classification. Fig.1.

Further, ML techniques have become a controversial issue

for BMC in the medical image processing study [13].

This is because traditional ML techniques introduce the

data sparsity issue [14]. Although traditional ML tech-

niques used a handmade feature extraction method, it is

very difficult to design an effective feature extraction tech-

nique due to sample diversity [15]–[20]. From the past

few years, the DL technique has gained wide attention

from researchers in various fields due to the capability of

automatic feature removal, extract DL is widely used in

bioinformatics [21]–[23].

CNN technology captures the relationship between input

and output with non-linearmapping. Youmay also use several

features combined in a single program. Using feature points

will make changes much more significant than could ever

be achieved by building from scratch. CNN technique has

been applied to various Biomedical Image Processing (BIP)

problems and segmentation of the medical images in one of

them [24]. CNN technique has been continuously achieving

good results in the mass segmentation process on public

datasets. In the mass segmentation process, CNN utilized the

image block’s pixel as the input of the network for classifi-

cation. It causes huge capacity overhead and low estimation

efficiency due to repeated calculation of convolution during

prediction and training [25].

FIGURE 1. Graphical representation of difference between traditional
machine learning based CAD system and deep learning based CAD
system.

Additionally, the big sized image blocks require many

pooling layers; due to this, segmentation accuracy is reduced.

On the other hand, the utilization of a small-sized image block

as input reduces receptive fields’ size. These small-sized

receptive fields only extract the local features and have

limited segmentation accuracy. Previous researches also

applied the CNN on the mammography-processing field [26].

Although the existing CAD system based on the CNN tech-

nique has attained higher performance than ML based on the

CAD system in mammographic images’ classification task,

few issues are still existing. These issues are described below:

• Not able to find patches in less contrast mammography

images. CNN technique reduces the weights prediction

in generalizing for all segments. It only analyzes the cur-

rent patches of images and sometimes makes decisions

according to current patches.

• CNNdoes not find the relation between different patches

of images, so the patch intensity variance does not

recover by CNN.
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• Variance generalization cannot be found by CNN that

increases the false information about patches of mam-

mography image.

• CNN finds the non-linearity between features on the

current block; It is not linked to previous blocks. In turn,

the model was refined iteratively and increased the cost

of computation.

A. CONTRIBUTION

A novel BMC system is proposed with improved architec-

ture based on the combination of Long Short-Term Mem-

ory network of Recurrent Neural Network (RNN- LSTM),

CNN, random forest, boosting techniques, and mammo-

graphic images to resolve the issues as mentioned earlier

for BMC. The proposed BMC system aims to classify the

breast mass into three categories. These categories are benign,

malignant, and normal. Further, the proposed BMC system

is compared with existing classification systems using two

publicly available datasets of mammographic images. The

detailed contribution is described below:

• A new RNN-LSTM model is proposed to find the gen-

eralized feature weights.

• In the proposed BMC system, CNN model is integrated

to extract the efficient low-level features.

• Transfer Learning method is also introduced to fine-tune

the pre-trained CNN model for mass classification.

• To increase the classification performance of breast

mass systems, reduce the variance and generalization

error, an ensemble learning method is introduced in

the proposed BMC using Random Forest and Boosting

ML techniques.

• The detailed experimental results on two large published

datasets, such as Mammographic Image Analysis Soci-

ety MIAS) and Digital Database for Screening Mam-

mography (DDSM), are presented.

• The proposed BMC system’s performance is validated

using five performance metrics AUC, sensitivity, speci-

ficity, F-measure, and accuracy.

The rest of this article is organized as follows. Section II

has the related work for the illustration of the breast mass

classification scheme. Section III has the details of the

proposed breast mass classification (BMC) system. Experi-

mental results and discussions are elaborated in section IV.

Section V has the threats to validity, and finally, in

section VI, conclusions are drawn.

II. RELATED WORK

This work aims to increase the performance of BMC using

mammographic images. This section presents the recent

works of CNN based on CAD systems for BMC.

To classify mass mammograms, Dhungel et al. [26]

proposed the two structured prediction approaches named

Structured Support Vector Machine (SVSM) and Conditional

Random Field (CRF) in 2015. Both proposed approaches

use potential functions based on deep convolution and

belief networks. The results showed that the CRF approach

outperforms the SSVM in terms of training and inference

time. In 2015, Carniero et al. [27] studied the CNN in

medical images and proposed a new model for continuously

extracting the features from the same full breast images.

Initially, the CNN model is trained for each segmentation

map, MLO, and CC views by utilizing the Imagenet pre-

trained framework, and important features are then extracted.

These extracted features are used in diagnosing breast cancer

by calculating the data system and breast imaging reporting

scores of DDSM and INBreast datasets. The proposed model

generated the ROC of 0.9 over the surface. Samala et al. [28]

proposed a CAD system using deep CNNwith TL frommam-

mograms. The proposed CAD system aims to detect the mass

lesion in Digital Breast Tomosynthesis (DBT) by learning

the image patterns from mammograms. The proposed system

used 2282 digital mammograms and 324 DBT as a dataset.

Proposed deep CNN based on the CAD system is compared

with the existing feature-based system for the reduction of

false-positive using ROC and AUC parameters. The proposed

deep CNN based on the CAD system outperforms the feature-

based CAD system with a difference of < 0.05 p-value.

To classify the benign and malignant tumors in

Medio-Lateral Oblique (MLO) and Cranio-Caudal (CC)

view, Bekker et al. [29] developed a new Siamese Neural Net-

work (SNN) structure method based on CNN. The proposed

method consisted of two neural networks and a view-level

of decisions that are accomplished by a single neural layer.

This neural layer combined the decisions of view level into

a global decision for helping in biopsy results. The results

showed that the proposed SNN based model improves the

accuracy of the DDSM dataset when compared to existing

standard NN based models. In 2016, Dhungel et al. [30]

proposed a detection model based on RF and DL techniques.

The proposed detection model is divided into three stages.

In the first stage, the classifier is developed using Deep Belief

Network (DBN) and the Gaussian Mixture Method (GMM)

to generate the candidates. These candidates are fed into a

cascade of two CNN for extracting the features. At the last

stage, two RF classifiers are employed on these extracted

features to reduce the False Positive (FP) and increase the

detection system’s True Positive (TP) rate. The proposed

detection model achieved 0.96 ± 0.03 TP at 1.2 FP on the

INBreast dataset and 0.75 TP at 4.8 FP on the DDSM-BCRP

dataset as per image. Lévy and Jain [31] designed a new

classification model using CNN for classifying the mammo-

grams into benign and malignant. Further, to overcome the

issue of limited training samples, the combination of data

augmentation, transfer learning, and careful pre-processing

is used in the proposed model. The proposed model achieved

better results than the existing model on the DDSM dataset.

To classify the mammogram images into two classes of breast

density, Mohamed et al. [32] proposed a newmodel using the

CNN technique. The proposed image classification model is

tested on 22,000 images. Further, Area Under Curve (AUC)

and Receiver Operating Characteristic (ROC) perfor-

mance parameters are utilized to validate the performance.
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The results showed that the accuracy of the proposed system

increases with the size of training images.

To reduce medical specialists’ fee cost, Jaffer [22] imple-

mented a new model for detecting cancer automatically in

mammograms using the CNN technique with SVM. Initially,

images are resized and fed into CNN for feature extraction;

finally, the SVM classifier is employed on extracted fea-

tures for classifying the images. The proposed model out-

performs the existing model by achieving 93.35% sensitivity

and 93% accuracy on DDSM and MIAS datasets. To classify

the breast tissue mammograms into normal and abnormal,

Gardezi et al. [21] presented a new approach using the CNN

technique. The proposed method used VGG-16 CNN with

3×3 convolutional filters for extracting the feature matrix of

the IRMA dataset. After that, various ML classifiers are used

to classy themammograms using these feature matrixes’ such

as K-Nearest Neighbor (KNN), Binary Tree (BT), and SVM.

The classification accuracy and AUC value of the proposed

approach are 100% and 1.0, respectively.

Antropova et al. [23] proposed a new model to detect

Breast Lesion Malignancy (BLM) in three medical imaging

methods such as ultrasound, DCE-MRI, and digital mam-

mography. The proposed model extracted two types of fea-

tures. Initially, the low and mid-level features are extracted

using CNN. After that, radiomic features are computed using

fuzzy c–means. At last, both features are combined, fed

into SVM and radial bases function classifier for classi-

fying suspected lesion malignancy. The evaluation result

showed that the proposed model performs well on less image

preprocessing, has accurate error estimation, and computa-

tionally efficient. Chougrad et al. [33] proposed a mass lesion

mammography classification system using CNN to help the

medical specialist. Further, the author utilized the Trans-

fer Learning (TL) and fine-tuned approach during CNN’s

training phase. The proposed system gained the 97.35% and

95.50% accuracy rate and 0.98 and 0.97% AUC rate on

DDSM and BCDR datasets.

To classify the abnormalities of mammographic images

of the mini MIAS dataset, Li et al. [34] proposed four

classification models using the CNN technique named as

CNN-2, CNN-4, CNN-2d, and CNN-4d. The various image

preprocessing approaches are used, such as balancing, Local

Histogram Equalization (LHE), Global Contrast Normaliza-

tion (GCN), cropping, and augmentation. The performance of

the four models is validated using accuracy, specificity, and

sensitivity parameters. The performance of CNN-4d is better

than other proposed models and achieved 90.63% sensitivity,

89.05% accuracy, and 87.67% specificity. The results of this

work showed that CNN produces good results in diagnosing

the medical images automatically. Rampun et al. [35] devel-

oped a new image classification model using the CNN tech-

nique. Initially, the proposed classification model is trained

with epochs. After that best three CNN models are selected

based on validation accuracy. Finally, the prediction results

of the selected CNN model are combined to get the final

prediction result. The experimental result revealed that the

accuracy of classification is increased by combining the

selected CNN models’ results. To identify the mass region

automatically in mammography images, Diniz et al. [36] pro-

posed a computational methodology using the CNN frame-

work. The proposed computational methodology consists of

two stages such as training and testing. In the training stage,

the two models are initially developed to classify the breast

tissues into non-dense and dense, and the region of the breast

into non-mass and mass. The testing stage consists of fur-

ther seven sub-stages such as segmentation, preprocessing,

etc. to classify the breast region into non-mass and mass of

the DDSM dataset. The proposed computational methodol-

ogy gained 95.6% and 97.72% accuracy for non-dense and

dense classes, respectively. To observe the stromal changes

in breast cancer, Bejnordi et al. [37] implemented a new

model using the deep CNN technique. Further, the proposed

model successfully extracted stromal features and classified

stroma around invasive cancer and benign biopsies in breast

cancer. To improve the accuracy of the CNN classification

model’s using a small training dataset, Perre et al. [38]

employed the transfer learning technique on three pre-trained

CNN on the Imagenet dataset. This pre-trained CNN’s are

used to extract specific features. After that, extracted features

and handcrafted features are fed into the SVM classifier to

classify the lesions. To classify the malignant and benign

mass in mammogram images, Ragab et al. [39] developed

a new Breast Cancer Classification Model (BCCM) using

a deep CNN model such as AlexNet and two segmentation

methods. The first segmentation method manually identified

the Region Of Interest (ROI), and the second method utilized

the region and threshold approaches.

Further, AlexNet is used to extract the features, and these

features are fed into SVM classifier for better classification

accuracy. The proposed BCCM achieved higher accuracy and

AUC than previous work onDDSMandCBIS-DDSMdataset

and achieved higher. The accuracy of BCCM is 71.01% for

DDSM and 87.2% for CBIS-DDSM. The AUC of BCCM

is 88% for DDSM and 94% for CBIS-DDSM. To enhance

the classification accuracy of mammographic images,

Sun et al. [40] proposed a new multi-view CNN based on

various mammography views. The detailed convolution of

the proposed model automatically extracted the features from

CC and MLO views.

Further, the penalty term is introduced into the loss func-

tion, such as cross-entropy, for reducing the misclassification

rate. The proposed model is compared with various exit-

ing models using MIAS and DDSM datasets and achieved

better results. To enhance the performance of breast mass

segmentation (BMS), Agnes et al. [41] proposed an automatic

method by combining the U-net with AGs (attention gates).

The proposed model contained a decoder that has U-net with

AGs and an encoder that has a convolution network. The

proposed model’s performance is validated using sensitivity,

F1-score, accuracy, mean intersection, and specificity param-

eters on the DDSM dataset. The proposed model integrated

with U-net with AGs enhanced accuracy compared to the
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previous model, U-net, Dense Net, and attention-based mod-

els. Ha et al. [43] developed a prediction model using CNN

architecture to predict the atypical ductal hyperplasia (ADH)

in mammographic images. The proposed CNN model has

15 hidden layers, five residual layers, and a 0.25 dropout

rate. The proposed model’s performance is validated using

AUC, specificity, and sensitivity parameters on 298 images.

The results revealed that CNN based model is capable of

classifying the ductal carcinoma from ADH using mammo-

graphic images. Shu et al. [44] proposed an end-to-end the

mammogram image classification model based on the CNN

technique. This work aims to reduce the workload and cost of

medical specialists. The author also proposed two structures

of pooling. It is also observed that the proposed pooling struc-

ture improved the performance of CNN based classification

model on the CBIS and INBreast dataset. To help the med-

ical specialist efficiently detect breast cancer by accurately

classifying the mammogram images, Agnes et al. [41] devel-

oped a multiscale all CNN (MA-CNN) approach utilizing the

CNN framework. The proposedmethod extracted the specific

features and automatically classified the mini-MIAS images

into a benign, normal, and malignant category. The proposed

MA-CNN approach enhanced the classification accuracy by

extracting the considerable information utilizing multiresolu-

tion filters without affecting the CPU speed.

Further, the proposed MA-CNN approach achieved an

overall 0.99 AUC and 96% sensitivity. To overcome the

problem of existing CAD systems like overfitting and hand-

crafted feature designing, Moon et al. [45] proposed a new

CAD system. They combined the image fusion (IF) approach

with the content representation of different images employing

the different CNN frameworks like DenseNet, VGGNet, and

ResNet on the ultrasound signals (US). The author designed a

new dataset of 1687 tumor images, 734 images are malignant,

and the left is benign. The proposed CAD system successfully

detected the relevant features for predicting the class of tumor.

Jarosik et al. [46] developed a new model using the CNN

technique for classifying the breast mass on US and radiofre-

quency data. The proposed classificationmodel processed the

radio frequency of 2D patches and their samples of amplitude

automatically. The proposed classification model achieved

higher accuracy rather than a traditional classifier based on

the Nakagami parameter. Singh et al. [47] designed a cGAN

(conditional generative adversarial network) model to seg-

ment breast cancer within mammogram images. The aim of

cGAN is to generate a binary mask.

Further, the generatedmask is classified into four classes of

tumor shapes such as round, irregular, oval, and lobular using

the proposed CNN based shape descriptor. The proposed

cGAN model is tested on the INBreast dataset and gained

87% IOU and 94% dice coefficient. Although, the proposed

shape descriptor achieved an 80% accuracy rate on DDSM.

López-Cabrera et al. [48] developed a new CAD system

based on TL and CNN technique. The proposed CAD system

classified the mini-MIAS dataset into three categories that

are malignant, benign, and normal. The overall accuracy of

the proposed CAD system is 86.05%. To check whether the

DL-based models can transfer external data of mammograms

with the various distribution of data, López-Cabrera et al. [48]

study three existing CNN-based models and developed three

new models based on the CNN technique. All six models’

performance is tested on four datasets such as DDSM,MIAS,

private data (UKy), and INBreast using the ROC performance

parameter. The results revealed that DL based models could

not successfully transfer the unseen external data and requires

further validation and assessment. Shen et al. [49] proposed

a new end-to-end system using the CNN approach to detect

breast cancer. The result showed that the proposed system

could be readily trained to achieve high accuracy on hetero-

geneous mammography and improved clinical tools to reduce

false negative and positive screening mammography results.

Vakanski et al. [50] proposed a new U-net architecture based

on a deep learning model using attention blocks to focus

on breast tumor segmentation’s visual saliency. The author

claimed that the proposed approach increased the robustness

and accuracy. To automate the multimodal breast cancer clas-

sification system, Khan et al. [51] proposed a new system

using the CNN model. The proposed automated system is

tested on the BraTS datasets and achieved an accuracy of

97.8% for BraTs2015, 96.9% for BraTs2017, and 92.5%

for BraTs2018, respectively. Shalol et al. [52] proposed a

new system using the CNN model to classify tuberculosis

in the chest. The proposed system is tested on Shenzhen

and Dataset 2. The results showed that the proposed system

outperformed the existing deep learning methods.

A. RESEARCH GAP

Based on overviewing recent related work, most of the

researchers extracted low-level features and used end to end

CNN based classification system.

As shown in Table 1, not a single researcher extracted the

high level or semantic features from mammographic images.

In this work, RNN-LSTM and CNNmethods are proposed to

extract the high and low-level features and to find the patches

in less contrast mammography images. Very few researchers

automatically extracted the ROI from the images. Therefore,

in this work, ROI is extracted automatically through seg-

mentation to reduce radiologist assistance costs. Although,

a few pieces of research combinedML and DL techniques for

BMC. Generally, DL based systems are nonlinear in nature

and have a high variance that affected the final classification

result. To enhance the classification performance of the BMC

system, the DL based techniques (CNN and RNN-LSTM)

are used to extract the specific features, and ML-based tech-

niques (random forest and boosting) are utilized for the clas-

sification. The researchers do not target their work on feature

sequence mapping. In this work, a sequence of features is

extracted using the proposed RNN-LSTM to send current

block mapping information on nonlinear activation functions.

This process improves the fewer contrast images by map-

ping RNN-LSTM features with CNN features because both

features combination can define previous block variance.
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TABLE 1. Study of Breast Mass Classification (BMC) systems based on convolutional neural network.

If a variance is increased, then the block is rejected; in turn,

noise is also reduced. Further, the work as mentioned earlier

does not map the nonlinear feature on ensemble learning, but

in this work, the nonlinear feature vectors produced by DL

techniques are mapped on ensemble learning-based proposed

model using Random Forest and Boosting to increase classi-

fication performance of breast mass, reduce the variance and

generalization error.

III. PROPOSED BREAST MASS CLASSIFICATION (BMC)

SYSTEM

In this section, a new BMC system is designed to classify the

DDSM and MIAS mammogram images into normal, benign,

and malignant using RNN-LSTM and CNN techniques with

the ensemble learning method. Figure 2 demonstrates the

basic structure of the BMC system. The planned BMC struc-

ture comprises five stages.

A. SEGMENTATION USING K-MEAN CLUSTER

Segmentation is amajor processing stage in radiological diag-

nosis to study, understand, and direct treatments for mammo-

graphic photographs. The main objective of this process is

to remove ROI to reduce the costs of radiologist assistance

automatically. The pictures from the mammograms are taken

as input. These images were then transformed into a series of

ROIs or pixels. These ROIs are shownwith the images labeled

or masked. This process divides the image into different

segments to process the important segments instead of the

full-frame. The segmentation method has two modules in the

proposed framework. The following modules are listed:

1) GROUP BY CLUSTERING

The ROI of the mammographic images is present in this

subpart; the whole picture is segmented by the K-mean

clustering algorithm [53]. This subpart is intended to produce

the number of clusters. The centroid is initially measured.

Each cluster point is then taken from the respective data

points with the nearest centroid. The K-mean algorithm effec-

tively adjusts the centroid using equation 1.

F =
∑n

x=1

∑k

y=1

∥

∥

∥
Axy − Cx

∥

∥

∥

2
(1)

where the F function is objective, n is cluster numbers,

k is cases, Axy is case y th and Cx is cluster x centroid.

The distance between the data is calculated with Euclidean

points

∥

∥

∥
Axy − Cx

∥

∥

∥
. Image segmentation steps into the region

by utilizing the k-mean clustering algorithm is described in

Algorithm 1. This phase’s output is clustered regions, and

these regions are fed into the growing clustered region

module.

2) GROWING THE CLUSTERED REGION

The clustered regions are taken as input in this phase.

Firstly, the growing clustered region method generates the

seed points by a centroid. After that, the neighboring pixels

are examined; similarity is checked to these seed points.

In this way, the clustered regions with similar intensity values

are started growing. Further, mammogram images’ pixels

are classified into homogeneous sets, and regions of dif-

ferent breast tissue regions are segmented in mammograms
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Algorithm 1 Group by Clustering

Input: Pixelized mammography images

Output: Pixels are grouped together based on the similarity

Step 1: Compute the Intensity distribution (pixel value)

Step 2: Initialize the centroid by random

Step 3: Initialize {ui} i
x = 1

Step 4: For each cluster Cx
Step 5: Repeat: cluster the points based on their intensi-

ties using equation 2

C(y) = argminx

∥

∥

∥
A(y) − uy

∥

∥

∥

2
(2)

Step 6: Compute the new centroid for each of the cluster

using equation 3

uy =

∑m
y=1 1.

{

C(y)=x

}

A(y)

∑m
y=1 1.

{

C(y)=x

} (3)

where, y and j iterate over all the intensities and

centroids respectively, uy represents the centroid

intensity.

End for

Algorithm 2 Growing the cluster region

Input: Initialize a cluster or group using algo1

Output: Enhance clustering based on similarity

Step 1: Input Image = Clustered Region (A, C).

Generate seed point by centroid

Step 2: Growing the region till intensity difference

is greater than mean of all centroid

Step 3: Add the neighbor pixels that are not already

part of segmented area.

Step 4: Calculate the mean of new region

Step 5: Save (A, C)

Step 6: Return to step 2.

as output. The steps of growing the clustered region are

described in Algorithm 2.

B. PRE-TRAINED CNN MODEL

In this phase, CNNmodel-based feature extractor is designed

as shown in Figure 2 using ResNet architecture and trans-

fer learning method [54], [55]. The parameters of the CNN

model (ResNet50) pertain to a natural image set known as

ImageNet. It is utilized to extract the low-level features from

the generated ROI of mammogram images. The structure of

the CNN model in transfer learning consisted of four con-

volution layers (Conv) of ResNet architecture with a ReLU

mapping activation function and a simple fully connected

layer (FC), as shown in Table 2. The transfer learning method

fine-tuned the pre-trained CNN model and generated the

feature vectors for mass classification [56]. The output of the

pre-trained CNN model is low-level features.

TABLE 2. CNN model for transfer learning.

C. RNN-LSTM MODEL

In this phase, the input mammogram image is fed into the

RNN-LSTM model. The aim of this phase is to extract the

high-level semantic features from the mammogram images.

LSTM is the backbone of our approach novelty because our

main emphasis on semantic features, which collect by patch

sequences, and LSTMmakes an efficient sequence modeling.

In our research sequence modeling, find the patches relation

to particular class and group according to that we predict next

patch pixel which depend on previous patch pixel.

F :PT+1
i − →PT+2

j

Here in PT+1
i ithpixel of ptch selected at

T+1 and predicted jth pixel at T + 2

By this sequence modeling able to get semantic related patch

based on temporal relation. By these relations get seman-

tic features between patches. RNN-LSTM model can find

the time sequence relationship between the image’s pixels

and the eigenvalue of the images. These eigenvalues are

helpful in finding the importance of pixels at the temporal

level. RNN-LSTMmodel also finds the temporal relationship
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FIGURE 2. Architecture of proposed Breast Mass Classification (BMC) System.

between the features and generates feature vectors. We con-

sider that these features are semantic features. These features

are related to each other by time or space. RNN-LSTMmodel

gives the time-based relation so that we can say, extracted

features are semantic. RNN is a type of neural network that

used the previous output as the input while having the hidden

states [52]. As represented in Figure.3., assume the RNN

model takes the sequence of pixel x = x1, x2, . . . . . . , xn,

produces the hidden states H = H1,H2, . . . . . . ,Hn and

output states O = O1,O2, . . . . . . ,On in the following way:

Ot = σ
(

WHtOt + bt
)

(4)

Ht = σ
(

WHt−1HtHt−1 +WxtHt xt + bHt
)

(5)

where, WHtOt represent the vector form the hidden unit Ht
and output unit Ot , Ht−1 represent the hidden unit for t − 1

pixel sequence,WHt−1Ht is weight vector from the hidden unit

Ht−1 to Ht fir the sequence time t and bHt , bt are the biases.

Further, LSTM stack is used to learn the time sequence

features in the following way:

igt = tanh(Wxt igt xt +WHt−1igtHt−1 + bigt ) (6)

pt = σ
(

Wxtpt xt +WHt−1ptHt−1 + bpt
)

(7)

fgt = σ
(

Wxt fgt xt +WHt−1fgtHt−1 + bfgt

)

(8)

opt = σ
(

Wxtopt xt +WHt−1optHt−1 + bopt

)

(9)

Cet = cet−1 ⊙ fgt + igt ⊙ pt (10)

Ht = tanh (Cet) ⊙ opt (11)

where, igt represents the input gate, pt indicates the prediction

in starting layers, fgt represents the forget gate, Ht gives

information of output, big, bp, bfg, bop are the bias vectors,

Cet indicates the state of cell and Wxx are the weight matrix.

FIGURE 3. A graphical model for RN.

Both RNN and LSTM models are combined to extract the

semantic features from the input mammogram images.

D. FEATURES CONCATENATION

In this phase, the features of CNN and RNN-LSTM models

are combined. Both models are worked parallel for extracting

the features from the input mammogram image.

The proposed system extracted two types of features,

described as below:

• Low-level features that are extracted by the pre-trained

CNN model.

• High level (semantic) features that are extracted by the

RNN-LST model.

These features are concatenated by using the NLP approach

based on the attention mechanism and the ReLU layer by
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using equations 12 and 13.

a = σ (tanh (WCNN ∗ XCNN +WRNN ∗ fRNN )) (12)

F = max (a ∗ XCNN , a ∗ XRNN ) (13)

where XCNN denotes the features of the medical image

obtained by pre-trained CNN model, XRNN is the gray med-

ical image features obtained by the RNN-LSTM model,

WCNN and WRNN are the weighted matrices, a represents the

threshold of features weights after the feature concatenation

and f is final weight matrix of the features. The dynamic

features weights are obtained from equations 12 and 13.

Further, the M feature matrix is generated using equation 14.

This generated feature weight matrix acts as the input to the

CNN model.

M = W ∗ X (14)

W feature weights are obtained from CNN, X feature weights

are obtained from RNN, and M is the combined weight in

equation (14)

E. CNN MODEL

In this phase, the CNN model is designed to extract the

relevant features from the M feature matrix with weight. The

detail about the CNN model is described in Figure 4. It has

four convolution layers along with two max-pooling layers

and one fully connected layer. The convolution layer con-

tains many neurons. These neurons are connected with each

other’s and share biases and weights. This layer converts the

matrix features into the feature map by utilizing convolution

operations and using dropout to minimize the chances of

overfitting. The key motivation of the Dropout layer is to

reduce overfitting during training and testing, and thus the

0.27 value represents that only 27% of the data is retained.

Although, the input feature matrix is mapped with kernel

sets. These kernels produce the new feature map Fu and this

procedure is known as convolution. The value of feature at

location (s, d) in the uth feature map of kth layer, the value of

Ck
u is computed by using equation 15.

Ck
u (s, d) = wkuI

k (s, d) + bku (15)

The max-pooling is used to reduce the computed feature

maps dimension. ReLU activation function is used in each

layer except the last output layer; for that, the sigmoid

function is used. After the 4-convolution layer and 2 max-

pooling operations, the output of the final convolution layer

is propagated into the fully connected layer. Let the output

of final convolution layer is Eg and it is calculated by using

equation 16.

Eg = f
(

Ig
)

= fsigmoid

(

∑

u
wu ∗ f

(

Ig−1
))

(16)

where, u is the kernel numbers that are utilized in final

convolution layer,wu represents the kernel weight, f
(

Ig−1
)

is

the value of activation function of (g− 1) convolution layer.

Finally, the fully connected layer contains the feature vectors

with labels. These feature vectors are fed into ensemble learn-

ing model for breast mass classification.

FIGURE 4. Parameter settings of CNN mode.

F. ENSEMBLE LEARNING MODEL FOR CLASSIFICATION

In this phase, the ensemble learning-based classification

model is proposed by combining extreme gradient boost-

ing with the random forest technique [30]. In the proposed

system, the random forest is used to generate the differ-

ent regression trees from the feature vectors with labels

along with varying values of threshold. It is not capable

of taking the final prediction decision regarding the differ-

ent tree combinations. Hence, the ensemble learning model

is proposed, as shown in Figure 5. In this, the random

forest is utilized to generate all possible trees using fea-

ture space with respect to breast mass classes. Whereas

the XG boosting technique is used to calculate the thresh-

old values for model selection in the testing phase. It has

an effective regularization function, in turn, less value of

loss function is generated by using the following objective

functions F:

F=
∑n

x=1
l
(

Ax , Âx

)

+ (γT − (1 − γ )T )+
1

2
λ

∑T

y=1
w2
y

(17)

where, n indicates the given features with label instances

and
∑n

x=1 l
(

Ax , Âx

)

represents the training loss function,

which fits the data into L norm of leaf node by following

equation:

L = (γT − (1 − γ )T ) +
1

2
λ

∑t

y=1
w2
y (18)

All trees are built sequentially by using additive learning

process. Each newly added tree learns from its former tree and

update the prediction result by updating Âk−1 at kth iteration.

In this way, the input mammograms images are classified into

normal, benign and malignant.
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FIGURE 5. Graphical model for random forest with XG boosting.

G. TIME COMPLEXITY

In our research, three main parts of the CNN model,

RNN-LSTM model, and Transfer parameters. In Transfer,

parameters take O (1) complexity because of its predefined

model. Thematrix calculation in the CNNmodel takesO (n2),

and the LSTM-RNN model also computes mostly on matrix,

so it takes O(n2). So, the overall complexity of the proposed

framework is O (1) + O(n2)+ O(n2), and we can assume the

complexity of the proposed framework is O(n2).

IV. EXPERIMENT RESULTS AND DISCUSSIONS

This section displays the experimental results of the pro-

posed BMC system. Two publicly accessible datasets, such

as DDSMandMIAS, use the proposed framework. F-metrics,

precision, accuracy, and recall are used to determine the per-

formance of the device proposed. To implement the process,

the Windows 10 is enabled, an NVIDIA GeForce graph-

ics card, a CPU @ 2.70GHz, and 16 GB RAM are used.

In TensorFlow, Keras API is used to implement CNN and

RNN-LSTM deep learning models [57].

A. DATASETS

Two datasets are utilized in this work, namelyMIAS [58] and

DDSM [59]. The mammogram images in both datasets are

collected from 1994 to 2017 year. Both datasets are the largest

mammography datasets available publicly and used widely to

develop breast mass classification models.

• MIAS: This dataset is digitalized in nature and created

in 1994 [58]. Further, this dataset contained 322 digital

mammography films with the labeling of specialists

at the abnormalities location that are collected from

the United Kingdom National Breast Screening Pro-

gram (UKNBSP). Images of this dataset are in low

resolution.

• DDSM: Initially, this is constructed in 1999 and con-

tained 10,480 digital film mammography images and

2,620 labeled cases [59]. ALL these cases are col-

lected from two organizations- Wake Forest Univer-

sity School of Medicine (WFUSM) and Massachusetts

General Hospital (MGH). These images (films) are

non-uniformly scanned at various organizations with

scanners and included optical density mapping and

various gray levels of images. Further in this work

subset (curated breast imaging) of DDSM is utilized

for evaluating the performance of the proposed BMC

system. This subset has 2620 samples; among them,

1445 samples are malignant, and 1175 are benign.

B. TRAINING

The proposed system’s objective is to extract the low and

semantic features from the input mammogram image for clas-

sifying it into normal, benign, and malignant. This objective

is formulated as a cross-entropy training loss function [60]

that is expressed as below:

E = −
1

n

∑n

i=1

[

L ilogL io +
(

1 − L i
)

log
(

1 − L io

)]

(19)

where L io represents the i-th neuron output result in the

output layer, L i reflects the corresponding goal effects. The

decent back spread and stochastic gradient [61] are used

to minimize the loss of the samples. After minimizing the

loss, the extracted features are learned by the random for-

est classifier. Further, a classifier is optimized by using

equations 17 and 18. The objective function that is presented

using equation 17, iteratively fits in equation 18. If it con-

verges, then training is an exit, and the model is generated.

The whole training process improved the features, features

non-linear mapping, ensemble classifier, and also optimized

an ensemble classifier. Additionally, the tuning parameters

are refined in every step of different phases to make the model

efficient.

Further, in this experiment ten-fold cross-validation

method is utilized for dividing the dataset into testing and

training dataset to evaluate the performance of proposed

BMC system.

C. PERFORMANCE METRICS

Five efficiency measurements are used to quantify the

performance of the proposed BMC method as shown

below [20], [24].

Precision: Defines the appropriately labeled images for

benign, malignant, and normal mammograms. The precision

of the device proposed is determined by equation 20.

Accuracy =
P + N

P + N + F + G
(20)

In equation 20, P denotes correctly classified positive sam-

ples, N represents correctly classified negative samples,

F denotes incorrectly classified samples as correctly classi-

fied and G denotes correctly classified samples as incorrectly

samples.
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Specificity: It specifies the true negatives that can be cor-

rectly classified by diagnostic test. Specificity is computed

using equation 21.

Specificity =
P

P + F
(21)

Sensitivity: This metrics indicates actual patients who have

disease among all patients. Sensitivity metric is computed

using equation 22.

Sensitivity =
P

P + G
(22)

F-measure: It is demonstrated as expression of specificity

and sensitivity. It only takes the positive samples either clas-

sified as benign, malignant and normal. Equation 23 is used

to compute the F-measure.

F − measure =
2P

2P + P + G
(23)

AUC: It is presented as the ability of the classifier to dif-

ferentiate between the benign, malignant and normal mam-

mograms. It is used as a summary of the Receiver Operator

Characteristics (ROC) curve.

D. RESULTS AND ANALYSIS

This subsection is the experimental findings of the

BMC system. The proposed framework is evaluated with

two separate datasets as specified above. Other tests, such

as F-measure, Sensitivity, Specificity, AUC, and Accuracy,

are used to determine these experimental results. The via-

bility of the proposed method can be demonstrated on the

minimum number of data and to guide further researchers

in reducing the resources intensive process of obtaining

labels. The training dataset is created by using the different

numbers of patients, such as 20,30,40,50,60,70,80,100 from

MIAS and DDSM datasets, for fine-tuning. The proposed

BMC system consists of ResNet RNN-LSTM-CNN based

network for feature extraction and random forest–boosting

method for classification. The proposed system results are

contrasted with another architecture system based on the

ResNet-ResNet network and ResNet-VGG network [57] by

using different training subsets. The proposed system’s exper-

imental results are also compared with other mammography

classification methods of existing breast cancer detection

systems [26,29,33,43,44,61]. The confusion matrices of the

proposed BMC system’s classification result are presented in

Tables 3 and 4 for both datasets.

In both datasets, a total of 1000 images are shown in

the confusion matrix, out of which 300 are normal,350 are

Benign, and the rest 350 are malignant. It can be seen

from confusion matrix tables that the malignant mammo-

gram detection was not performed effectively because of the

patches overlap. Benign mammograms show the maximum

overlap in the DDSM dataset; thus, semantic feature selec-

tion improved the patches overlapping. The proposed BMC

system showed better results on the DDSM dataset rather

TABLE 3. Confusion matrix of proposed BMC system using DDSM dataset.

TABLE 4. Confusion matrix of proposed BMC system using MIAS dataset.

than the MIAS dataset. Its main reason is the size of mam-

mograms and blurriness. As compared to existing systems,

the proposed BMC system performed significantly better in

all classes.

The results of the proposed system are divided according

to the MIAS and DDASM datasets as represented below:

1) RESULTS BASED ON DDSM DATASET

This subsection represents the experimental results of the

proposed BMC system using the DDSM dataset. The exper-

imental results of the proposed transfer learning model with

ResNet RNN-LSTM-CNN based network are compared with

ResNet-ResNet network and ResNet-VGG network-based

models [57]. The AUC parameter is considered to evalu-

ate the efficiency and effectiveness of transfer learning of

the proposed BMC system. Table 5 and Figure 6 show the

TABLE 5. AUC Comparison of transfer learning efficiency of proposed and
existing end to end systems with different training subsets of DDSM
dataset.
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FIGURE 6. AUC comparison by number of images of proposed and
existing systems using DDSM datasets.

AUC comparison results based on transfer learning effi-

ciency of the proposed and the existing end to end systems

(ResNet-ResNet and ResNet-VGG) with different training

subsets of DDSM datasets.

It can be seen that there was a near-exact computation of

the AUC for each training dataset. AUC rate of the proposed

transfer learning model with ResNet RNN-LSTM-CNN

based network lies between 0.94% and 0.97% with differ-

ent patients and images. The ACU rate of ResNet-ResNet

and ResNet-VGG network-based systems is between 0.92%

to 0.95% and 0.93% to 0.95%, respectively. The graphical

representation of three AUC measurements of the proposed

BMC system and current systems using the DDSM dataset

is provided in Figure 6. We use all these parameters in

order to determine the efficiency of the BMC framework

that we have proposed. The experimental results and com-

parisons of BMC systems and DDSM models are analyzed

through the National Environment Agency (NEA) datasets.

These systems are proposed by Bekker et al., Dhungel et al.,

Jaffer et al., Sun et al., Li et al. ResNet-ResNet and

ResNet-VGG [26], [29], [22], [40], [41], [57]. Table 6 illus-

trate the comparison of different mammography classi-

fication methods on the DDSM dataset using different

parameters.

It is observed that the BMC is able to calculate the

f-measure, sensitivity, and specificity rates for each mam-

mogram’s images of the DDSM dataset. It can be seen from

Table 6, sensitivity, specificity, F-measure, and accuracy

of the proposed system for the DDSM dataset is 0.97%,

0.98%, 0.97%, and 0.96%, respectively. It is also stated

that the proposed BMC system achieves a better accu-

racy rate than other traditional mammography classifica-

tion methods on the DDSM dataset. The accuracy rate of

the proposed BMC system is 0.96 %. Whereas, the accu-

racy rate of Bekker et al., Dhungel et al., Jaffer et al.,

Sun et al., Agnes et al., ResNet-ResNet, and ResNet-VGG

systems are 79%, 90%, 93%, 0.82%, 0.83%, 0.89%, and

TABLE 6. Comparison of different mammography classification methods
on DDSM dataset using different parameters.

0.94% respectively. The sensitivity rate of Jaffer et al.,

ResNet-ResNet and ResNet-VGG systems is 0.93%, 0.91%,

and 0.95%, respectively. The specificity and F-measure

rate of ResNet-ResNet and ResNet-VGG systems is 0.93%,

0.96%, 0.93% and 0.96% respectively. In conclusion,

the classification and detection rate of the proposed BMC

system is improved significantly than Bekker et al.,

Dhungel et al., Jaffer et al., Sun et al., Agnes et al.,

ResNet-ResNet and ResNet-VGG systems on DDSM

datasets. Further, the confidence interval (CI) of the classi-

fication result is also calculated using equation 24.

CI = z ∗ sqrt((AUC ∗ (1 − AUC))/n) (24)

whereas, z = 1.96 and n is the ‘number of images. The

confidence interval of proposed BMC system is illustrated

in Table 7 using different number of images and patients.

2) RESULTS BASED ON MIAS DATASET

This subsection provides an overview of the experimental

results for the proposed BMC system when applied to MIAS

dataset. Table 8 show the AUC comparative findings based on

the efficiency of a system using a transfer learning approach

and the accuracy of ResNet-VGG with different training

subsets of MIAS datasets.

The proposed system explicitly calculates the AUC rates

for each training dataset. AUC rate of the proposed transfer

learning model with ResNet RNN-LSTM-CNN based net-

work lies between 0.94 and 0.98 with different patients and

images. The AUC rate of ResNet- ResNet and ResNet-VGG

network-based systems are between 0.92 to 0.96 and 0.90 to

0.95, respectively.
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TABLE 7. Confident interval of proposed BMC systems with different
training subsets of DDSM dataset.

TABLE 8. AUC Comparison of transfer learning efficiency of Proposed and
Existing methods with different training subsets of MIAS dataset.

Figure 7 shows a graphical depiction of AUC comparison

levels of proposed BMC and current systems using pho-

tos representing discrepancies based on the MIAS dataset.

We use all these parameters in order to determine the effi-

ciency of the BMC framework that we have proposed. The

experimental result will be compared with the MIAS dataset

and other data to validate the BMCC framework. These

systems are from Jaffer et al., Sun et al., Agnes et al.,

ResNet-ResNet, and ResNet-VGG. This is shown in Table

8. It is obvious that the proposed BMC method accurately

measures the precision, recall, f-measure, sensitivity, and

specificity rates for each mammogram’s image in the MIAS

dataset. It can be seen from Table 9, sensitivity, specificity,

F-measure, and accuracy of the proposed system for the

MIAS dataset are 0.97, 0.97,0.98, and 0.95, respectively.

It is also stated that the proposed BMC system achieves

better accuracy, specificity, sensitivity, and F-measure rate

FIGURE 7. AUC comparison by number of images of proposed and
existing systems using MIAS database.

TABLE 9. Comparison of different mammography classification methods
on MIAS dataset using different parameters.

than other traditional mammography classification methods

on the MIAS dataset. The accuracy rate of the proposed

BMC system is 0.95, whereas Jaffer et al., Sun et al.,

Agnes et al., ResNet-ResNet and ResNet-VGG have accu-

racy rates of 0.93, 0.82, 0.83, 0.92, and 0.94, respec-

tively. Sensitivity ratings of Jaffer et al., ResNet-ResNet,

and ResNet-VGG systems are 0.93, 0.87, and 0.88,respec-

tively. ResNet-ResNet and ResNet-VGG have specificity

and F-measure rates of 0.89, 0.91, 0.92, and 0.93,

respectively. This paper finds that both classification and

detection rates increase significantly than Jaffer et al.,

Sun et al., Agnes et al., ResNet-ResNet, and ResNet-VGG

systems on the MIAS dataset. The confidence interval for

the predictive performance of the proposed benchmark cohort

method is shown in Table 10.

3) CONFIDENCE INTERVAL TEST

This subsection illustrates the statistical results of the pre-

dicted classification result of the proposed BMC system. The

statistical tests are used to confirm the existence and validate

the newly proposed BMC system. The aim of this tests is

to determine the significance between results obtained using

different configurations and parameters of neural networks.

The significant confidence limit is also calculated from all

accuracy results. The statistics of confidence and error are
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TABLE 10. Confident interval of proposed BMC systems with different
training subsets of MIAS dataset.

demonstrated in Table 11 using different epoch, learning

rates, filters, predicted accuracy, and the same activation

function. The statistical results showed that the confidence

interval of the highest predicted classification accuracy is

0.006398195. The classification error is 0.077+/− 0.0063 at

95 confidence and 97.5% accuracy. The error percentage, i.e.,

7.7 +.63.

4) DISCUSSION AND FUTURE DIRECTION

On both datasets, the proposed BMC system results demon-

strate that the proposed BMC system attained a higher accu-

racy rate compared to existing systems with 20 patients and

100 images. The AUC rate of the proposed BMC system

has approached the maximum as the size of the training

subset increased on both the datasets. It is suggested from the

evaluation results that the proposed BMC system require less

dataset for learning and recognizing the textures and shapes

of malignant, normal, and benign ROI’s and for adjusting the

different intensity profiles found in different datasets of mam-

mography images. The approach of the proposed BMC sys-

tem can be successfully utilized for fine-tuned the proposed

ensemble learning-based image classifier using small training

subsets with labels. This advantage can reduce the burden of

creating the training set for various mammography platforms.

It can also be seen from tables 6 and 9 that, proposed BMC

system achieves higher accuracy, sensitivity, specificity, and

F-measure on both datasets. These results clearly showed

that the proposed BMC system successfully extracts low and

semantic features from the images. An ensemble learning-

based classifier learns these features and detects breast cancer

efficiently. The proposed system also deals with blurriness of

images by clustering the pixels, and these pixels are refined

using transfer learning and convolution network. After that,

these pixels make a sequence model between the patches

by LSTM-RNN. These matches improve the pixel-wise fea-

ture mapping and its robustness in noisy images, but we

cannot claim its 100% improvement but mapping improve to

some extent. Future work could enhance the proposed model

by using different angles of mammography images and patch

wise classification along with reduced resources.

V. THREATS TO VALIDITY

In this work use, two benchmark datasets first is MIAS, and

the second is DDSM. These datasets considering to evaluate

the performance of proposed and existing approaches. Each

approach has two phases training and testing. These phases,

validated by ten cross-validations and the proposed approach,

get significant results on both datasets after simulation. Same

simulation results apply to different approaches of deep learn-

ing, but some potential threats of validity will consider.

A. THREATS OF EXTERNAL VALIDITY

Threats to External Validity corresponds to the generalization

of findings. In this work, two open-source datasets are used

for mammography image classification. It is possible that

industrial development and open source projects have certain

differences. The industrial development project might require

standard code quality. But we try to minimize the threat

by considering MIAS and DDSM datasets. Both datasets

have strong medical expertise background. Another threat

is regarding the platform used to implement the projects.

These data are generalized since they came from diverse

populations. Hence, it is stated that threatens also associated

with the external validity of our approach, as results obtained

on a biased dataset are less generalizable.

B. THREATS OF INTERNAL VALIDITY

The threats to internal validity correspond to the selection of

performance measure for evaluating the performance of the

machine-learning classifiers. In this work, precision, recall, f-

measure, AUC, and accuracy measures are adopted to assess

the performance. But accuracy can be considered an impor-

tant parameter to classify the mammography images in three

classes. Several existing studies adopt these parameters to

evaluate the performance of deep learning techniques for

mammography image classification. But, sometimes, accu-

racy cannot lead towards a discrete conclusion. Because it

can be described using the sum of correctly classified benign,

malignant, and normal. In this paper, approaches depend on

semantic and general features that further learn by different

Convolution layers and generalize them. After that, optimize

the learning process using random forest, which optimizes

using boosting. Optimizations depend on decision trees, and

decision trees depend on semantic and convolution generalize

features.

C. THREATS OF STATISTICAL CONCLUSION VALIDITY

Threats to statistical conclusion validity correspond to the

significant difference between the performances of deep

learning techniques. To address the same, the Friedman test

is adopted to determine the relationship between methods.

It is a straightforward test and computed the ranking of each

technique. Some statistics are calculated to check the signif-

icant difference between the methods. If the critical value is

greater than the Friedman test value, hypothesis (Ho) is not

rejected, and there is no significant difference between the

performances of techniques. If rejected then, the method is

significantly different than others. The proposed approach is

substantially different from other techniques as a hypothe-

sis (Ho) is rejected in our work. But this test does not consider
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TABLE 11. Statistical analysis of predicted classification results of proposed BMC systems with different configurations and parameters of neural network.

the size of datasets. The relative size of datasets is also an

important parameter to determine whether the technique is

significantly different than others or not. But this test is

capable of choosing the best performer and worst performer.

It also groups the methods that do not have a significant

difference between performances.

VI. CONCLUSION

This paper proposes a new RNN-LSTM model to find the

generalized feature weights and pass them to the convolution

network. The proposed method is able to send information

on current block mapping on nonlinear activation functions.

Further, the proposed BMC system improved the less con-

trast by mapping RNN-LSTM features with CNN features

because the combination of both features can define previous

block variance. If the variance is increased, then the block

is rejected; in turn, noise is also reduced. In the proposed

BMC system, CNN extracted the efficient low-level features,

and RNN-LSTM extracted the high-level features. The low-

level features like segmentation, edge, color, texture, shape

detection, and high-level features are known as semantic

features, such as the type of patch present in which segmented

block or its pathology situations related to the patch.

The Transfer Learning method is also introduced to

fine-tune the pre-trained CNN model for mass classifica-

tion. To increase the classification performance of breast

mass systems and reduce the variance and generaliza-

tion error, an ensemble learning method is introduced in

the proposed BMC using Random Forest and Boosting

ML techniques.

The detailed experimental results on two large published

datasets, such as Mammographic Image Analysis Society

(MIAS) and Digital Database for Screening Mammography

(DDSM), are presented. The performance of the proposed

BMC system is validated using five performance metrics

(AUC, sensitivity, specificity, F-measure, and accuracy). Pro-

posed BMC system achieved the higher sensitivity, speci-

ficity, F-measure, and accuracy rate for the DDSM dataset

that is 0.97%, 0.98%, 0.97%, 0.96% and for theMIAS dataset

is 0.97%, 0.97%,0.98%, and 0.95% respectively. Further

Area Under Curve (AUC) rate of the proposed BMC system

lies between 0.94% - 0.97% for DDSM and 0.94%-0.98% for

the MIAS dataset.
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The performance of the proposed BMC system outper-

forms the previously reported classification systems formam-

mographic images. The proposed BMC system reduced the

ambiguity in segmentation and edges of tumors or patches,

increased the efficiency of nonlinear mapping of features and

classification accuracy of low contrast images. The confi-

dence interval statistical test is also employed to determine

the classification accuracy of the BMC system using different

configurations and parameters of the neural network.
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