
Because all humans are especially aware of
the nuances of the human face, render-

ing a believable human face is a challenging subject for
computer graphics. Of all parts of
the face, the eyes are particularly
scrutinized because eye gaze is one
of the strongest cues to the mental
state of another person. When peo-
ple are talking, they look to each
others’ eyes to judge interest and
attentiveness, and in turn look into
the eyes to signal an intent to talk.

In projects that attempt to create
realistic computer-animated faces,
the eyes are often the feature that
observers point out as looking
wrong. Producing convincing eyes in
computer graphics applications

requires attention to several topics in modeling, render-
ing, and animation. (See the “Related Work” sidebar for
information on other research projects in this area.)

Our technique adopts a data-driven texture synthe-
sis approach to the problem of synthesizing realistic eye
motion. The basic assumption is that eye gaze probably
has some connection with eyelid motion (see Figure 1 on
page 26), as well as with head motion and speech. But
the connection is not strictly deterministic and would
be difficult to characterize explicitly. For example, as
suggested in Figure 1, gaze changes often appear to be
associated with blinks. A major advantage of the data-
driven approach is that the investigator does not need to
determine whether these apparent correlations actual-
ly exist. If the correlations occur in the data, the syn-
thesis (properly applied) will reproduce them.

With these assumptions, a data-driven stochastic
modeling approach makes sense. The combined
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Related Work
Recently, several research efforts have modeled eye-gaze

motions in different scenarios. One team proposed rule-
based approaches for generating animated conversation
between multiple agents given specified text.1,2 Another
team proposed a framework for computing visual attending
behaviors (such as eye and head motions) of virtual agents
in dynamic environments.3 Another team investigated
whether eye-gaze direction clues could be used as a reliable
signal for determining who is talking to whom in multiparty
conversations.4,5

Most of the work cited here takes a goal-directed
approach to gaze, focusing on major gaze changes such as
those for creating conversational turn taking. This high-level
direction indicates what the eyes should do and where the
eyes should look, but there still is some freedom as to how
particular gaze changes should be performed. The detailed
timing of eye saccades and blinks can convey various
mental states, such as excited or sleepy. 

Recently, the Eyes Alive project presented the first in-

depth treatment of these textural aspects of eye movement,
demonstrating the necessity of this detail for achieving
realism and conveying an appropriate mental state.6 In the
Eyes Alive model, signals from an eye tracker are analyzed
to produce a statistical model of eye saccades. Eye
movement is remarkably complex, however, and the Eyes
Alive model does not consider all aspects of eye movement.
In particular, the project used only first-order statistics and
did not consider gaze–eyelid coupling and vergence. The
main text addresses the first two of these issues by
introducing a more powerful statistical model that can
simultaneously capture gaze–blink coupling.

The problem of synthesizing eye movement can be
considered to be an instance of a general signal-modeling
problem. We distinguish parametric from nonparametric or
data-driven approaches. In the former, the investigator
proposes an analytic model of the phenomenon in
question, with some number of parameters that are then fit
to the data (a purely rule-based approach with no explicit
dependence on the data is a further possibility). This



gaze–blink vector signal does not have obvious seg-
mentation points, as is the case with body motion cap-
ture data. Thus, our technique adapts the data-driven
texture synthesis approaches to the problem of realistic
eye-motion modeling. Our technique considers eye gaze
and aligned eye-blink motion together as an eye-motion-
texture sample, which we use for synthesizing novel but
similar eye motions.

To justify this choice of a texture-synthesis approach
over a hand-crafted statistical model, consider the order
statistics classification of statistical models. The first-
order statistics p(x) used in the Eyes Alive project cap-
ture the probability of events of different magnitude but
do not model any correlation between different events.1

Correlation E[xy] is a second-order moment, or an aver-

age of the second-order statistics p(x, y). Third-order sta-
tistics would consider the joint probability of triples of
events p(x, y, z) and so forth. Unfortunately, it’s difficult
to know the answer to the question of what order of sta-
tistics should be used to capture all the relevant charac-
teristics of joint gaze–eyelid movement. Low-order
statistics, such as probability density and correlation,
clearly do not capture some visible features (see Figure
2). Higher-order models are algorithmically complex and
perform poorly if derived from insufficient data. 

It’s also possible to use a hidden Markov model
because HMMs can approximate all real-world proba-
bility distributions, and (as in the case of speech) the
HMM architecture also can provide a deeper model of
the phenomenon. In the case of modeling eye move-
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technique can produce compact, economical models of the
data, but it has the danger that the analytic model might
fail to capture some important aspects of the data. 

Data-driven approaches, on the other hand, provide an
alternative in which the data itself is queried to produce
new signals as desired. However, in such techniques,
sufficient training data must be available and there is no
explicit model of the phenomena (hence no understanding
is acquired). But by using data-driven techniques,
characteristics of the data are not lost as a result of
choosing an incorrect or insufficiently powerful model.

Researchers have applied the data-driven approach to
several problems in computer graphics recently. The
“motion-capture soup” research approaches human body
motion synthesis by first partitioning human motion signals
into small segments and then concatenating these
segments together, chosen by an optimization algorithm.7-9

Several recent and successful texture-synthesis articles also
explore a data-driven approach.10,11 The basic idea is to
grow one sample (or one patch) at a time, given an initial
seed, by identifying all regions of the sample texture that
are sufficiently similar to the neighborhood of the sample,
and randomly selecting the corresponding sample from one
of these regions (see Figure A). 

These texture synthesis algorithms have some
resemblance to the motion-capture soup approaches,
although they differ in that the system searches the entire
texture-training data for matching candidates. In the
motion-capture soup case, the system divides the data into
segments in advance and only searches transitions between
these segments. This tradeoff assumes that possible
matches in texture-like data are too many and too varied to
be profitably identified in advance.
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A Signal synthesis with nonparametric sampling schemes.
Regions in a sample signal (top) that are similar to the neigh-
borhood of the signal being synthesized (bottom) are identi-
fied. One such region is randomly chosen, and new samples are
copied from it to the synthesized signal.



ment, however, the required number of hidden states is
not as obvious as it is in the speech case. Because the
model must potentially capture subtle mental states that
are manifested in eye movement (such as agitated, dis-
tracted, and so forth), the hidden states might not be
easily interpretable. Although an HMM approach would
probably work for our problem, the effort of designing
and training a suitable HMM might not be worth the
effort if the goal is simply to synthesize animated move-
ment mimicking an original sample. By adopting a data-
driven approach, we avoid this issue and let the data
speak for itself while achieving movement that is indis-
tinguishable in character from captured eye signals.

In this article, we focus on improving eye movement
realism, specifically the cadence and distribution of gaze
saccades—small jerky movements of the eyes as they
jump from fixation on one point to another—with cor-
related eyelid motion. Our contribution to research in
this area is to synthesize eye saccade signals as a 1D tex-
ture-synthesis problem and to apply recent texture-syn-
thesis approaches to this animation domain.

Data acquisition and preprocessing
For raw data, we captured a human subject’s facial

motion with 59 markers on his face (see Figure 3) and
recorded corresponding audio and video tracks. The
recorded corpus is about two minutes in duration and
consists of about 16,500 motion-capture frames. The
motion-capture rig has six cameras sampling at 120 Hz.
Two markers on the eyelids provided the eye-blink
motion data. 

After capture, we normalized the data. First we
translated all data points to make a point on the nose
the local coordinate center of each frame. Second, we
picked one frame with a neutral and a closed-mouth
head pose as reference frame. Third, we used three
approximately rigid points (nose point and corner
points of eyes) to define a local coordinate origin for
each frame. Last, we rotated each frame to align it with
the reference frame.

To extract the eye-blink motion signals from captured
data, we converted the captured eyelid motion to a 1D
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1 Connection between eye gaze and eyelid motion: (a) y-coordinate
motion of captured left and right eye blinks (green for left and red for
right). (b) Labeled eye-gaze signals. (c) Eye-blink and x-coordinate gaze
signals plotted simultaneously.
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blink-texture signal. Because the motions in three direc-
tions (x, y, and z) are strongly correlated, we can repre-
sent the eye-blink motion in 3D with a 1D blink signal
based on the dominant y (vertical) direction. Figure 1
illustrates the y-coordinate motions of captured left and
right eye blinks. 

After examining the captured data, we found that the
motion of the left eyelid is nearly synchronized with that
of the right. As a result, we need only the motion-capture
trace for one eye to create the eye-blink texture signal.
By scaling the y-coordinates of the eye-blink motion into
the range [0,1], we get a 1D eye-blink texture signal.
Here, 0 denotes a closed eyelid, 1 denotes a fully open
eyelid, and any value between 0 and 1 represents a par-
tially open eyelid. In this procedure, we ignored outliers
and used interpolated neighbor points to fill the gaps.

We obtained corresponding eye-gaze direction sig-
nals by manually estimating the eye direction in training
videos, frame by frame, using an eyeball-tracking wid-
get in a custom GUI (see Figure 4). While the manually
estimated direction data is not completely accurate, it
qualitatively captures the character and cadence of real
human gaze movement, and the gaze durations are
frame accurate. Information on automatic saccade-iden-
tification techniques can be found elsewhere.2 Figure 1
illustrates the resulting gaze signals. 

Note the rectangular or piecewise-continuous char-
acter of these signals, which reflects the fact that gaze
tends to fixate on some point for a period of time and
then rapidly shift to another point. When doing a large
change of gaze, it appears that the human eye often exe-
cutes several smaller shifts rather than a single large and
smooth motion. We also observed that gaze changes fre-
quently occur during blinks.

Eye motion synthesis
After we extracted and aligned the eye-blink and

gaze-motion signals, we used texture synthesis to syn-
thesize new eye motions. We used the patch-based sam-
pling algorithm because of its time efficiency.3 The basic
idea is to grow one fixed-size texture patch at a time. We
chose the patch randomly from qualified candidate
patches in the input texture sample. Figure A (in the
sidebar) illustrates the basic idea. Each texture sample

(analogous to a pixel in the 2D image-texture case) con-
sists of three elements: eye-blink signal, x position of
eye-gaze signal, and y position of the eye-gaze signal. 

We used ti = (b, g 1, g2) to represent one sample. First,
we estimate the variance of each element:

We divided each component by its variance (Vb, Vg1, or
Vg2) to give it equal contribution to the candidate patch
searching. We defined the distance metric between two
texture blocks as follows:

and

Here, tin represents the input texture sample, tout rep-
resents the synthesized (output) texture sample, and A
is the size of the boundary zone that functions as a
search window. In our case, the patch size is 20 and the
boundary zone size is 4. Patch size depends on the prop-
erties of a given texture. A proper choice is critical to the
success of the synthesis algorithm. If the patch size is
too small, it cannot capture the characteristics of eye
motion, and it might cause the eye gaze to change too
frequently and look too active. If it’s too large, there are
fewer possible matching patches and more training data
is required to produce variety in the synthesized motion.

Another parameter we used in this algorithm is the
distance tolerance:

(1)

In Equation 1, 03 is a 3D zero vector. We set the tolerance
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constant to ε = 0.2. Figures 5 and 6 illustrate synthesized
eye motions. We synthesized the signals in these figures
at the same time, which is necessary to capture the pos-
sible correlations between them.

Patch size selection
To determine the proper patch size, we used the tran-

sition interval distribution. For eye-blink data, we count-
ed all the time intervals (in terms of frame number)
between two adjacent approximate eye-blink actions. If
the eye-blink value (openness of the eyelid) was less
than the threshold value set to 0.2, we counted it as an
approximate eye blink. We used this threshold only for
the purpose of choosing the texture patch size. The eye-
blink synthesis uses the original unthresholded data.
For eye gaze data, we counted all time intervals between
two adjacent large saccadic movements, which we
defined as places where either the x- or y-movement is
larger than a threshold value (we set it to 0.1). 

Finally, we gathered all these time intervals and plot-
ted their distributions (see Figure 7). This figure shows
us that a time interval of 20 is a transition point. The
covered percentage increased rapidly when the time
interval is less than 20. Beyond 20, the covered per-
centage slows down rapidly. Also, when the time inter-
val limit is set to 20, it accounts for 55.68 percent of the
large eye motions. We therefore used 20 as the proper
patch size for the motion synthesis algorithm.

The boundary zone size is useful to control the num-
ber of texture-block candidates. If the size of the bound-
ary zone is too large, then few candidates are available
and the diversity of the synthesized motion is impaired.
On the other hand, if this size is too small, some of the
higher-order motion statistics are not captured, and the
resulting synthesis looks jumpy. We adopted a strategy
similar to patch-based sampling3 where the size of the
boundary zone is a fraction of patch size. As such, we
chose four as the size of the boundary zone. In practice,
that number works well.

Results and evaluations
We arbitrarily used one segment from an extracted

sample sequence as an eye-motion texture sample and
then synthesized novel eye motions similar to this sam-
ple. We found that our synthesis produces eye move-
ment that looked alert and lively (rather than the
drugged, agitated, or schizophrenic moods that
observers attribute to random or inappropriate eye
movements, although the realism is difficult to judge
because the face model itself is not completely photo-
realistic). Figure 8 shows some frames of synthesized
eye motions.

To compare our method with other approaches, we
synthesized eye motions on the same face model using
three different methods and then conducted subjective
tests. In the first experiment (method I), we used the Eyes
Alive model to generate gaze motion. We sampled eye-
blink motion from a Poisson distribution. A discrete event
in this Poisson distribution means an eyelid-closed event.
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In the second experiment (method II), we used random
eye gaze and blink together with a Poisson distribution.
In the third (method III), we used eye-blink and –gaze
motion synthesized simultaneously using our method. 

We presented three eye-motion videos with the same
duration to 22 viewers in random order. We asked the
viewers to rate each eye-motion video on a scale from 1
to 10, with 10 indicating a completely natural and real-
istic motion. Figure 9 illustrates the average score and
standard deviation of this subjective test. As you can see
from Figure 9, both method I and method III received
much higher scores than method II. In fact, viewers
slightly preferred the synthesized eye motion from our
approach (method III) over that of method I.

We also conducted a second test to see whether it’s
possible to distinguish our synthesized eye motion
from the original captured eye motion. In this test,
we asked viewers to identify the original after they
carefully watched two eye-motion videos, one being
the originally captured eye motion and the other syn-
thesized from this captured segment, both being
viewed on the same computer graphic face model.
Seven out of 15 made correct choices; the other eight
subjects made wrong choices. Using the normal
approximation to the binomial distribution with p =
7/15, we found that equality (p = 0.5) is easily with-
in the 95 percent confidence interval. However, with

this small number of subjects, the interval is too broad
to conclude fully that the original and synthesized
videos are truly indistinguishable.
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Conclusions and future work
Texture synthesis techniques indeed can be applied

in the animation realm to model incidental facial
motion. While the synthesized results are difficult to
distinguish from actual captured eye motion, a limita-
tion of this approach is that it’s difficult to know in
advance how much data is needed to avoid getting
stuck in the synthesis procedure. However, it’s easy to
evaluate the variety of synthesized movement after gen-
erating some animation, and we could always obtain
more data if necessary. 

Our approach works reasonably well for applications
where nonspecific but natural-looking eye motions are
required, such as for characters in games. We are aware
that complex eye-gaze motions exist in many scenarios,
especially communications among multiple agents. Real-
istic eye motion in these scenarios will require a combi-
nation of goal-directed gaze modeling and realistic motion
quality. Such a combination is conceivable if the goal, for
example, is to look away from the speaker to appear unin-
terested. A suitable gaze–blink signal of the required dura-
tion could be synthesized with our approach.

Realistic eye movement involves several phenomena
not considered in this article, such as upper eyelid shape
changes due to eyeball movement, skin deformation
around the eyes due to muscle movement, and so forth.
In future work, we plan to verify whether we can pro-
duce different moods (such as attentive, bored, nervous,
and so forth) with our approach. To do this, we need to
address head rotation (and especially rotation-com-
pensated gaze) and vergence. We also plan to enhance
the synthesis algorithm to deal with more complex sce-
narios by introducing constraints into the system. For
example, we could generate high-level constraints (such
as “look ahead for 15 seconds”) with a goal-directed sys-
tem in which a constrained texture synthesis approach
would fill in the details of the eye motion. ■
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