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Automated Facial Pose Extraction From Video Sequences Based
on Mutual Information
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Abstract—Estimation of the facial pose in video sequences is one
of the major issues in many vision systems such as face-based bio-
metrics, scene understanding for humans, and others. The pro-
posed method uses a novel pose estimation algorithm based on mu-
tual information to extract any required facial poses from video
sequences. The method extracts the poses automatically and clas-
sifies them according to view angle. Experimental results on the
XM2VTS video database and on a new database created for the
needs of this research indicated a pose classification rate of 99.2%
while it was shown that it outperforms a principal component anal-
ysis reconstruction method that was used as a benchmark.

Index Terms—Biometrics, facial pose detection, mutual informa-
tion.

I. INTRODUCTION

F
ACIAL pose is one of the major issues concerning surveil-

lance systems based on human behavior and intentions, as

well as for face-based biometric applications. Facial pose esti-

mation from video sequences is a task of great importance for vi-

sion systems performing scene understanding for human–com-

puter interfaces or security surveillance [1]. A number of works

can be found in the literature that attempt to estimate facial pose

or to use this information for a number of different applications.

In [1], an analysis of face similarity distributions under

varying head pose for different types of image transformation

with the aim of understanding pose in similarity space is

presented. In this work, the use of Gabor filters and principal

component analysis (PCA) as transformation of prototypes

images in order to emphasize pose differences is examined.

In [2], a deformable graph is used to determine face position

and pose from learned models. However, the method is highly

time-consuming and is not appropriate for real-time applica-

tions. In [3], the work on eigenfaces is extended to modular

eigenspaces in order to estimate the pose of a face, while in

[4] the combination of support vector regression and modular

support vector machines (SVMs) was used for pose estimation

and face detection, respectively.

Other approaches use video in order to solve the pose es-

timation problem or to take advantage of pose extraction for

applications such as face-based biometrics. More specifically,

in [5], each registered person is represented by a low-dimen-

sional appearance manifold in the ambient image space. This
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manifold is approximated by piecewise-linear subspaces, and

the dynamics among them are embodied in a transition matrix

learned from an image sequence. In [6], a method for real-time

multiview face detection and facial pose estimation is described.

The method employs a convolutional network to map face im-

ages to points on a manifold parameterized by pose and non-

face images to points far from manifold. The network is trained

by optimizing a loss function of three variables: image, pose,

and face/nonface label. Finally, in [7], an independent compo-

nent analysis (ICA)-based approach is presented for learning

view-specific subspace representations of the object from multi-

view face examples. Two variants of ICA, namely independent

subspace analysis (ISA) and topographic independent compo-

nent analysis (TICA), take into account higher order statistics

needed for object view characterization. ICA, TICA, and ISA

are proven to learn view-specific basis components from the

mixture data.

In this paper, we propose a novel method for automatic pose

extraction in head-and-shoulder videos. The method is able to

find any pose required. It is based on mutual information and

evaluates the information content of each facial image (con-

tained in a video frame) of facial poses in comparison to a given

ground truth image. The experiments produced a pose classifi-

cation rate of 99.2% on all examined pose cases.

The remainder of the paper is organized as follows. In

Section II the algorithm for automated facial pose extraction

is presented, followed by a short description of mutual in-

formation. In Section III, the description of the experimental

procedure and the experimental results can be found. Section IV

concludes the paper with a discussion.

II. FACIAL POSE ESTIMATION

Mutual information (MI) has been previously used in

computer vision, for example in image registration [8] or in

audio-visual speech acquisition [9]. The mutual information

of two random variables measures the mutual dependence of

the two variables [10]–[12]. In our case, mutual information

measures the dependency of the information contained in two

video frames. The closer the mutual information between two

frames is to zero, the less information one frame contains about

the other and vice versa.

The underlying rationale of the MI for measuring the dis-

tance between facial poses in probabilistic terms is that it in-

duces a certain structure in terms of “Information Geometry”

[12]. Using the MI, the distance between facial poses is not mea-

sured in an Euclidean or a metric space but instead it is measured

in a Riemmanian manifold [13]–[15] that is defined by the mu-

tual dependence of facial poses. Under the assumption that the

poses, and in general the distribution of faces, can be more safely

modeled as a Riemmanian manifold (instead of an Euclidean
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space), the Kullback–Leibler (KL) divergence is the right metric

for measuring distance. The use of such probabilistic measures

(especially the KL divergence) has been very popular in non-

negative matrix factorization (NMF) methods [16], [17] for face

reconstruction and face recognition. To the best of the authors’

knowledge, this is the first work that uses the manifold that is

defined by the MI distance in order to measure the similarity

between facial poses. The method performed very well in our

experimental procedure and appears to be robust against small

changes in scale and illumination.

Let be a discrete random variable with a set of pos-

sible outcomes having probabilities

, with , , and

. Entropy measures the information content

or “uncertainty” of and it is given by [18]

(1)

The joint entropy is a statistic measure that summarizes the de-

gree of dependency of random variable on random variable

. The joint entropy of , is expressed as

(2)

where is the joint probability density function. For

two random variables and , the conditional entropy of

given is denoted as and is defined as

(3)

where denotes the conditional probability. The con-

ditional entropy is the uncertainty in , given knowl-

edge of . It specifies the amount of information that is gained

by measuring a variable when already knowing another one. It

is very useful if we want to know whether there is a functional

relationship between two data sets (e.g., two facial image re-

gions). The MI between the random variables and is given

by

(4)

and measures the amount of information conveyed by about

. The relation between the mutual information and the joint

entropy of random variables and is given by

(5)

where and are the marginal entropies of and .

The MI is a measure of the additional information known about

when is given as

(6)

where is the marginal entropy, is conditional

entropy, and is the joint entropy of and . Ac-

cording to (5), the MI provides us with a measure of correspon-

dence between and . We can also see from (6) that the MI

is reduced, if carries no information about .

A. Calculation of MI Between Video Frames

In order to calculate the MI between two video frames, we

have to use a reference frame and a test frame denoted by

and accordingly, having pixels each. We can consider pixel

values as outcomes of a random vari-

able. The probabilities and in (4) are estimated by the his-

tograms of the images and , while the joint probability

is estimated by the joint histogram of the images [19]. The den-

sity probabilities of both images are estimated using the Parzen

Window technique [20], [21]. This is a classical technique used

in neural networks for estimating a probability density function

(pdf) from a sample.

While entropy for an image remains fixed, joint entropy and

MI of two images vary as the 1-1 correspondence between the

pixels from each image changes with every geometrical align-

ment. When MI is maximized, the geometric relationship, under

which one image explains the other most effectively, is achieved.

In other words, the maximization of MI provides image regis-

tration. Mutual information has the following properties [22].

• It is symmetric: . However, although

it is a logical property in theory, MI is not symmetric in

practice. Many aspects of a registration method, such as

interpolation and number of samples, can result in differ-

ences in outcome when registering to or to .

• . The information image contains

about itself is equal to the information (entropy) of image

.

• , . The information

the images contain about each other can never be greater

than the information contained in the images themselves.

• . The uncertainty about cannot be in-

creased when knowing about .

• , if and only if and are independent.

When and are not in any way related, no knowledge

is gained about one image when the other is given.

1) Computational Complexity: The computational com-

plexity of MI consists of calculating three histograms for each

of the three color components , , and of two frames. If

the frame size is pixels then for one histogram additions are

required. At first, three histograms are calculated which consist

of additions. We also need another multiplications,

additions, and logarithmic calculations for com-

puting (4), where is the number of the video sequence gray

levels, separately for each of the three color channels. Thus, for

calculating the MI between two frames, additions,

multiplications, and logarithmic calculations

are required.

B. Pose Classification

Most videos are obtained using an uncalibrated camera.

This means that we do not know the three angles that define

a person’s pose with respect to the camera reference system.

Therefore, we consider pose estimation as a classification

problem in which we assign a facial image to a particular pose

class (e.g., frontal, left/right profile) by examining its similarity
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Fig. 1. Sample of XM2VTS video sequence. The person starts from the frontal pose, turn his or head head from right to left, and returns to the frontal pose.

with other images of the video. In order to describe how the

pose is assigned to a class, let us describe the enrolment pro-

cedure for a candidate reference person . The system contains

an image database , where is the set of images

assigned to the reference person . Suppose that is subset

of the that contains the images of th pose of person

so that . Let the video be partitioned to the

set of frames . Each video frame (where

) is examined and compared with the images of

the set in order to assign it to a pose set . The mean MI

(7)

is calculated using (6) for every . is an image of

and denotes the cardinality of the set . The frame

is assigned to the pose class corresponding to the maximum

as

(8)

III. DESCRIPTION OF EXPERIMENTS AND RESULTS

In order to make the procedure more clear to the reader and

present a possible use of the proposed method, we set forth

a hypothetical scenario that describes a verification system

based on the proposed face detection algorithm, as a real-world

application.

A surveillance camera is installed in a building where special

security issues are required and comprise part of the security

system. In the specific system, a number of persons have been

enrolled. During the enrollment procedure, the person is asked

to turn his or her head in all possible directions in front of a

recording camera in order to store in a database every facial pose

of the person. For some poses that seem to be rich in informa-

tion content like frontal, right, and left profiles, a pose-specific

training procedure is followed. This way, all of the crucial fa-

cial poses of a client are learned by the system. Let us suppose

that a person is requiring access to the building (i.e., an identity

claim occurs). Unlike the enrollment procedure which is super-

vised, the testing procedure is fully automatic. The surveillance

Fig. 2. Mutual information plot for a smooth head movement vs video frame
time index. The characteristic facial image poses are superimposed.

camera is recording the scene while a face detector locates the

facial area in every frame. The pose classes are used according

to the recognition/verification algorithm that is used, and a de-

cision is made for the acceptance or the rejection of the claim.

A. Evaluation of the Pose Detection Algorithm

For testing the capability of the algorithm having many per-

sons and different video sessions of them, we used the XM2VTS

video database. This database contains four recordings of 295

subjects taken over a period of four months. Each recording is

comprised of a speaking head shot and a rotating head shot.

Sets of data taken from this database are available including

high-quality color images, 32-kHz 16-bit sound files, video se-

quences, and a 3-D model. In the first shot of each session, the

person reads a given text, while in the second shot each person

moves its head in all possible directions allowing multiple views

(poses) of the face.

In our framework, video is processed frame by frame. Only

the subsampled luminance is used in order to reduce processing
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Fig. 3. Successful pose estimations. (a) Ground truth images. (b) Results produced.

Fig. 4. Example of the type of poses used for the evaluation of the pose detection algorithm.

time. Afterwards, the uniform background is removed using a

grassfire algorithm [23]. To achieve a better and more accurate

verification rate, the algorithm resizes each video, according to a

factor produced by a given standard distance between the right

and left eyes, when the subject is in frontal position, while it

keeps the frame size stable. This way, the scaling problem oc-

curring in different sessions of the same person is resolved (at

least partially), while the head is aligned for the frame repre-

senting the frontal face and, consequently, for the most part of

the remaining of the movement. It should be noted that the eyes

are automatically detected using the method described in [24].

A sample sequence of already processed frames is illustrated in

Fig. 1.

For each of the persons examined, a ground truth image rep-

resenting the required pose is used. This image is always taken

from a different session from the one examined. The ground

truth constitutes in (7), while is every following frame

of the examined video input. This way, each frame is compared

with the ground truth and their mutual information is stored in

a vector .

The plot of this vector entries , (for ) for a

smooth movement is given in Fig. 2. The mutual information in

this case has been calculated using the frontal face of the person

taken from a different session than the one under examination.

The plot clearly shows how mutual information changes, as

the head passes from pose to pose. The mutual information is

maximized when the head pose is close to the frontal position.

This clearly shows how the MI “detects” the similarity between

the first frame which represents the frontal face and every near

to frontal pose that appears within the video sequence.

1) Experiments on Aligned Scaled Frames: Likewise, we re-

peat the same procedure using specific poses extracted from a

different video session than the test one. The method was tested

on 120 different persons, each time using (as ground truth) im-

ages taken from each of the four different sessions. Thus, 4320

sessions poses tests to every session persons

testings where carried out. The result obtained was of high accu-

racy showing that the algorithm was able to find correctly 99.2%

of the required poses. Some successful matchings are presented

in Fig. 3.

2) Experiments on Nonaligned Artificially Partially

Occluded Frames: To see how MI reacts when the subject is

partially occluded and how a face tracker affects the perfor-

mance, we performed the above experiment on the same data-

base but having the videos artificially occluded. At this point,

it should be noted that, during this experiment, no eye detector

information was used and, consequently, no alignment of the

faces or rescaling has taken place. The initial frame size was of

216 144 pixels and, for every following experimental cycle, a

fixed-size bounding box has used which gradually was reduced

to the face area. An example of the area participating in every ex-

perimental cycle is illustrated in Fig. 5. The experiment has run

for up, down, left, right, medium left, and medium right poses.

As reference poses, only nonoccluded face images from a dif-

ferent session have been used. An example of the type of poses

used for the experiment is presented in Fig. 4. The bounding

box size was fixed at 216 144, 159 109, 123 91, 87

77, 77 69, and 30 20 pixels, for every experimental cycle,

respectively. The results of this experiment are shown in Fig. 6.

At this point, it should be noted that the best results where ob-

tained when the tracker bounding box was fixed on 87 77 and

77 69 pixels where the area examined contains only facial

information. The grate decrease obtained for the following di-

mensions is due to the small area examined which in every case

it could contain different parts of the face (e.g., an eye, a part of

the nose, or the mouth).

3) Experiments on Nonaligned Frames Containing a Com-

plicated Background: In order to reinforce our experimental re-
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Fig. 5. Example of XM2VTS video database subject under artificial occlusion. The gradual decrease of the frame area examined represents the different sizes of
tracking bounding boxes applied.

Fig. 6. Results on XM2VTS video database artificially partially occluded.

Fig. 7. Data samples used for the experimental procedure. (a) Outdoor session.
(b) Indoor session.

sults and show in more detail how the MI algorithm performs,

we have also performed experiments in a database especially

produced for the needs of the specific research. The database

consists of 45 individuals and two sessions each. Every subject

has been recorded indoors and outdoors while the background

in both cases is complicated. In both sessions, the subjects have

been asked to rotate their heads in an XM2VTS video database

manner. The initial size of the videos was of 720 576 pixels.

A few subjects participating in the database are shown in Fig. 7.

It is worth noting here that the difference of the illumination be-

tween the two sessions is distinguished.

Fig. 8. Percentages of successful facial pose detections for different sizes of
the tracker bounding box.

More specifically, we wanted to evaluate the ability of mu-

tual information to detect a pose within a video sequence when

the background is complicated and to see how the performance

changes with the use of a face tracker. For this reason, we per-

formed the following experiments; working on the database de-

scribed above and by using the whole frame, we applied the pose

detection algorithm using reference frames as ground truths ex-

tracted from the indoor shots trying to estimate the pose in the

outdoor shots and vice versa. In following, by using face tracker

information with a fixed size bounding box, the same procedure

was followed while for every experimental cycle the bounding

box was gradually shrinking to the face area. Starting by using

the initial size of the image (768 576) the bounding box was

fixed to 328 372, 312 354, 180 212, 110 140 and 40

40 pixels for every experimental cycle respectively. The results

are illustrated in Fig. 8. A few example plots of the vector that

stores the mutual information value are presented in Fig. 9. All

of the examples represent cases where face tracker of various

sizes bounding boxes have been used. It can be seen that when

tracker information is used, mutual information acquires its high
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Fig. 9. Mutual information plots for random examples where face tracker has been used. The MI value difference obtained in every case is due to the use of
different sizes of bounding boxes, respectively.

TABLE I
PERCENTAGES (%) OF CORRECT FACIAL POSE CLASSIFICATION

values exclusively when the pose is presented in the video se-

quence. As obtained in the previous experiment, the best results

were given for a specific dimension of the tracker bounding box

where the face area was well described.

4) Comparison of Pose Detection Algorithm With PCA

Reconstruction Method: To make a comparison of the pose

detection algorithm with a method that could be used as a

benchmark, we used a PCA reconstruction method for pose

classification. For each pose class, a PCA model was con-

structed. The model with the smaller reconstruction error was

the one finally classified (i.e., smallest norm distance). This

scenario is like using eigenfaces method for every pose and

when an unknown pose arrives, the test image is projected to all

different pose-subspaces. The one obtaining the minimum

distance is the winner. The experiment was performed for both

the above described databases. PCA was trained with ground

truth facial pose images extracted by the video sequences. The

experiment has run on different sessions for different bounding

box dimensions and no alignment or re-scaling has taken place.

Due to space limitations we report only the best results for both

methods produced by the use of bounding boxes with sizes 77

69 and 180 212 pixels, for the XM2VTS and our database

respectively. The results of the comparison of the two methods,

are given in Table I.

It can be easily seen that the performance of the proposed

method is significantly better for almost every pose examined.

On average for both databases, the proposed method outper-

forms PCA reconstruction method by 7.89%.

IV. CONCLUSION

In this paper, a novel way for automatic facial pose extraction

on MI is proposed. The information in video frames is compared

with the information contained in a ground truth image repre-

senting the required pose. Experimental results on the XM2VTS

video database, as well as on a new video database created
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for the needs of this research that involves complicated back-

grounds, show that the algorithm is able to perform very well for

a number of different requested poses when tracker information

is used. The method proved to outperform a PCA reconstruction

method which was used as a benchmark. It is worth noting that

the pose detection algorithm proved to be robust in small varia-

tions of scale and illumination.
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