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Abstract We present a Hoare logic for proving semantic security and determining
exact security bounds of a block cipher mode of operation. We propose a simple yet
expressive programming language to specify encryption modes, semantic functions
for each command (statement) in the language, an assertion language that allows
to state predicates and axioms, and rules to propagate the predicates through the
commands of a program. We also provide heuristics for finding loop invariants
that are necessary for the application of our rule on for-loops. This enables us
to prove the security of protocols that take arbitrary length messages as input.
We implemented a prototype that uses this logic to automatically prove the secu-
rity of block cipher modes of operation. This prototype can prove the security of
many standard modes of operation, such as Cipher Block Chaining (CBC), Cipher
FeedBack mode (CFB), Output FeedBack (OFB), and CounTeR mode (CTR).

Keywords Automated Verification · Hoare Logic · Provable Cryptography ·
Symmetric Encryption · Block Cipher

1 Introduction

Block ciphers are symmetric key cryptographic primitives that take a fixed-length
plaintext message, together with a key, and output a fixed-length ciphertext. A
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mode of operation is a symmetric encryption scheme that uses a block cipher
to encrypt arbitrary length messages. Modes of operation are commonly used
to ensure the confidentiality of messages exchanged over a public channel. Their
semantic security is proven by reducing the security of the scheme to the security
of the block cipher.

While the security of early modes of operation, such as Cipher Block Chain-
ing mode (CBC), Cipher FeedBack mode (CFB), Output Feedback mode (OFB),
and CounTeR mode (CTR), can be proven relatively easily, the same cannot be
said about more recent modes of operation. Many new modes of operation were
designed in the past few years ([Jut01,LRW02,HR03,MV04,BRW04,HR04,Hal04,
WFW05,CS06,MF07,Hal07,CN08,CS08] to name only a few), which often offer
security properties that early modes did not possess. However, additional prop-
erties often come with increased complexity of the mode of operation, which, in
turn, increase the complexity of the proof of security.

Automated verification tools can be used to provide an additional security
argument for modes of operation using the security definition of block ciphers
and the structure of the mode. In this paper, we propose an approach towards
automating the process of providing a security proof for block cipher modes of
operation that takes advantage of the structure of modes, expressed as a set of
basic operations.

1.1 Contributions

We proposed a method based on a Hoare logic for proving the semantic secu-
rity of modes of operation for symmetric key block ciphers. A Hoare logic is
a set of logical rules used to propagate predicates through a program and has
been originally designed to reason about the correctness of programs. In this pa-
per, we adapt the technique for proving semantic security using the traditional
indistinguishability-based security definition of symmetric encryption schemes.
Constructing our method requires the following elements:
⋄ Simple Programming Language. We notice that many modes use a small
set of operations such as XOR, concatenation, computation of the block cipher,
and sampling of random values. We introduce a programming language describing
these operations which, while quite simple, is expressive enough to describe all
traditional modes of operation.
⋄ Semantics. We associate an initial state to the initial variables describing all
the internal information needed to run the program of the mode of operation,
and define a corresponding initial distribution of configurations. We define the
effect of each command as a function on distributions of configurations. We found
that using a straightforward definition for the semantic function of the block cipher
greatly complicates the analysis, so we present an alternative, ‘simulated’ semantic
function for the block cipher and show the precise event that causes the alternative
semantic function to become distinguishable from the natural one.
⋄ Assertion Language. The assertion language for our logic consists of six pred-
icates, each with a precise definition based on properties of distributions of config-
urations. Intuitively, the predicates can be described as follows: one that indicates
that the value of a variable is uniformly distributed, and is independent from the
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values of a set of variables, three predicates that allow us to determine which vari-
ables are used as counters, one keeps track of the probability that the simulated
semantics can be distinguished from the natural semantics, and one that ensures
that the values on which the block cipher is computed are properly distributed.
We prove relationships between these predicates and show which predicates hold
in every initial distribution of configurations.

⋄ Encoding Security. We prove that a symmetric mode of operation is seman-
tically secure (IND-CPA) if a certain conjunction of predicates holds at the end
of the execution of the program. Our theorem also shows how to derive precise
security bounds on the security of the scheme from these predicates.

⋄Hoare Logic. Finally, we present a set of rules for a Hoare logic that can be used
to propagate the predicates through the code (program) of the mode of operation.

With all these elements in place, proving the security of a mode of operation
becomes a relatively simple matter: starting with the predicates holding in all the
initial distributions, we use the Hoare logic to propagate the predicates through
the entire program describing the mode of operation, and we verify whether the
predicates that imply semantic security hold at the end.

We also show how to reason about for-loops, which enables us to argue about
the security of modes of operation when applied to arbitrary length messages: we
present two heuristics that can be used to discover stable loop invariants, and
show how they can be applied, using examples. The first heuristic is designed
specifically for modes that consist of a few initial steps followed by a single loop,
each iteration of which produces a cipher block corresponding to a message block
(this is how the overwhelming majority of modes of operation are designed). The
heuristic examines the predicates that hold at the end of an iteration of the loop
to determine if these predicates will be sufficient to prove the security of the mode,
and if they are sufficient to obtain the same predicates at the end of a subsequent
iteration of the loop. While relatively simple, this heuristic can successfully discover
loop invariants for all single-loop modes of operations we examined.

In the interest of generality, we also present a second, far more robust heuristic
based on widening in abstract interpretation. This heuristic attempts to find pat-
terns that can be extrapolated after executing the loop a fixed number of times.
While relatively easy to describe, this heuristic can quickly become very fastidious
to implement since it requires the programmer to figure out every possible ways
in which fields within predicates could be extrapolated, or predicates could be ac-
cumulated, for each predicate used in the analysis. In this, we greatly benefit from
the relative simplicity of our predicates. This heuristic is capable of discovering
loop invariants even when the loop causes an accumulation of new predicates at
each iteration of the loop, and is particularly useful when the mode of operation
is implemented using multiple loops.

Our method was implemented into an OCaml prototype [GLLSN]. The pro-
totype requires about 2000 lines of code and can automatically produce proofs of
security for several encryption modes including CBC, CFB, CTR and OFB. Of
course our system does not prove ECB mode, because ECB is not semantically
secure.
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1.2 Related Work

The security of symmetric encryption has been extensively studied by cryptog-
raphers in the past twenty years. An extensive discussion on different security
notions for symmetric encryption and a proof of the CBC mode of encryption is
presented in [BDJR97]. A security analysis of the encryption mode CBC-MAC is
given in [BKR00] and [ÉJJV01].

Another approach is to describe the security of symmetric encryption modes
as a non-interference property. For example, Courant et al. [CEL07] present a
computationally sound type system with exact security bounds for such programs
describing deterministic encryption schemes. This type system has been applied
to verify some symmetric encryption modes.

In [CDE+08], the authors proposed a Hoare logic for proving semantic security
of asymmetric encryption schemes in the random oracle model. A similar method
is used in [GLLSN09], and extended in [GLLSN11], to verify the security of block-
cipher-based symmetric encryption modes, and in [GLL13] to verify the security of
almost-universal hash functions and message authentication codes. This paper pro-
vides improvements over the techniques presented in [GLLSN09] and [GLLSN11]
in the following ways:

– we present new heuristics that allow us to model and analyse for-loops and so
handle encryption of arbitrarily long messages. Designing such heuristics is one
of the hardest problems in program verification, and required us to create our
own techniques, and adapt an existing method to the specifics of our analysis.

– our predicates now have clear semantic meanings, whereas in our previous
work, predicates were sometimes ad hoc or purely syntactic.

– the predicates dealing with counters have been improved to be less dependent
on the order of instructions than previous works [GLLSN09,GLLSN11]. In our
previous work, inverting the order of two commands could sometimes prevent
our logic from proving the security of a scheme. With the improved predicates,
our analysis now succeeds regardless of the order of the commands.

– we provide exact security bounds on the reduction of the security of the mode
to the security of the underlying block cipher. This required major modification
to our semantics and to the definition of our predicates, which in turn required
us to adapt the proof of all our rules.

The work [BDK+10] was a first step in order to define equality reasoning on
probabilitic terms. This idea has been used in the construction of EasyCrypt. In
our work we use an approach based on propagation of predicates and we do not
consider direct equality of term, as is done in EasyCrypt [BGLB11,BGHB11] or
in CIL [BDKL10].

While previous tools, such as Cryptoverif [BP06] and EasyCrypt [BGLB11,
BGHB11], can be used to verify the security of cryptographic schemes, they are
not well-suited to the task of proving the security of encryption schemes. Cryp-
toverif does not support loop constructs, which are necessary for arguing about
the security of schemes for arbitrarily long messages. Easycrypt uses a game-based
approach and requires a human to enter the sequence of games. Our method is
complementary to these two papers, and could be integrated with the above tools
to enable a more comprehensive analysis of cryptographic protocols.
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Our prototype can be extended to construct a tool that automatically con-
structs and proves the security of new block cipher modes of operation, similar to
what Zoocrypt does for padding-based public key encryption schemes [BCG+13].

Such an automated synthesizer for block cipher modes of operations has been
published [MKG14], but their method for proving the security of the scheme is
fundamentally different from ours. They model the mode of operation as a directed
acyclic graph, then show that if there exists a labeling for the associated graph
then the mode is secure against chosen-plaintext attacks. In order to construct the
labeling they transform the problem into a constraint-satisfaction problem and
they rely on an SMT solver to decide if the block cipher is secure or not. Their
approach can be seen as a global approach, whereas our work consist in a local
analysis of each command, hence our two works follow two different point of view.
The fact that our method processes each command essentially out of its context
necessitates the use of more complex predicates, but these complex predicates, in
turn, enable to gather more information for our analysis, particularly concerning
the analysis of counters. Moreover, they make a few simplifying assumptions (the
mode is described in a single loop, little information passed from one iteration to
the next) to reduce the search space for synthesis and to simplify the analysis.
Using our method would enable the discovery of a greater variety of modes of
operation thanks to our more flexible treatment of the increment operation, and
loop invariant discovery. Finally, we are now able to automatically generate a
security bound, which provides a more complete analysis of the mode.

1.3 Organization

Section 2 recalls the cryptographic background that is needed in the remainder of
the paper. In Section 3, we present our grammar, the semantic functions of the
commands and the assertion language that is used by our logic. In Section 4, we
prove that if the ciphertext obtained by running the program is indistinguishable
from a random value, as described in our predicates, then the mode of operation is
semantically secure. In Section 5, we present the set of rules that is used to propa-
gate the predicates. Section 6 combines the results of the two previous sections to
prove the soundness of our method for proving semantic security. In Section 7, we
present a set of heuristics for finding stable loop invariants and show how to use
them to prove the security of some example cases. Section 8 concludes the paper.

2 Background

We describe the notation and cryptographic definitions that are used in this paper.

2.1 Notation and Conventions

For a probability distribution D, we denote by x
$
←− D the operation of sampling

a value x according to distribution D. If S is a finite set, we denote by x
$
←− S

the operation of sampling x uniformly at random from the values in S. For a

probabilistic algorithm A, we denote by x
$
←− A the process of running algorithm
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A on uniform random coins and assigning the result to x. If η is a positive integer,
we denote by 1η the string consisting of η consecutive 1’s. The function len :
{0, 1}∗ → N is the function that takes a string and returns the length of the
string. For a set V and an element x, we write “V, x” as a shorthand for V ∪ {x}
and “V − x” as a shorthand for V \ {x}. We say that a function f : N → R is
negligible in η iff for any polynomial p, there exists a number η0 such that for all
η ≥ η0, f(η) ≤ 1

p(η) .

2.2 Security Model

We recall the formal definition of symmetric encryption schemes, and show how
their security is defined.

Definition 1 (Symmetric Encryption) A symmetric encryption scheme is a
triple of probabilistic polynomial-time algorithms (K,E,D) where,

– the key generation algorithm K(1η) takes a security parameter η1 and outputs
a key k;

– the encryption algorithm E(k,m) takes a key k and a message m, and outputs
a ciphertext; and

– the decryption algorithm D(k, c) takes a key k and a ciphertext c, and outputs
a message.

These algorithms must satisfy the standard correctness requirement that for any
key k generated by K and any message m, we have D(k,E(k,m)) = m.

Informally, we say that an encryption scheme is secure if no polynomial-time
algorithm can distinguish between the encryption of two equal-length messages
of its own choosing. To define security formally, we first describe a “left-right”
selection function that, given two messages and a bit, chooses one of the messages
depending on the value of the bit. We define the function LR : {0, 1}∗ × {0, 1}∗ ×
{0, 1} → {0, 1}∗, as follows:

LR(M0,M1, b) =







⊥ if |M0| 6= |M1|
M0 if |M0| = |M1| and b = 0,
M1 if |M0| = |M1| and b = 1.

We recall the formal definition of security for symmetric encryption, given by
Bellare et al. in [BDJR97]. In the definition, the adversary has access to an oracle
which, given two equal length messages, either always encrypts the first message,
or always encrypts the second one (for the sake of definiteness, the oracle returns
⊥ if the messages are not of equal length). The objective of the adversary is
then to determine which of the two messages is encrypted by his oracle, and the
encryption scheme is considered secure if no polynomial-time adversary is able to
reliably distinguish between the two scenarios.

1 The parameter η is given in unary notation because the algorithm K is required to run in
time polynomial in the length of its input.
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Definition 2 (LoR-CPA security [BDJR97]) Let S = (K,E,D) be a symmet-
ric encryption scheme. An LoR-CPA adversary is a probabilistic algorithm A that
has access to an oracle E(k, LR(·, ·, b)),2 takes a security parameter η and outputs
a bit b′. Consider the following experiment:

Experiment Exp
LoR-CPA−b
S (A, η):

k
$
←− K(1η)

b′
$
←− AE(k,LR(·,·,b))(1η)

return b′

We define the LoR-CPA advantage of A as follows:

Adv
LoR-CPA
S (A, η) =

∣

∣

∣
Pr[Exp

LoR-CPA−1
S (A, η) = 1]− Pr[Exp

LoR-CPA−0
S (A, η) = 1]

∣

∣

∣
.

We say that a symmetric encryption scheme is LoR-CPA-secure if AdvLoR-CPA
S (A, η)

is negligible for every LoR-CPA adversary A that runs in time polynomial in η.

This definition corresponds to the intuition that no information other than the
length of the message should be leaked by the ciphertext.

We are interested in symmetric encryption schemes built using block ciphers,
so we recall the definition of block ciphers and their security definition.

A block cipher is a family of efficiently computable permutations E : K ×
{0, 1}η → {0, 1}η such that for each key k ∈ K, the function Ek : {0, 1}η → {0, 1}η

defined by Ek(s) = E(k, s) is a permutation. In most cases, K is equal to {0, 1}p(η)

for some polynomial p.
A block cipher is secure if, for a randomly sampled key, the block cipher is

indistinguishable from a function sampled at random from the set of all functions
{0, 1}η → {0, 1}η. It is standard to model block ciphers as pseudo-random func-
tions (PRF) instead of pseudo-random permutations (PRP) because PRFs and
PRPs are statistically close [BDJR97] (this is often called the PRP-PRF switch-
ing lemma), and doing so makes the security arguments easier.

Definition 3 (Pseudo-Random Function) Let F : K×{0, 1}η → {0, 1}η be a
family of functions and let A be an algorithm that takes an oracle and returns a
bit. The PRF-advantage of an adversary A is defined as follows.

Adv
PRF
A,F =

∣

∣

∣
Pr[K

$
←− K : AF (K,·)(1η) = 1]− Pr[R

$
←− Φη : AR(·)(1η) = 1]

∣

∣

∣

where Φη is the set of all functions from {0, 1}η to {0, 1}η. We say that F is a family
of pseudo-random functions if, for any polynomial-time adversary A, AdvPRF

A,F is a
negligible function of η.

3 Model

In this section, we introduce a grammar for generating encryption modes. We
present the semantics of each command and introduce the assertion language that
will be used by our Hoare logic.

2 Again, for the sake of definiteness, we define E(k,⊥) = ⊥ for any key k.
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3.1 Grammar

We consider the language defined by the BNF grammar of Figure 1, where x, y and
z are variables, and p and q are positive integers. For our purpose here, variables
are simply strings of characters. The method for assigning them a value will be
discussed in Section 3.2, which presents the semantics of the language. We refer
to individual instructions as commands, and to lists of commands as programs.
Informally, each command has the following effect:

– x
$
←− U(l) denotes the assignment to x of a value sampled uniformly at random

from {0, 1}l.
– x := y denotes the assignment to x of the value of y.
– x := y ⊕ z denotes the assignment to x of the XOR of the values of y and z.
– x := y‖z denotes the assignment to x of the concatenation of the values of y

and z.
– x := y + 1 denotes the assignment to x of the value obtained by incrementing

the value of y by 1. The string value of y is interpreted as a binary number,
this number is incremented by one modulo 2len(y) (the length of y as a string)
and the result is converted back into a string of length len(y) by adding leading
zeros if necessary.

– x := E(y) denotes the assignment to x of the value obtained by computing the
function E on the value of y.

– for l = p to q do: [cl] denotes the successive execution of cp, . . . , cq where p ≤ q.
For definiteness, if p > q, the command has no effect.

– c1; c2 denotes that c2 is executed after c1 is completed.

We assume that the encryption scheme uses only one block cipher. This allows
us to simplify the notation by writing E(y) instead of E(k, y). It is understood
that a key is selected at the initialization of the scheme, and remains the same
throughout. This assumption allows us to greatly simplify the notation in the
program and the semantics, and we show in Section 3.2 how one could remove this
assumption if necessary.

cmd ::= x
$
←− U(l) | x := y | x := E(y) | x := y ⊕ z | x := y‖z
| x := y + 1 | for l = p to q do: [cmdl] | cmd1; cmd2

Fig. 1 Grammar describing our programming language

Definition 4 (Generic Encryption Mode) A generic encryption mode on n

message blocks is represented by M(m1‖ . . . ‖mn, cn) : cmd, where m1, . . . ,mn

are the input variables containing equal length message blocks, cn is the output
variable, and the program cmd is built using the grammar of Figure 1.

We assume that, prior to executing the encryption mode, the message has
been padded using some unambiguous padding scheme, so that all the message
blocks m1, . . . ,mn are of equal and appropriate length for the scheme, usually
the input length of the block cipher. We also assume that each variable in cmd is
assigned a value at most once by the program (this is analogous to static single
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assignment). Any program can be transformed into an equivalent program with
this property using standard methods [CFR+91]. Finally, we note that, apart for
the input variables, it would not make sense for any variable to appear on the
right side of a command before appearing on the left side of a previous command,
so we assume that this does not happen.

In Figure 2, we present the standard encryption modes cipher block chaining
(CBC) [EMST76] and counter mode (CTR). These two modes of operation will
be used as examples in this paper.

CBC(m1‖m2‖ . . . ‖mn, cn) : CTR(m1‖m2‖ . . . ‖mn, cn) :

z0
$
←− U(η); ctr0

$
←− U(η);

c0 := z0; c0 := ctr0;
for i = 1 to n do: for i = 1 to n do:

[yi := zi−1 ⊕mi; [ctri := ctri−1 + 1;
zi := E(yi); yi := E(ctri);
ci = ci−1‖zi] zi := yi ⊕mi;

ci := ci−1‖zi]

Fig. 2 Description of CBC and CTR

3.2 Semantics

The precise effect of a command is given by its semantic function, which describes
how the command modifies distributions of configurations. A configuration de-
scribes all the internal information needed to run a program, and includes a state,
which assigns values to the variables, and a few more sets, functions and strings,
which keep track of information needed for our analysis.

More formally, a configuration is a tuple of the form (S, T ,Q, E ,LE , σ) where:

– The state S is a function S : Var → {0, 1}∗ ∪ ⊥, where Var is the full set of
variables in the program, that assigns bitstrings to variables. If x is a variable
and S(x) = s, we call s the value of variable x. The symbol ⊥ is used to denote
that no value has been assigned to the variable yet.

– The set T contains arrays denoted by Tx. A new array Tx is added to T
whenever the result of a random sampling or a fresh query to the block cipher
is assigned to the variable x, and for each integer i ≥ 0, Tx[i] contains the set
of variables whose values are known to be S(x) + i. The set T is used to keep
track of the variables that contain values used as counters, that is, variables
whose value is obtained by repeatedly adding 1 to a randomly sampled value,
or to a value obtained from a new query to the block cipher. Each array Tx
keeps track of the variables that contain values from a counter started at x.

– The set Q contains sets denoted by Qx, each associated with a corresponding
array Tx ∈ T . Therefore, as in T , a new set Qx is added to Q whenever the
result of a random sampling or a fresh query to the block cipher is assigned
to the variable x. A set Qx contains variables whose values are the result of a
computation involving a variable in {v ∈ Var | ∃i ≥ 0, v ∈ Tx[i]}, or a variable
already in Qx. That is, Qx contains variables that are not themselves counters,
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but whose value might3 depend on the value from a counter started at x. The
set Qx therefore contains all the values that are deemed “unsafe” when using
x as a counter, and the use of x as a counter will be considered insecure if the
block cipher is computed on any of the variables in Qx.

– E is a block cipher, and the multiset LE contains pairs (s, x) where s is a
bitstring and x is a variable or the symbol ⊥. A pair (s, x) for x ∈ Var is
added to LE every time a command of the form y := E(x) is executed in the
program, and S(x) = s. A pair (s,⊥) is added to LE when the block cipher is
computed in a previous encryption query on a value s. We write LE .dom and
LE .res to denote the multisets obtained by projecting each pair in LE to its
first or second element, respectively (we note that we could easily generalize
our method for modes of operation that require more than one block cipher by
adding more block ciphers E ′ and corresponding lists LE′ to configurations).

– The tuple σ = (σ0, . . . , σn) is an information-passing parameter. The bitstring
σ0 is used to store all the state information of the LoR-CPA adversary from
Definition 2 when it makes an encryption query, so that the adversary may con-
tinue its execution with its previous state after the query is answered, whereas
the bitstrings σ1 to σn contain the values of the message blocks to be encrypted
– that is, σ1 = S(m1), . . . , σn = S(mn).

For any x ∈ Var for which there is an array Tx ∈ T , we denote by Set(Tx) the set
{v ∈ Var : v ∈ Tx[i] for some integer i}.

3.2.1 Initial and Constructible Distributions

While the semantic function of commands will be defined for any distribution of
configurations, it is useful to first examine which distributions of configurations can
occur during the course of our analysis. To define the set of initial distributions,
the distributions that can occur when a LoR-CPA adversary has just issued an
encryption query, we note the following:

– The LoR-CPA adversary may have already issued some encryption queries be-
fore issuing the query that is currently under study, so the multiset LE must
already contain the value on which the block cipher has been computed to
answer these queries. Those are the queries that will have the form (s,⊥) in
LE .

– Since our analysis models the block cipher as a random function, the function
E is sampled from the set of all functions from {0, 1}η to {0, 1}η.

– When issuing the encryption query, all the state information of the LoR-CPA

adversary is stored somewhere so that the adversary can be ‘restarted’ and
given the ciphertext answering its encryption query. It is this state information
that is stored in σ0.

– For the purpose of defining the initial distributions, we assume that the bit b
used in the LR function has already been sampled, and that the selection by
the LR function has already been made, so that we have a single message to
encrypt, whose blocks are σ1, . . . , σn.

3 Note that our analysis will be very conservative, so a variable may be put in Qx even if,
on a closer analysis, one may discover that the value of the variable is not actually dependent
on x.
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– Since we assume that all the variables that are not input variables are assigned
a value before appearing on the right side of a command, we can, without loss
of generality, assign them all an initial value of ⊥.

– We discard the values used as counters to answer the previous encryption
queries, so the sets T and Q are initially empty.

Let M(m1‖ . . . ‖mn, cn) : cmd be a generic encryption mode. Taking all the
observations above into account, we define the set of initial distributions, denoted
CDist

M
0 (Γ ), as the set of all distributions of the form:

[E
$
← Φη;σ

$
← AM(·)(1η) : (Sσ, ∅, ∅, E ,LE , σ)]

where A is a polynomial-time algorithm with oracle access toM(·), the encryption
algorithm corresponding to the generic encryption mode M(m1‖ . . . ‖mn, cn) :
cmd. The tuple σ must have the structure σ = (σ0, . . . , σn) described above, and
the state Sσ is the function that assigns the value σi to variable mi for 1 ≤ i ≤ n,
and assigns ⊥ to all other variables. All the block cipher computations that are
required to answer A’s calls to the oracleM(·) are recorded in LE as pairs of the
form (s,⊥).

The set CDist
M(Γ ) of constructible distributions is the set of distributions

{[[p]]X : X ∈ CDist
M
0 (Γ ) and p is a program produced by the grammar of Fig-

ure 1}. We describe how to compute the effect of each command on a distribution
of configurations in the next section.

3.2.2 Natural Semantics

We first introduce a few notational shortcuts to simplify the writing of the seman-
tic function of each command. We write the semantic functions of commands as
functions cmd : Γ → Dist(Γ ), where Γ is the set of all configurations Dist(Γ ) is
the set of all possible distributions on configurations, and it should be clear that
each of these functions uniquely determines a function cmd : Dist(Γ )→ Dist(Γ )
obtained by point-wise application (by abuse of notation, we denote both func-
tions the same way). We write δ(γ) to denote the Dirac distribution, in which
configuration γ has probability 1 and all other configurations have probability 0.
The notation S{x 7→ v} denotes the function such that S{x 7→ v}(y) = S(y) for
all variables y in the domain of S except for the variable x, for which we have
S{x 7→ v}(x) = v. We denote by new(Tx) the array that has Tx[0] = {x} and
Tx[i] = ∅ for any i > 0, and by new(Qx) an empty set associated with the variable
x.

The effect of commands on the state is essentially what one would expect from
the description of the commands. The process for updating T andQ is as explained
below.

– When we execute a command x
$
←− U(l) or a command x := E(y) with S(y) 6∈

LE .dom, a new array Tx and a new set Qx is added to T and Q respectively.
The array Tx has Tx[0] = {x} and, initially, Tx[i] = ∅ for i > 0, and set Qx is
initially empty. This identifies the variable x as a possible starting point for a
counter.

– When we execute the command x := y + 1 on a variable y ∈ Tw[i] for some
variable w and integer i, then we add x to Tw[i+ 1] because clearly the value
of x is one more than the value of y.
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[[x
$
← U(l)]](S, T ,Q, E,LE , σ) =

[u
$
← U(l) : (S{x 7→ u}, T ∪ {new(Tx)},Q ∪ {new(Qx)}, E,LE , σ)]
where Tx[0] = {x} and Tx[i] = ∅ for i > 0, and Qx = ∅.

[[x := y]](S, T ,Q, E,LE , σ) =
{

δ(S{x 7→ S(y), T {Tz [i] 7→ Tz [i] ∪ {x}},Q, E,LE , σ) if ∃z for which y ∈ Tz [i],
δ(S{x 7→ S(y), T ,Q+(x, {y}), E,LE , σ) otherwise.

[[x := y ⊕ z]](S, T ,Q, E,LE , σ) = δ(S{x 7→ S(y)⊕ S(z)}, T ,Q+(x, {y, z}), E,LE , σ)
[[x := y||z]](S, T ,Q, E,LE , σ) = δ(S{x 7→ S(y)||S(z)}, T ,Q+(x, {y, z}), E,LE , σ)
[[x := y + 1]](S, T ,Q, E,LE , σ) =

{

δ(S{x 7→ S(y) + 1, T {Tz [i+ 1] 7→ Tz [i+ 1] ∪ {x}},Q, E,LE , σ) if ∃z for which y ∈ Tz [i],
δ(S{x 7→ S(y) + 1, T ,Q+(x, {y}), E,LE , σ) otherwise.

[[for l = p to q do: [cl]]]γ =

{

[[cq ]] ◦ [[cq−1]] ◦ . . . ◦ [[cp]]γ if p ≤ q
γ otherwise

[[x := E(y)]](S, T ,Q, E,LE , σ) =






δ(S{x 7→ E(S(y))}, T ∪ {new(Tx)},Q ∪ {new(Qx)}, E,LE ∪ {(S(y), y)}, σ)
if S(y) 6∈ LE .dom .

δ(S{x 7→ E(S(y))}, T ,Q, E,LE ∪ {(S(y), y)}, σ) otherwise
[[c1; c2]] = [[c2]] ◦ [[c1]]

Table 1 Natural semantics of the programming language

– When we execute the command x := y on a variable y ∈ Tw[i] for some variable
w and integer i, then we add x to Tw[i] because clearly x and y contain the
same value.

– When we execute either the command x := y + 1 or x := y for a variable
y ∈ Qw for some variable w, or a XOR or concatenation command in which
the variable y appears on the right side of the command and either y ∈ Tw[i]
for some variable w and integer i or y ∈ Qw, then the value assigned to x could
be equal to that of one of the counters in Set(Tw), so we add x to Qw.

– If none of the variables on the right side of the command appear in either
Set(Tw) or Qw, then the set Qw is unchanged by the command.

We denote by Q+(x, V ) the set obtained from Q by adding the variable x to all
the sets Qw for variables w such that one of the variables in V is either in Set(Tw)
or Qw, that is:

Q+(x, V ) ={Qy ∪ {x} : V ∩ (Set(Ty) ∪Qy) 6= ∅} ∪

{Qy : V ∩ (Set(Ty) ∪Qy) = ∅}.

This variable is used in the semantics to update the set Q. Typically, the variable x
is the variable appearing on the left side of the command, while the set V contains
the variables from the right side of the command. For example, if the command
x := y ⊕ z is executed, the set Q gets updated to Q+(x, {y, z}).

The ‘natural’ semantic function of each command is given in Table 1.

3.2.3 Simulated Semantics

Studying the distribution of the values of the output of the block cipher becomes
hard when the block cipher is computed more than once on any given input. We
would like to be able to say that, since the block cipher is modeled as a function
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[[x := E(y)]](S, T ,Q, E,LE , σ) =

[u
$
← U(η) : (S{x 7→ u}, T ∪ {new(Tx)},Q ∪ {new(Qx)}, E,LE ∪ {(S(y), y)}, σ)]
where Tx[0] = {x}, Tx[i] = ∅ for i > 0, and Qx = ∅.

Table 2 Idealized semantics of the block cipher used in our analysis

sampled at random from Φη, whenever the block cipher is computed, the output
of the function is indistinguishable from new randomly sampled values. However,
this statement is clearly false when we compute the block cipher on a value on
which it has been computed before, as the output of the block cipher on these
values is clearly predictable. Still, as long as the block cipher is only queried on
non-repeating input values, the output of the block cipher is indistinguishable
from a random sampling. For this reason, we introduce a new semantics in Table 2
in which the semantic of the block cipher command is replaced precisely by the
sampling of an independent random value (the semantic functions of all other
commands are the same as in Table 1). As long as inputs to the block cipher do
not repeat, this is indistinguishable from the first semantics because sampling the
block cipher from Φη is the same as sampling in advance all the outputs of the
block cipher. Therefore, we can use this second semantics for our analysis, provided
that we also keep track of the probability that the block cipher is computed more
than once on a value.

Noting that every value on which the block cipher is computed is added to LE ,
the following allows us to determine when the block cipher has been computed on
the same input more than once.

Definition 5 A configuration γ = (S, T ,Q, E ,LE , σ) is bad if there exists two
distinct elements (s, v) and (s′, v′) in LE with s = s′. For a configuration γ, the
predicate Bad(γ) is true if γ is bad, and false otherwise.

For any configuration γ, we define the function NoBad as follows:

NoBad(γ) =

{

γ if γ is not bad,
⊥ otherwise.

Theorem 1 Let X ∈ CDist
M
0 (Γ ) be an initial distribution and cmd be a pro-

gram. Let Xnat = [[cmd]]X using the “natural” semantic function of Table 1 for the
block cipher command and Xsim = [[cmd]]X using the “idealized” semantic function
of Table 2. Then, the following holds:

[γ
$
← Xnat : NoBad(γ)] = [γ

$
← Xsim : NoBad(γ)].

Proof We easily see that, as long as the block cipher is never computed on any
value more than once, then the simulated semantic function simply delays the
sampling of the value assigned until the command is executed, whereas the natural
semantics samples the value corresponding to each domain point of the function
E up front when sampling E from Φη. This change in the timing of the sampling
clearly cannot change the distribution output of the function NoBad.
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3.3 Assertion Language

Before we introduce the predicates that are the basis of our Hoare logic, we in-
troduce a refinement on our definition of bad configuration that allows us to dis-
tinguish between the case when a configuration was bad before the program was
executed – that is, the configuration is bad because there exists (s, v) and (s′, v′)
in LE with s = s′ and v = v′ = ⊥ – and the case when a configuration becomes
bad as a result of the execution of a program.

Definition 6 A configuration (S, T ,Q, E ,LE , σ) is locally bad if there exists two
elements (s, v) and (s′, v′) in LE with s = s′ and at least one of v or v′ is not ⊥.
For a configuration γ, the predicate Lbad(γ) is true if γ is locally bad, and false
otherwise.

Intuitively, a configuration becomes locally bad after the execution of a com-
mand of the form x := E(y) such that the value of the variable y was already in
LE .dom. Using this, it is easy to find that if X ∈ CDist(Γ,F) and p is a program
generated by our grammar, then

Pr[γ
$
← [[p]]X : Bad(γ)] ≤ Pr[γ

$
← X : Bad(γ)] + Pr[γ

$
← [[p]]X : Lbad(γ)]

In the following, if γ is a configuration, we denote by Sγ , Tγ , Qγ , Eγ , LEγ and
σγ the state, sets, block cipher and information-passing parameter, associated with
γ. For any set V ⊆ Var and configuration γ = (Sγ , Tγ ,Qγ , Eγ ,LEγ , σγ), we denote
by Sγ(V ) the multiset resulting from the application of S on each variable in V .
We also extend the domain of Sγ to include the symbol ℓE , a formal symbol which
stands for all the values on which the block cipher has been computed; that is,
Sγ(V, ℓE) = Sγ(V )∪LEγ .dom. Finally, we use Var∗ as a shorthand for Var∪ {ℓE}.

Our Hoare Logic is based on statements in the following language:

ϕ ::= true | ϕ ∧ ϕ | ψ
ψ ::= LBad (ǫ) | Indep | Indis(x;W ) |

Lctr(x; y; i;V ;V ′) | Ectr(x; y; i;V ;V ′) | ctr(x; y; i)

where ǫ is a real number between 0 and 1, x, y ∈ Var, V, V ′ ⊆ Var, W ⊆ Var∗ and
i is a non-negative integer. We refer to the statements produced by this grammar
as formulas.

The components of the formula, which we call predicates, are properties of the
distribution of configurations. The first two predicates describe properties of the
values on which the block cipher has been computed, and the remaining predicates
are properties of the distribution of the values of variables within the distribution
of configurations. Informally, our predicates can be described as follows:

LBad (ǫ): means that the probability that a configuration is locally bad is at most
ǫ.

Indep: means that each value on which the program has computed the block ci-
pher is randomly distributed and independent from the value of the message
blocks and from the values on which the block cipher was computed before the
execution of the program. In more concrete terms, this means that for each
element of the form (s, v) ∈ LE in which v 6= ⊥, s is randomly distributed and
independent from all the values s′ in elements of the form (s′,⊥) ∈ LE .
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Indis(x;W ): means that the value of x is distributed uniformly, independently from
the values S(W ) and the value of the message blocks.

Lctr(x; y; i;V ;V ′): means that x contains the most recently computed value of a
counter that started at a random value stored in the variable y, and that the
value of x is S(y) + i. In addition, V contains all the variables with previous
values of the counter (so V = Set(Ty)), V ′ contains all the variables that
are not counters, but whose value are dependent on values of the counter (so
V ′ = Qy).

Ectr(x; y; i;V ;V ′): means that x contains the value of a counter that started at a
random value stored in the variable y, and that the value of x is S(y) + i, and
that the block cipher has not been computed on the value of x. In addition, V
contains all the variables other values of the counter (so V = Set(Ty)) and V ′

contains all the variables that are not counters, but whose value are dependent
on values of the counter (so V ′ = Qy).

ctr(x; y; i): means that x contains a counter that started with the value of y, and
whose value is S(y) + i

The most important distinction between the predicates Ectr(x; y; i;V ;V ′) and
Lctr(x; y; i;V ;V ′) is that Lctr(x; y; i;V ;V ′) is true only for the most recently com-
puted value of the counter (whereas Ectr(z; y; i;V ;V ′) can be true of all the pre-
vious values z simultaneously), and Ectr(x; y; i;V ;V ′) indicates that the block
cipher has not been computed on the value of x (whereas this is not the case
for Lctr(x; y; i;V ;V ′)). For example, if X satisfies both Lctr(x; y; i;V ;V ′) and
Ectr(x; y; i;V ;V ′), then [[z := x+1]]X still satisfies Ectr(x; y; i;V ;V ′) but no longer
satisfies Lctr(x; y; i;V ;V ′); whereas [[z := E(x)]]X still satisfies Lctr(x; y; i;V ;V ′),
but no longer satisfies Ectr(x; y; i;V ;V ′).

For each predicate ψ, we define that a distribution X ∈ Dist(Γ ) satisfies ψ,
denoted X |= ψ as follows, where x, y ∈ Var, V, V ′ ⊆ Var and W ⊆ Var∗:

– X |= true.
– X |= ϕ ∧ ϕ′ iff X |= ϕ and X |= ϕ′.

– X |= LBad (ǫ) iff Pr[γ
$
← X : LBad(γ)] ≤ ǫ.

– X |= Indep iff for every variable v ∈ Var for which there exists a configuration
γ with non-zero probability in X such that (s, v) ∈ LEγ for some string s, the
following holds:

[γ
$
← X : (Sγ(v), {s

′ : (s′,⊥) ∈ LEγ}, σγ)] =

[γ
$
← X;u

$
← U(len(v)) : (u, {s′ : (s′,⊥) ∈ LEγ}, σγ)]

– X |= Indis(x;W ) iff the following holds:

[γ
$
← X : (Sγ(x), Sγ(W − x), σγ)] =

[γ
$
← X;u

$
← U(len(x)) : (u, Sγ(W − x), σγ)]

We note that the variable x is removed from the set W in the equation above to
remove the trivial case that, if x ∈W , we can always distinguish the distribu-
tion of (Sγ(x), Sγ(W ), σγ) from (u, Sγ(W ), σγ) by simply looking for the value
of Sγ(x) in Sγ(W ). Removing the variable x from W simplifies the notation
of the predicate, and as a result, we have that X |= Indis(x;V ) if and only if
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X |= Indis(x;V, x). We note also that X |= Indis(x;V ) for any set V implies
the independence of x from the message blocks since the message blocks are
contained in the string σγ .

– X |= Lctr(x; y; i;V ;V ′) iff for every configuration (S, T ,Q, E ,LE , σ) that is not
bad and has non-zero probability in X, x ∈ Ty[i], Ty[i+ 1] = ⊥, V = Set(Ty),
V ′ = Qy, and the following holds:

[γ
$
← X : (Sγ(x),W, σγ)] = [γ

$
← X;u

$
← U(len(x)) : (u,W, σγ)]

where the set W is equal to Sγ(Var \ (V ∪ V ′)) ∪ {s : (s, v) ∈ LEγ ∧ v 6∈ V }.
– X |= Ectr(x; y; i;V ;V ′) iff for every configuration (S, T ,Q, E ,LE , σ) that is not

bad and has non-zero probability in X, x ∈ Ty[i], V = Set(Tx), V ′ = Qy, and
the following holds:

[γ
$
← X : (Sγ(x),W, σγ)] = [γ

$
← X;u

$
← U(len(x)) : (u,W, σγ)]

where the set W is equal to Sγ(Var\(V ∪V ′))∪{s : (s, v) ∈ LEγ∧v 6∈ V \Ty[i]}.
– X |= ctr(x; y; i) iff for every configuration (S, T ,Q, E ,LE , σ) that is not bad

and has non-zero probability in X, x ∈ Ty[i].

Note that in all the predicates that involve the indistinguishability of a value
of a variable from a random string (that is, Indep, Indis(x, V ), Lctr(x; y; i;V ;V ′)
and Ectr(x; y; i;V ;V ′)), we require that the distribution of the value of the vari-
able is strictly equal to the distribution obtained by replacing the value of the
variable by a random value. This is different from previous works, which only re-
quired the distributions to be computationally indistinguishable. We can use this
stronger definition because we are doing our analysis using the idealized semantics
of Table 2, and so the probability of an adversary distinguishing the value of the
variable from a random value is essentially contained in the probability that the
configuration is bad. This strict equality of the distributions enables us to obtain
better bounds in the security analysis.

The definition of the predicates Lctr(x; y; i;V ;V ′) and Ectr(x; y; i;V ;V ′) are
somewhat complex, so we explain them in a few more details. The goal of the sets
V and V ′ in the predicates is to partition the set of all variables in three sets:

1. The set V consists of the variables containing a counter with the same starting
point as x (this starting point is the value contained in the variable y). We can
easily determine whether or not the value contained in these variable is equal
to the value of x because those variables will always be assigned a predicate
ctr(z; y; i′). If i = i′, then the value of z is equal to the value of x, otherwise,
their values are different. This information can be used to “transfer” predicates
from one variable to another if their value is the same. For example, if, say,
Lctr(x; y; i;V ;V ′) and ctr(z; y; i) are both true, then x and z contain the same
value, therefore Lctr(z; y; i;V ;V ′) will be true as well.

2. The set V ′ consists of the variables whose content might depend on the value of
one of the variables in V , but whose exact values are unknown – in particular,
their value could be equal to the value of one of the variables in V . These
values are deemed “unsafe” when it comes to using x as a counter, and if the
block cipher is queried on any of the values in V ′, the use of x as a counter
will no longer be allowed.
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3. Finally, by design, the value of x should be randomly distributed and indepen-
dent from the value of the variables that are not in V or V ′. Therefore, any
operations on variables that are in neither V or V ′ will have no effect on the
use of x as a counter.

We also highlight the distinctions between predicates Ectr(x; y; i;V ;V ′) and
Lctr(x; y; i;V ;V ′). In Lctr(x; y; i;V ;V ′), we require that x ∈ Ty[i] and Ty[i +
1] = ⊥, whereas for Ectr(x;V ;V ′), we only require that x ∈ Ty[i]. In addition,
Lctr(x; y; i;V ;V ′) requires that x is indistinguishable from a random value when
given the values of all the variables except for those in V (= Ty) and V ′ (= Qy),
and all the values in LE .dom, except for those associated with variables in V ,
whereas Ectr(x;V ;V ′) requires that x is indistinguishable from a random values
when given the values of all the variables except for those in V and V ′, and all the
values in LE .dom that are not associated with variables in V \Ty[i]. This enables us
to prove that Ectr(x;V ;V ′) implies that the value of x is unlikely to be in LE .dom.

Our method attempts to prove that when the configurations are not bad, the
security of the mode of operation holds unconditionally. Therefore, the value con-
tained in the predicate LBad (ǫ) is the only value necessary for calculating the
exact security bound in the analysis. This is also why the other predicates require
certain conditions to hold in every configurations that are not bad.

3.4 Properties of Predicates and Useful Lemmas

We present a series of results that show the relations between our predicates. We
also prove a few useful lemmas that we use repeatedly in the proofs of the rules of
our Hoare logic.

We first present three results that should be self-evident, since all they state
is that strong predicates imply weaker ones. We omit the proof since it is a direct
consequence of the definition.

Lemma 1 For any distribution X ∈ Dist(Γ ), any variable x, y ∈ Var, any sets
V ′ ⊆ V ⊆ Var and V0, V1 ⊆ Var and any non-negative integer i,

X |= Indis(x;V )⇒ X |= Indis(x;V ′)

X |= Lctr(x; y; i;V0;V1)⇒ X |= Indis(x;Var \ (V0 ∪ V1))

X |= Ectr(x; y; i;V0;V1)⇒ X |= Indis(x;Var \ (V0 ∪ V1))

Proof The first statement is obvious, the other two follow from the observation
that the set S(Var \ {V0 ∪ V1}) is a subset of the set W in the definition of the
predicates Lctr(x; y; i;V0;V1) and Ectr(x; y; i;V0;V1). ⊓⊔

The following lemma enables us to infer predicates on counters when multiple
variables contain the same counter value.

Lemma 2 For any distribution X ∈ Dist(Γ ), any variables x, y, z ∈ Var, any
non-negative integer i and any sets V, V ′ ⊆ Var,

X |= Lctr(x; y; i;V ;V ′)⇒ X |= ctr(x; y; i)

X |= Ectr(x; y; i;V ;V ′)⇒ X |= ctr(x; y; i)

X |= Lctr(x; z; i;V ;V ′) ∧ ctr(y; z; i)⇒ X |= Lctr(y; z; i;V ;V ′)

X |= Ectr(x; z; i;V ;V ′) ∧ ctr(y; z; i)⇒ X |= Ectr(y; z; i;V ;V ′)
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Proof The first two statements are straightforward consequences of the definition.
SupposeX |= Lctr(x; z; i;V ;V ′)∧ctr(y; z; i). Therefore, y ∈ Tz[i] and Tz[i+1] =

⊥, V = Set(Ty) and V ′ = Qy. Then

[γ
$
← X : (Sγ(y),W, σγ)] = [γ

$
← X;u

$
← U(len(y)) : (u,W, σγ)]

where the set W is equal to Sγ(Var \ (V ∪ V ′)) ∪ {s : (s, v) ∈ LEγ ∧ v 6∈ V },
trivially follows from X |= Lctr(x; z; i;V ;V ′) and the fact that {x, y} ⊆ Tz[i],
which trivially implies that the values of x and y are the same, and equal to the
value of z plus i.

The proof of the last statement is done similarly. ⊓⊔

The following proves the intuitive observation that if the value of a variable x
is indistinguishable from a random value when given the values of the variables in
V ⊆ Var, then the probability that the value of x is equal to any of the values in
V is negligible.

Lemma 3 For any distribution X ∈ Dist(Γ ), any variable x ∈ Var and any set
V ⊆ Var, if X |= Indis(x;V ), then

Pr[γ
$
← X : Sγ(x) ∈ Sγ(V − x)] ≤

|Sγ(V − x)|

2len(x)
.

Proof Let X |= Indis(x;V ). So we have that

Pr[γ
$
← X : Sγ(x) ∈ Sγ(V − x)] ≤Pr[γ

$
← X;u

$
← U(len(x)) : u ∈ Sγ(V − x)]

≤
|Sγ(V − x)|

2len(x)

as required. ⊓⊔

As a consequence of Lemma 3, if X |= Indis(x;V, ℓE) – note the very important
presence of the symbol ℓE , which means that the value of x has a uniform random
distribution independent from all the values in LE .dom – then the probability that
the value of x is either in V − x or in LE .dom is bounded by |S(V −x)|+|LE .dom|

2len(x) . So
by combining Lemma 3 with Lemma 1, we obtain the following:

Corollary 1 For any distribution X ∈ Dist(Γ ), any variables x ∈ Var and any
set V ⊆ Var,

X |= Indis(x;V, ℓE)⇒ Pr[γ
$
← X : Sγ(x) ∈ LEγ .dom] ≤

|LEγ |

2len(x)

Proof We have from Lemma 1 that X |= Indis(x;V, ℓE) implies X |= Indis(x; {ℓE}).
The result follows by applying Lemma 3 on that last predicate. ⊓⊔

Using a similar reasoning, we also obtain the following:

Corollary 2 For any distribution X ∈ Dist(Γ ), any variables x, y ∈ Var any sets
V, V ′ ⊆ Var, and any non-negative integer i,

X |= Ectr(x; y; i;V ;V ′)⇒ Pr[γ
$
← X : Sγ(x) ∈ LEγ .dom] ≤

|LEγ |

2len(x)

⊓⊔
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In the following lemma, we show that for all the distributions in CDist
M(Γ ),

the predicate Indis(x;V ) always implies independence from the values contained
in the (input) message variables.

Lemma 4 For any distribution X
$
← CDist

M(Γ ), any variable x and set V ⊆
Var∗, if X |= Indis(x;V ), then X |= Indis(x;V ∪ {m1, . . . ,mn}).

Proof We know, by definition of CDist
M
0 (Γ ) that for any X0

$
← CDist

M
0 (Γ ),

for any configuration γ
$
← X0, σγ = (σ0, Sγ(m1), . . . , Sγ(mn)) for some bit-

string σ0. Using the fact that commands never modify σ, we easily obtain, us-

ing a simple induction, that for any X
$
← CDist

M(Γ ), for any configuration

(S, T ,Q, E ,LE , σ)
$
← X, σ = (σ0, S(m1), . . . , S(mn)) for some bitstring σ0. There-

fore, the value of σ uniquely determines the value of the message blocks.

Let X
$
← CDist

M(Γ ) be such that X |= Indis(x;V ), and let VM be the set
V ∪ {m1, . . . ,mn} Therefore, since X |= Indis(x;V ), by definition

[γ
$
← X : (Sγ(x), Sγ(V − x), σγ)] =

[γ
$
← X;u

$
← U(len(x)) : (u, Sγ(V − x), σγ)]

The following is then immediate since the value of σγ uniquely determines the
value of the message blocks

[γ
$
← X : (Sγ(x), Sγ(VM − x), σγ)] =

[γ
$
← X;u

$
← U(len(x)) : (u, Sγ(VM − x), σγ)]

Hence X |= Indis(x;VM ), as required. ⊓⊔

Finally, we show which predicates hold at the beginning of the program’s exe-
cution.

Lemma 5 If X ∈ CDist0(Γ ), then X |= LBad (0) ∧ Indep.

Proof Since X ∈ CDist0(Γ ), then, for any configuration γ that has non-zero
probability in X, all the elements of LEγ are of the form (s,⊥) for some string s,
because only the execution of a program can add an element of the form (s, v) with
v ∈ Var to LE . Therefore, all configurations γ that have non-zero probability in
X are not locally bad, and the criterion for Indep is vacuously satisfied. Therefore
X |= LBad (0) ∧ Indep. ⊓⊔

4 Semantic Security in Predicates

In this section, we prove the following theorem, which states that if the formula
Indis(cn; ∅) ∧ LBad (ǫ(qE, qE)) ∧ Indep holds at the end of the execution of the
program of the mode of operation for some negligible function ǫ(qE, qE), then the
mode of operation is semantically secure.
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Theorem 2 Let M(m1| . . . |mn, cn) : cmd be a generic encryption mode. If for
every distribution X ∈ CDist

M
0 (Γ ), [[cmd]]X |= Indis(cn; ∅) ∧ LBad (ǫ(qE, qE)) ∧

Indep, where qE is the number of calls made to the LR encryption oracle by the
algorithm that created the distribution X and qE is the number of computations of
the block cipher made to answer those oracle queries, then, under the assumption
that the block cipher is a random function in Φη, for any LoR-CPA adversary B,
the following holds:

Adv
LoR-CPA

M (B) ≤

Q
∑

i=1

ǫ(i, q
(i)
E )

where Q is an upper bound on the number of queries made by B to the LR encryp-

tion oracle, and q
(i)
E is an upper bound on the number of computations of the block

cipher required to answer the first i encryption queries made by B.

Proof Our strategy for proving this theorem is to show that if answering the LR

encryption queried never causes the block cipher to be computed on the same
value twice, then the adversary is unable to gain any significant advantage in the
LoR-CPA game. This is done using a hybrid argument that progressively replaces
the answer to each query to the LR oracle by random bits. We can then bound
the adversary’s advantage by bounding the probability that the block cipher is
queried on the same value twice using the bound inside the predicate LBad.

Let B be an LoR-CPA adversary. We have that

Adv
LoR-CPA
M (B, η) =

∣

∣

∣
Pr[Exp

LoR-CPA−1
S (B, η) = 1]− Pr[Exp

LoR-CPA−0
S (B, η) = 1]

∣

∣

∣

where Exp
LoR-CPA−b
S (B, η) is the experiment described in Definition 2. For the sake

of conciseness, in the following, we abbreviate Exp
LoR-CPA−b
S (B, η) with Expb(B, η).

The reason for the superscript will soon become clear. Let bad be the event that the
block cipher has to be computed more than once on an input value to answer one
of B’s oracle encryption queries during the execution of Expb(B, η). The event
has the same probability regardless of the bit b since, from [[cmd]]X |= Indep,
the distribution of the calls to the block cipher is independent from the message
encrypted. So, we have that

Adv
LoR-CPA
M (B, η) =

∣

∣

∣
Pr[Exp

1(B, η) = 1]− Pr[Exp
0(B, η) = 1]

∣

∣

∣

=
∣

∣

∣
Pr[Exp

1(B, η) = 1 ∧ ¬bad] + Pr[Exp
1(B, η) = 1 ∧ bad]

− Pr[Exp
0(B, η) = 1 ∧ ¬bad]− Pr[Exp

0(B, η) = 1 ∧ bad]
∣

∣

∣

≤
∣

∣

∣
Pr[Exp

1(B, η) = 1 ∧ ¬bad]− Pr[Exp
0(B, η) = 1 ∧ ¬bad]

∣

∣

∣

+
∣

∣

∣
Pr[Exp

1(B, η) = 1 ∧ bad]− Pr[Exp
0(B, η) = 1 ∧ bad]

∣

∣

∣

≤
∣

∣

∣
Pr[Exp

1(B, η) = 1 ∧ ¬bad]− Pr[Exp
0(B, η) = 1 ∧ ¬bad]

∣

∣

∣

+ Pr[bad]

The first inequality is an application of the triangle inequality, and the second is
a consequence of the fact that the value of both Pr[Exp1(B, η) = 1 ∧ bad] and
Pr[Exp0(B, η) = 1 ∧ bad] is between zero and Pr[bad].
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We prove the result by showing that the quantity in absolute value in the last
inequality is equal to zero, and Pr[bad] is equal to the sum in the statement of the
Theorem.

To do this, we first need to define algorithms Cbi and Db
i for 0 ≤ i ≤ Q− 1.

Cbi : is an algorithm that has oracle access to the encryption algorithm M and
outputs a tuple σ = (σ0, . . . , σn). On input 1η, it runs algorithm B on input 1η

until it makes its ith oracle encryption query. Cbi answers B’s i− 1 first encryp-
tion oracle queries (Mj,0,Mj,1) by sending LR(Mj,0,Mj,1, b) to its encryption
oracle and relaying the answer to B. When B makes its ith oracle encryption
query (Mj,0,Mj,1), Cbi splits Mb = LR(Mi,0,Mi,1, b) into blocks of length η

and outputs (σ0, . . . , σn), where σ1 to σn are the blocks of Mb, and σ0 is all
the state information of algorithm B.

Di: is an algorithm that, on input (c, σ), restarts algorithm B just after its ith

oracle encryption query using state information σ0 and c as the answer to the
oracle query. Algorithm Di then answers all of B’s remaining oracle encryption
queries with random strings of the appropriate length.

For 0 ≤ i ≤ Q− 1 and b ∈ {0, 1}, we define Dist
b
i as the following distribution:

[E
$
← Φη;σ

$
← Cbi

M(·)
(1η) : (Sσ, ∅, ∅, E ,LE , σ)].

Clearly, all the Dist
b
i ’s are in CDist0(Γ ). We define the experiments E(i,b)(B, η)

as follows:

Experiment E(i,b)(B, η):

γ
$
←− [[cmd]]Dist

b
i

b′
$
←− Di(Sγ(cn), σγ)

return b′

So by definition, E(Q−1,b)(B, η) is exactly the same as Exp
LoR-CPA−b
S (B, η), the

experiment of the LoR-CPA security game, and that as i gets smaller, E(i,b)(B, η)
progressively answers more and more of B’s LoR encryption queries with random
bits, starting from the end.

The result follows from the two following claims.
Claim 1:

Pr[bad] ≤

Q−1
∑

i=0

ǫ(i, q
(i)
E )

Proof It is clear that bad occurs exactly when a configuration in [[cmd]]Dist
b
Q−1

is bad. We have seen in Section 3.3 that

Pr[γ
$
← [[cmd]]Dist

b
Q−1 : Bad(γ)]

≤ Pr[γ
$
← Dist

b
Q−1 : Bad(γ)] + Pr[γ

$
← [[cmd]]Dist

b
Q−1 : Lbad(γ)]

≤ Pr[γ
$
← Dist

b
Q−1 : Bad(γ)] + ǫ(Q− 1, q

(Q−1)
E )

The last inequality above is a direct consequence of the fact that [[cmd]]Dist
b
Q−1 |=

LBad
(

ǫ(Q− 1, q
(Q−1)
E )

)

, which follows directly from the hypothesis in the state-

ment of the Theorem. Then, the probability that a configuration in Dist
b
Q−1 is bad
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is precisely the probability that a configuration in [[cmd]]Dist
b
Q−2 is bad, therefore:

Pr[γ
$
← [[cmd]]Dist

b
Q−1 : Bad(γ)]

≤ Pr[γ
$
← [[cmd]]Dist

b
Q−2 : Bad(γ)] + ǫ(Q− 1, q

(Q−1)
E )

We then repeat the reasoning above on Pr[γ
$
← [[cmd]]Dist

b
Q−2 : Bad(γ)] and

combine it with the above to get that:

Pr[γ
$
← [[cmd]]Dist

b
Q−1 : Bad(γ)]

≤ Pr[γ
$
← [[cmd]]Dist

b
Q−3 : Bad(γ)] + ǫ(Q− 2, q

(Q−2)
E ) + ǫ(Q− 1, q

(Q−1)
E )

Repeating this all the way down to Dist
b
0, we obtain that:

Pr[γ
$
← [[cmd]]Dist

b
Q−1 : Bad(γ)]

≤ Pr[γ
$
← Dist

b
0 : Bad(γ)] +

Q−1
∑

i=0

ǫ(i, q
(i)
E )

≤

Q−1
∑

i=0

ǫ(i, q
(i)
E )

because in all configurations of Dist
b
0, LE is empty and therefore the probability

that a configuration is bad is zero. ⊓⊔

Claim 2:
∣

∣

∣
Pr[Exp

1(B, η) = 1 ∧ ¬bad]− Pr[Exp
0(B, η) = 1 ∧ ¬bad]

∣

∣

∣
= 0

Proof We know that
∣

∣

∣
Pr[Exp

1(B, η) = 1 ∧ ¬bad]− Pr[Exp
0(B, η) = 1 ∧ ¬bad]

∣

∣

∣
=

∣

∣

∣
Pr[E(Q−1,1)(B, η) = 1 ∧ ¬bad]− Pr[E(Q−1,0)(B, η) = 1 ∧ ¬bad]

∣

∣

∣

since the experiments are the same. Our plan is to show that for each i, 1 ≤ i ≤
Q− 1, and b ∈ {0, 1},

∣

∣

∣
Pr[E(i,b)(B, η) = 1 ∧ ¬bad]− Pr[E(i−1,b)(B, η) = 1 ∧ ¬bad]

∣

∣

∣
= 0

As a result, we obtain that
∣

∣

∣
Pr[E(Q−1,1)(B, η) = 1 ∧ ¬bad]− Pr[E(Q−1,0)(B, η) = 1 ∧ ¬bad]

∣

∣

∣

=
∣

∣

∣
Pr[E(0,1)(B, η) = 1 ∧ ¬bad]− Pr[E(0,0)(B, η) = 1 ∧ ¬bad]

∣

∣

∣
= 0

Since experiment E0,1(B, η) is indistinguishable from experiment E0,0(B, η) as in
both cases, the LoR encryption queries are answered with random bits independent
from the query’s input.
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So we only have left to prove that for each i, 1 ≤ i ≤ Q− 1, and b ∈ {0, 1},

∣

∣

∣
Pr[E(i,b)(B, η) = 1 ∧ ¬bad]− Pr[E(i−1,b)(B, η) = 1 ∧ ¬bad]

∣

∣

∣
= 0

We note that the only difference between experiment E(i,b)(B, η) and experiment
E(i−1,b)(B, η) is that in the former, the ith LoR encryption query is answered using
the encryption mode, whereas in the latter, it is answered with random bits.

Let bad[1,i] be the event that the block cipher is computed on a given value
more than once while answering one of the first i LoR queries, and let bad[i+1,Q] be
the event that that the block cipher is queried on a previous value while answering
the LoR queries i+1 to Q. It is clear that bad = bad[1,i] ∨ bad[i+1,Q]. Also, we get
from [[cmd]]X |= Indep that bad[i+1,Q] is independent from bad[1,i], and it is also

clearly independent from E(i,b)(B, η) = 1 and E(i−1,b)(B, η) = 1 since in these
experiments, the queries i + 1 to Q are answered with random bits rather than
using the encryption mode. Therefore,

Pr[E(i,b)(B, η) = 1 ∧ ¬bad] = Pr[E(i,b)(B, η) = 1 ∧ ¬bad[1,i] ∧ ¬bad[i+1,Q]]

= Pr[E(i,b)(B, η) = 1 ∧ ¬bad[1,i]] · Pr[¬bad[i+1,Q]],

and similarly for Pr[E(i−1,b)(B, η) = 1 ∧ ¬bad]. So it suffices to prove that

∣

∣

∣
Pr[E(i,b)(B, η) = 1 ∧ ¬bad[1,i]]− Pr[E(i−1,b)(B, η) = 1 ∧ ¬bad[1,i]]

∣

∣

∣
= 0.

We note that the event ¬bad[1,i] is exactly the same as the event that the config-
uration sampled in [[cmd]]Dist

b
i is not bad. However, since Dist

b
i ∈ CDist0, the

statement of the Theorem tells us that [[cmd]]Dist
b
i |= Indis(cn; ∅). Thus, the dis-

tribution of the value of (Sγ(cn), σγ) in [[cmd]]Dist
b
i given that the configuration

γ is not bad is the same as the distribution of (u, σγ) for a random string u of the
same length as Sγ(cn). That is, the distribution of the answer to the ith query in
E(i,b) is the same as that of a randomly selected value of the same length, exactly
the same as in E(i−1,b). Hence

∣

∣

∣
Pr[E(i,b)(B, η) = 1 ∧ ¬bad[1,i]]− Pr[E(i−1,b)(B, η) = 1 ∧ ¬bad[1,i]]

∣

∣

∣
= 0.

which concludes the proof. ⊓⊔

This completes the proof of the theorem. ⊓⊔

5 Hoare Logic

Hoare logic rules have the form {ϕ}cmd{ϕ′}, and mean that execution of command
cmd in any distribution that satisfies ϕ leads to a distribution that satisfies ϕ′.
Using Hoare logic terminology, this means that the triple {ϕ}cmd{ϕ′} is valid.

We first present the rules grouped together according to their corresponding
commands in Section 5.1, then we prove the soundness of all the rules in Sec-
tion 5.2.
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5.1 Logic Rules

In all the rules, unless stated otherwise, we assume that, in a predicate Indis(t;V ),
the set V is a subset of Var ∪ {ℓE}, and in a predicate Lctr(t;w; i;V ;V ′) or
Ectr(t;w; i;V ;V ′), the sets V and V ′ are subsets of Var and the variables t, u
and w are not (syntactically) equal to x, y or z.

5.1.1 General rules

First, we recall a few general rules for consequence, sequential composition and
conjunction. Let φ1, φ2, φ3, φ4 be any four formulas in our logic, and let cmd, cmd1,
cmd2 be any three commands.

(Csq) if φ1 ⇒ φ2, φ3 ⇒ φ4 and {φ2}cmd{φ3}, then {φ1}cmd{φ4}
(Seq) if {φ1}cmd1{φ2} and {φ2}cmd2{φ3}, then {φ1}cmd1; cmd2{φ3}
(Conj) if {φ1}cmd{φ2} and {φ3}cmd{φ4}, then {φ1 ∧ φ3}cmd{φ2 ∧ φ4}

We present these rules without proof because they are well known.

5.1.2 Generic preservation rules:

The generic preservation rules show how predicates are preserved by most com-
mands when the variables contained in the predicates are distinct from the vari-
ables contained in the command. We have generic preservation rules for all com-
mands except for x := E(y), which requires special treatment because the function
E is unknown to the adversary, because that command is the only command that
modifies LE , and because it can have a more complicated effect on some of the
predicates.

Before we introduce the preservation rules, we first need to define the concept
of constructible expression. Generally, we say that an expression e is constructible
from V if e has polynomial size and it can be constructed by combining variables
in V using polynomial-time operations. Since our Hoare logic treats commands
individually, we are only interested in expressions that consist of the right side of
a command.

Definition 7 We say that a variable x is constructible from V if one of the fol-
lowing holds:

– the variable x is assigned a value by a command of the form x
$
← U(l),

– the variable x is assigned a value by a command of the form x := y or x := y+1,
where y ∈ V ,

– the variable x is assigned a value by a command of the form x := y ⊕ z or
x := y‖z, where y, z ∈ V .

This concept is useful in our preservation rules because if, say, the value of a
variable t is randomly distributed and independent from variables V , then it seems
clear the value of t will also be randomly distributed and independent from any
expression that is constructible from V .

Let cmd be either x
$
←− U , x := y, x := y‖z, x := y⊕ z or x := y+ 1. Then the

the preservation rules are as follows:
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(G1) {LBad (ǫ)} cmd {LBad (ǫ)}
(G2) {Indep} cmd {Indep}
(G3) {Indis(t;V )} cmd {Indis(t;V )} if x 6∈ V unless x is constructible from

V − t, even if t = y or t = z

(G4) {Lctr(t;w; i;V ;V ′)} cmd {Lctr(t;w; i;V ;V ′)} if y, z 6∈ V ∪ V ′

(G5) {Lctr(t;w; i;V ;V ′)} cmd {Lctr(t;w; i;V ;V ′, x)} if [cmd is not x := y

nor x := y + 1, and y ∈ V ∪ V ′ or z ∈ V ∪ V ′, even if t = y or t = z] or
[cmd is x := y or x := y + 1, and y ∈ V ′]

(G6) {Ectr(t;w; i;V ;V ′)} cmd {Ectr(t;w; i;V ;V ′)} if y, z 6∈ V ∪ V ′

(G7) {Ectr(t;w; i;V ;V ′)} cmd {Ectr(t;w; i;V ;V ′, x)} if [cmd is not x := y+1
or x := y, and y ∈ V ∪ V ′ or z ∈ V ∪ V ′, even if t = y or t = z] or [cmd

is x := y + 1 and y 6∈ V ]
(G8) {ctr(t;w; i)} cmd {ctr(t;w; i)} even if {t, w} ∩ {y, z} 6= ∅ or if cmd is

y := E(y)

5.1.3 Random sampling:

We have only one rule for the random sampling, which states that if a variable is
assigned a value sampled at random, then that value can be used as a counter and
it is, quite naturally, indistinguishable from a random value.

(R1) {true} x
$
←− U {Indis(x;Var∗) ∧ Lctr(x;x; 0; {x}; ∅) ∧ Ectr(x;x; 0; {x}; ∅)}

5.1.4 Assignment:

The rules for assignment are mostly trivial consequences of the fact that after
executing x := y, the variable x ends up containing the same value as the variable
y. We note however that the predicates Lctr(t;w; i;V ;V ′) and Ectr(t;w; i;V ;V ′)
must be updated when y ∈ V to account for the fact that x is now also a counter
variable containing the same value as y.

(A1) {Indis(y;V )} x := y {Indis(x;V )} provided y 6∈ V
(A2) {ctr(y;w; i)} x := y {ctr(x;w; i)} even if y = w

(A3) {Lctr(t;w; i;V ;V ′)} x := y {Lctr(t;w; i;V, x;V ′)} if y ∈ V , even if t = y

or w = y

(A4) {Ectr(t;w; i;V ;V ′)} x := y {Ectr(t;w; i;V, x;V ′)} if y ∈ V , even if t = y

or w = y

5.1.5 XOR operator:

The rule for the exclusive-or is reminiscent of the application of a one-time-pad
encryption of z using y as a key: if z is XOR-ed with a random value independent
from z, then the result is indistinguishable from a random value provided that the
value of y is not given. For this rules, it should be clear that the roles of y and z

can be reversed since the exclusive-or operation is commutative.

(X1) {Indis(y;V, z)} x := y ⊕ z {Indis(x;V, z)} if y 6= z and x, y 6∈ V
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5.1.6 Concatenation:

The rule for concatenation states that the concatenation of two strings that are
indistinguishable from random and independent from each other is also indistin-
guishable from random.

(C1) {Indis(y;V, z) ∧ Indis(z;V, y)} x := y‖z {Indis(x;V )} if y, z 6∈ V and
y 6= z

5.1.7 Block cipher:

We have ten rules for the computation of the block cipher. The first two rules up-
date the probability that a configuration is locally bad according to the probability
that the value of y is in LE .dom. The next two preserve the predicate about the
independence of the values on which the block cipher is computed from previous
values. The fifth states that, after the execution of x := E(y), the distribution of
the value of x is uniform random and independent from all other values, which is
immediate from the (“simulated”) semantics of the command. Rules (B6) to (B11)
are preservations rules.

(B1) {Indis(y; {ℓE}) ∧ LBad (ǫ)} x := E(y) {LBad
(

ǫ+ |LE |
2η

)

}

(B2) {Ectr(y;w; i;V ;V ′) ∧ LBad (ǫ)} x := E(y) {LBad
(

ǫ+ |LE |
2η

)

}

(B3) {Indis(y; {ℓE}) ∧ Indep} x := E(y) {Indep}
(B4) {Ectr(y;w; i;V ;V ′) ∧ Indep} x := E(y) {Indep}
(B5) {true} x := E(y) {Indis(x;Var∗) ∧ Lctr(x;x; 0; {x}; ∅)∧

Ectr(x;x; 0; {x}; ∅)}
(B6) {Indis(t;V )} x := E(y) {Indis(t;V, x)} even if t = y

(B7) {Indis(t;V, y, ℓE)} x := E(y) {Indis(t;V, x, y, ℓE)} (here, t 6= y)
(B8) {Lctr(t;w; i;V ;V ′)} x := E(y) {Lctr(t;w; i;V ;V ′)} provided y 6∈ V ′,

even if t = y

(B9) {Lctr(t;w; i;V ;V ′)∧ Indis(t;Var∗ \W )} x := E(y) {Lctr(t;w; i;V ;V ′)}
where W = (V ∪ V ′) \ {y}, provided t 6= y

(B10) {Ectr(t;w; i;V ′′, V ′′′) ∧ Ectr(y;u; j;V ;V ′)} x := E(y)
{Ectr(t;w; i;V ′′;V ′′′)} provided [w = u and i 6= j] or [w 6= u]

(B11) {Ectr(t;w; i;V ;V ′)∧ Indis(t;Var∗ \W )} x := E(y) {Ectr(t;w; i;V ;V ′)}
where W = (V ∪ V ′) \ {y}, provided t 6= y

5.1.8 Increment:

We have five rules for the increment operation. The first rule states that if the
value being incremented was uniformly distributed, then so is the incremented
value. The following two rules update the counter predicates. The last two rules
are preservation rules that cover cases that were not yet covered by rules (G4) to
(G7).
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(I1) {Indis(y;V )} x := y + 1 {Indis(x;V )} if y 6∈ V
(I2) {Lctr(y; z; i;V ;V ′)} x := y + 1 {Lctr(x; z; i+ 1;V, x;V ′)∧

Ectr(x; z; i+ 1;V, x;V ′)}
(I3) {ctr(y; z; i)} x := y + 1 {ctr(x; z; i+ 1)}
(I4) {Lctr(t;w; i;V ;V ′) ∧ ctr(y, w, j)} x := y + 1 {Lctr(t;w; i;V, x;V ′)} if

j < i

(I5) {Ectr(t;w; i;V ;V ′)} x := y + 1 {Ectr(t;w; i;V, x;V ′)} if y ∈ V , even if
t = y

5.1.9 For loop:

We have only one rule for the For loop, which states that if there is a formula ψ(k)
such that whenever ψ(k− 1) holds before the execution of iteration k in the loop,
ψ(k) will hold at the end of the kth iteration, if the loop runs from index i to index
j, and that ψ(i− 1) holds before the execution of the loop, then ψ(j) will hold at
the end.

(F1) {ψ(p− 1)} for k = p to q do: [ck] {ψ(q)} provided {ψ(k− 1)} ck {ψ(k)}
for p ≤ k ≤ q

Finding an invariant ψ(i) such that the rule above can be applied can be difficult.
We discuss heuristics to discover this invariant in Section 7.1.

5.2 Proof of our Rules

Our full set of rules is summarized in Table 3. We now prove the soundness of all
our rules.

5.2.1 Generic preservation rules:

Before we state the preservation rules, we prove two lemmas that will be used in the
proof of many of the rules. First, the following shows that the indistinguishability
from random values is preserved by a command when the variable that is assigned
a value by the command is not present in any of the sets under consideration.

Lemma 6 Let x, t ∈ Var, V ⊆ (Var∗ − x) and X ∈ CDist(Γ ) be such that

[γ
$
← X : (Sγ(t), Sγ(V − t), σγ)] =

[γ
$
← X;u

$
← U(len(t)) : (u, Sγ(V − t), σγ)].

In addition, let cmd be either x
$
←− U , x := y, x := y‖z, x := y ⊕ z or x := y + 1,

with x 6= t. Then,

[γ
$
← [[cmd]]X : (Sγ(t), Sγ(V − t), σγ)] =

[γ
$
← [[cmd]]X;u

$
← U(len(t)) : (u, Sγ(V − t), σγ)].
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NOTE: Unless stated otherwise, the variables t, u and v are not (syntactically) equal to
x, y or z.
Generic Preservation

cmd is either x
$
←− U , x := y, x := y‖z, x := y ⊕ z or x := y + 1

(G1) {LBad (ǫ)} cmd {LBad (ǫ)}
(G2) {Indep} cmd {Indep}
(G3) {Indis(t;V )} cmd {Indis(t;V )} if x 6∈ V unless x is constructible from V − t, even

if t = y or t = z
(G4) {Lctr(t;w; i;V ;V ′)} cmd {Lctr(t;w; i;V ;V ′)} if y, z 6∈ V ∪ V ′

(G5) {Lctr(t;w; i;V ;V ′)} cmd {Lctr(t;w; i;V ;V ′, x)} if [cmd is not x := y nor x := y+1,
and y ∈ V ∪V ′ or z ∈ V ∪V ′, even if t = y or t = z] or [cmd is x := y or x := y+1,
and y ∈ V ′]

(G6) {Ectr(t;w; i;V ;V ′)} cmd {Ectr(t;w; i;V ;V ′)} if y, z 6∈ V ∪ V ′

(G7) {Ectr(t;w; i;V ;V ′)} cmd {Ectr(t;w; i;V ;V ′, x)} if [cmd is not x := y or x := y+1,
and y ∈ V ∪V ′ or z ∈ V ∪V ′, even if t = y or t = z] or [cmd is x := y or x := y+1
and y ∈ V ′]

(G8) {ctr(t;w; i)} cmd {ctr(t;w; i)} even if {t, w} ∩ {y, z} 6= ∅ or if cmd is y := E(y)
Random Assignment

(R1) {true} x
$
←− U {Indis(x;Var∗) ∧ Lctr(x;x; 0; {x}; ∅) ∧ Ectr(x;x; 0; {x}; ∅)}

Assignment

(A1) {Indis(y;V )} x := y {Indis(x;V )} provided y 6∈ V
(A2) {ctr(y;w; i)} x := y {ctr(x;w; i)} even if y = w
(A3) {Lctr(t;w; i;V ;V ′)} x := y {Lctr(t;w; i;V, x;V ′)} if y ∈ V even if t = y or w = y
(A4) {Ectr(t;w; i;V ;V ′)} x := y {Ectr(t;w; i;V, x;V ′)} if y ∈ V , even if t = y or w = y
XOR Operation

(X1) {Indis(y;V, z)} x := y ⊕ z {Indis(x;V, z)} if y 6= z and x, y 6∈ V
and similarly with the roles and y and z reversed.
Concatenation

(C1) {Indis(y;V, z) ∧ Indis(z;V, y)} x := y‖z {Indis(x;V )} if y, z 6∈ V and y 6= z
Block Cipher

(B1) {Indis(y; {ℓE}) ∧ LBad (ǫ)} x := E(y) {LBad
(

ǫ+
|LE |
2η

)

}

(B2) {Ectr(y;w; i;V ;V ′) ∧ LBad (ǫ)} x := E(y) {LBad
(

ǫ+
|LE |
2η

)

}

(B3) {Indis(y; {ℓE}) ∧ Indep} x := E(y) {Indep}
(B4) {Ectr(y;w; i;V ;V ′) ∧ Indep} x := E(y) {Indep}
(B5) {true} x := E(y) {Indis(x;Var∗) ∧ Lctr(x;x; 0; {x}; ∅) ∧ Ectr(x;x; 0; {x}; ∅)}
(B6) {Indis(t;V )} x := E(y) {Indis(t;V, x)} even if t = y, provided ℓE 6∈ V
(B7) {Indis(t;V, y, ℓE)} x := E(y) {Indis(t;V, x, y, ℓE )} (here, t 6= y)
(B8) {Lctr(t;w; i;V ;V ′)} x := E(y) {Lctr(t;w; i;V ;V ′)} provided y 6∈ V ′, even if t = y
(B9) {Lctr(t;w; i;V ;V ′)∧ Indis(t;Var∗ \W )} x := E(y) {Lctr(t;w; i;V ;V ′)} where W =

(V ∪ V ′) \ {y}, provided t 6= y
(B10) {Ectr(t;w; i;V ′′, V ′′′) ∧ Ectr(y;u; j;V ;V ′)} x := E(y) {Ectr(t;w; i;V ′′;V ′′′)} pro-

vided [w = u and i 6= j] or [w 6= u]
(B11) {Ectr(t;w; i;V ;V ′)∧ Indis(t;Var∗ \W )} x := E(y) {Ectr(t;w; i;V ;V ′)} where W =

(V ∪ V ′) \ {y}, provided t 6= y
Increment

(I1) {Indis(y;V )} x := y + 1 {Indis(x;V )} if y 6∈ V
(I2) {Lctr(y; z; i;V ;V ′)} x := y + 1 {Lctr(x; z; i+ 1;V, x;V ′)∧

Ectr(x; z; i+ 1;V, x;V ′)}
(I3) {ctr(y; z; i)} x := y + 1 {ctr(x; z; i+ 1)}
(I4) {Lctr(t;w; i;V ;V ′) ∧ ctr(y, w, j)} x := y + 1 {Lctr(t;w; i;V, x;V ′)} if j < i
(I5) {Ectr(t;w; i;V ;V ′)} x := y + 1 {Ectr(t;w; i;V, x;V ′)} if y ∈ V , even if t = y
For Loop

(F1) {ψ(p − 1)} for k = p to q do: [ck] {ψ(q)} provided {ψ(k − 1)} ck {ψ(k)} for
p ≤ k ≤ q

Table 3 Hoare logic rules
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Proof Since the value of t and the value of the variables in V are unchanged by
the command, we easily find that

[γ
$
← X : (Sγ(t), Sγ(V − t), σγ)] = [γ

$
← [[cmd]]X : (Sγ(t), Sγ(V − t), σγ)]

and

[γ
$
← X;u

$
← U(len(t)) : (u, Sγ(V − t), σγ)] =

[γ
$
← [[cmd]]X;u

$
← U(len(t)) : (u, Sγ(V − t), σγ)].

The result then follows trivially from these two equalities. ⊓⊔

Next, we show that if a value of a variable t is indistinguishable from a random
value when given the values of variable in the set V , then adding to V variables
whose values is constructible from V − t does not help in distinguishing t from a
random value. The following lemma shows the result for single commands, but it
should be clear that this can be generalized to any poly-time computable value
using a simple structural induction.

Lemma 7 For any distribution X ∈ Dist(Γ ), if X |= Indis(t;V ), cmd is either

x
$
← U(l), x := y, x := y + 1, x := y ⊕ z or x := y‖z and x is constructible from

V − t, then [[cmd]](X) |= Indis(t;V, x).

Proof Let X |= Indis(t;V ). We first prove the result when the command is x
$
←

U(l), and then we can prove the result for all other commands together.

When the command is x
$
← U(l) for some l, then, following the semantics, we

have that

[γ
$
← [[x

$
← U(l)]]X : (Sγ(t), Sγ(V, x− t), σγ)]

= [γ
$
← X;u0

$
← U(l) : (Sγ(t), Sγ(V − t) ∪ {u0}, σγ)]

= [γ
$
← X;u0

$
← U(l);u1

$
← U(len(t)) : (u1, Sγ(V − t) ∪ {u0}, σγ)]

= [γ
$
← [[x

$
← U(l)]]X;u1

$
← U(len(t)) : (u1, Sγ(V, x− t), σγ)],

as required.
The proofs for the cases when the command is either x := y, x := y + 1,

x := y ⊕ z or x := y‖z are very similar so we prove the result for x := y ⊕ z and
leave the others to the reader. Since x is constructible from V − t (and therefore
y, z ∈ V − t), we get that the values of the variables in V − t uniquely determine
the value of x. Therefore, following the semantic function for x := y ⊕ z, for any
possible value νx for x, νσ for σ and set of values νV −t for V − t, which contains
a value νy for y and νz for z, we have

Pr[γ
$
← X : (Sγ(t) = νt) ∧ (Sγ(V − t) = νV −t) ∧ (σγ = νσ)]

= Pr[γ
$
← [[x := y ⊕ z]]X :

(Sγ(t) = νt) ∧ (Sγ(V − t) = νV −t) ∧ (Sγ(x) = νy ⊕ νz) ∧ (σγ = νσ)].
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And we can get the following similarly:

Pr[γ
$
← X;u

$
← U(len(t)) : (u = νt) ∧ (Sγ(V − t) = νV −t) ∧ (σγ = νσ)]

= Pr[γ
$
← [[x := y ⊕ z]]X;u

$
← U(len(t)) :

(u = νt) ∧ (Sγ(V − t) = νV −t) ∧ (Sγ(x) = νy ⊕ νz) ∧ (σγ = νσ)].

Combining these two with the fact that X |= Indis(t;V ), that is,

[γ
$
← X : (Sγ(t), Sγ(V − t), σγ)] =

[γ
$
← X;u

$
← U(len(t)) : (u, Sγ(V − t), σγ)]

we immediately obtain the following

[γ
$
← [[x := y ⊕ z]]X : (Sγ(t), Sγ(V − t) ∪ {S(x)}, σγ)] =

[γ
$
← [[x := y ⊕ z]]X;u

$
← U(len(t)) : (u, Sγ(V − t) ∪ {S(x)}, σγ)]

which by definition, means [[x := y ⊕ z]]X |= Indis(t;V, x). ⊓⊔

Lemma 8 Let cmd be either x
$
←− U , x := y, x := y‖z, x := y ⊕ z or x := y + 1.

Then the following rules are sound:
(G1) {LBad (ǫ)} cmd {LBad (ǫ)}
(G2) {Indep} cmd {Indep}
(G3) {Indis(t;V )} cmd {Indis(t;V )} if x 6∈ V unless x is constructible from

V − t, even if t = y or t = z

(G4) {Lctr(t;w; i;V ;V ′)} cmd {Lctr(t;w; i;V ;V ′)} if y, z 6∈ V ∪ V ′

(G5) {Lctr(t;w; i;V ;V ′)} cmd {Lctr(t;w; i;V ;V ′, x)} if [cmd is not x := y

nor x := y + 1, and y ∈ V ∪ V ′ or z ∈ V ∪ V ′, even if t = y or t = z]
or [cmd is x := y or x := y + 1, and y ∈ V ′]

(G6) {Ectr(t;w; i;V ;V ′)} cmd {Ectr(t;w; i;V ;V ′)} if y, z 6∈ V ∪ V ′

(G7) {Ectr(t;w; i;V ;V ′)} cmd {Ectr(t;w; i;V ;V ′, x)} if [cmd is not x := y+1
or x := y, and y ∈ V ∪ V ′ or z ∈ V ∪ V ′, even if t = y or t = z] or
[cmd is x := y + 1 and y 6∈ V ]

(G8) {ctr(t;w; i)} cmd {ctr(t;w; i)} even if {t, w} ∩ {y, z} 6= ∅ or if cmd is
y := E(y)

Proof empty line

(G1) Since cmd does not alter LE , and that LBad (ǫ) is a property of LE alone,
the execution of cmd does not change the probability that a configuration is
locally bad.

(G2) Since cmd does not alter LE , and that Indep is a property of LE alone, the
execution of cmd does not change whether the predicate holds.

(G3) If x 6∈ V , the result follows directly from Lemma 6. If x ∈ V and x is
constructible from V −t, we note that x being constructible from V −t precludes
the cases, when applicable, that t = y or t = z, and so we obtain the result by
combining the above with Lemma 7.
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(G4) Let X |= Lctr(t;w; i;V ;V ′). First, we find from the semantics that since
t 6∈ {x, y, z} and y, z 6∈ V ∪ V ′ = T Q(w), the command will not modify
either the table Tw or the set Qw, so we only have left to verify that t is
indistinguishable from a random value when given the values of all the variables
in Var \ (V ∪V ′) and the first coordinates of all the values in LE whose second
coordinate is not in V , which follows from Lemma 6.

(G5) We note that when cmd is not x := y nor x := y+1, then the variable x gets
added to Qw if and only if one of the variables appearing on the right side of
the command is in T Q(w) = V ∪V ′, whereas when cmd is x := y or x := y+1,
the variable x gets added to Qw if and only if y ∈ Qw. These are precisely the
conditions listed in the rule. Otherwise, the proof proceeds exactly as in (G4)

(G6),(G7) The proof are essentially the same as for (G4) and (G5) respectively,
except that t has to be indistinguishable from a random value when given the
values of all the variables in Var \ (V ∪ V ′) and the first coordinates of all
the values in LE whose second coordinate is not in V − x. This follows from
Lemma 7.

(G8) This is trivial since once a variable gets added to Tw[i], it is never removed.

⊓⊔

5.2.2 Random sampling:

Lemma 9 The following rule is sound:

(R1) {true} x
$
←− U {Indis(x;Var∗) ∧ Lctr(x;x; 0; {x}; ∅) ∧ Ectr(x;x; 0; {x}; ∅)}

Proof Let X be any distribution. The fact that [[x
$
←− U ]]X |= Indis(x;Var∗) is

immediate, and we can see from the semantics that the execution of the com-
mand will create a new table Tx containing only x, and the indistinguishability
from randomness required for Lctr(x;x; 0; {x}; ∅) and Ectr(x;x; 0; {x}; ∅) are im-

plied by Indis(x;Var∗), therefore, [[x
$
←− U ]]X |= Lctr(x;x; 0; {x}; ∅) and [[x

$
←−

U ]]X |= Ectr(x;x; 0; {x}; ∅). ⊓⊔

5.2.3 Assignment:

Lemma 10 The following rule is sound:
(A1) {Indis(y;V )} x := y {Indis(x;V )} provided y 6∈ V
(A2) {ctr(y;w; i)} x := y {ctr(x;w; i)} even if y = w

(A3) {Lctr(t;w; i;V ;V ′)} x := y {Lctr(t;w; i;V, x;V ′)} if y ∈ V , even if t = y

or w = y

(A4) {Ectr(t;w; i;V ;V ′)} x := y {Ectr(t;w; i;V, x;V ′)} if y ∈ V , even if
t = y or w = y

Proof The first two rules are trivial consequences of the semantics, particularly
the fact that the value of x is the same as the value of y. The last two are sim-
ple consequences of the fact that if, for any configuration (S, T ,Q, E ,LE , σ) we
have y ∈ Tw[j] for some j, then we have that x ∈ T ′

w[j] for any configuration

(S′, T ′,Q′, E ′,LE
′, σ′)

$
← [[x := y]](S, T ,Q, E ,LE , σ). ⊓⊔
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5.2.4 XOR operator:

Lemma 11 The following rule is sound:
(X1) {Indis(y;V, z)} x := y ⊕ z {Indis(x;V, z)} if y 6= z and x, y 6∈ V

Proof Define V ′ = V ∪ {z}, and let X |= Indis(y;V ′, y) with y 6= z, y 6∈ V ′, so
V ′ − y = V ′ and therefore

[γ
$
← X : (Sγ(y), Sγ(V

′), σγ)] =

[γ
$
← X;u

$
← U(len(y)) : (u, Sγ(V

′), σγ)].

So for any fixed value ν for y, νσ for σ and set of values νV ′ for V ′ that occurs
with non-zero probability in X, we have that

Pr[γ
$
← X : (Sγ(y) = ν) ∧

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

= Pr[γ
$
← X : (Sγ(y) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]·

Pr[γ
$
← X :

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)].

Now, from X |= Indis(y;V ′, y), we easily get that

Pr[γ
$
← X : (Sγ(y) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)] =
1

2len(y)
,

and, since conditioning on S(V ′) = νV ′ fixes the value of the variable z (because
z ∈ V ′), we also get

Pr[γ
$
← X : (Sγ(y)⊕ Sγ(z) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)] =
1

2len(y)
.

Since the semantic function of the command x := y⊕ z does not change the value
of σ or that of any variable in V ′, we find that

Pr[γ
$
← X :

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

= Pr[γ
$
← [[x := y ⊕ z]]X :

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)],

and by definition of the semantic function of the command x := y ⊕ z, we get

Pr[γ
$
← X : (Sγ(y)⊕ S(z) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

= Pr[γ
$
← [[x := y ⊕ z]]X : (Sγ(x) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

Combining all the above, we get

Pr[γ
$
← X : (Sγ(y) = ν) ∧

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

= Pr[γ
$
← X : (Sγ(y) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]·

Pr[γ
$
← X :

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

= Pr[γ
$
← [[x := y ⊕ z]]X : (Sγ(x) = ν) |

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]·

Pr[γ
$
← [[x := y ⊕ z]]X :

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]

= Pr[γ
$
← [[x := y ⊕ z]]X : (Sγ(x) = ν) ∧

(

Sγ(V
′) = νV ′

)

∧ (σγ = νσ)]
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It therefore follows that

[γ
$
← [[x := y ⊕ z]]X : (Sγ(x), Sγ(V

′), σγ)] =

[γ
$
← [[x := y ⊕ z]]X;u

$
← U(len(x)) : (u, Sγ(V

′), σγ)],

and so [[x := y ⊕ z]]X |= Indis(x;V, x, z) as required. ⊓⊔

5.2.5 Concatenation:

Lemma 12 The following rule is sound:
(C1) {Indis(y;V, z) ∧ Indis(z;V, y)} x := y‖z {Indis(x;V )} if y, z 6∈ V and

y 6= z

Proof Let X be a distribution such that X |= Indis(y;V, z) ∧ Indis(z;V, y) with
y, z 6∈ V . From X |= Indis(y;V, z) and y 6= z, we get that

[γ
$
← X : (Sγ(y)‖Sγ(z), Sγ(V ), σγ)] =

[γ
$
← X;u

$
← U(len(y)) : (u‖Sγ(z), Sγ(V ), σγ)].

This is obtained simply by rearranging the information in the definition of X |=
Indis(y;V, z). Similarly, from X |= Indis(z;V, y), we get that X |= Indis(z;V ) from
Lemma 1, so that

[γ
$
← X;u1

$
← U(len(y)) : (u1‖Sγ(z), Sγ(V ), σγ)] =

[γ
$
← X;u1

$
← U(len(y));u2

$
← U(len(z)) : (u1‖u2, Sγ(V ), σγ)].

Since the concatenation of two independent, randomly sampled string has the
same distribution as a single randomly sampled string of the same length, and
since x := y‖z does not change the value of the variables in V , we get

[γ
$
← X;u1

$
← U(len(y));u2

$
← U(len(z)) : (u1‖u2, Sγ(V ), σγ)] =

[γ
$
← [[x := y‖z]]X;u

$
← U(len(y) + len(z)) : (u, Sγ(V ), σγ)].

Combining all these, we obtain that

[γ
$
← [[x := y‖z]]X : (Sγ(x), Sγ(V ), σγ)] =

[γ
$
← [[x := y‖z]]X;u

$
← U(len(y) + len(z)) : (u, Sγ(V ), σγ)],

which means that [[x := y‖z]]X |= Indis(x;V ), as required. ⊓⊔
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5.2.6 Block cipher:

Lemma 13 The following rules are sound:

(B1) {Indis(y; {ℓE}) ∧ LBad (ǫ)} x := E(y) {LBad
(

ǫ+ |LE |
2η

)

}

(B2) {Ectr(y;w; i;V ;V ′) ∧ LBad (ǫ)} x := E(y) {LBad
(

ǫ+ |LE |
2η

)

}

(B3) {Indis(y; {ℓE}) ∧ Indep} x := E(y) {Indep}
(B4) {Ectr(y;w; i;V ;V ′) ∧ Indep} x := E(y) {Indep}
(B5) {true} x := E(y) {Indis(x;Var∗) ∧ Lctr(x;x; 0; {x}; ∅)∧

Ectr(x;x; 0; {x}; ∅)}
(B6) {Indis(t;V )} x := E(y) {Indis(t;V, x)} even if t = y

(B7) {Indis(t;V, y, ℓE)} x := E(y) {Indis(t;V, x, y, ℓE)} (here, t 6= y)
(B8) {Lctr(t;w; i;V ;V ′)} x := E(y) {Lctr(t;w; i;V ;V ′)} provided y 6∈ V ′,

even if t = y

(B9) {Lctr(t;w; i;V ;V ′)∧ Indis(t;Var∗ \W )} x := E(y) {Lctr(t;w; i;V ;V ′)}
where W = (V ∪ V ′) \ {y}, provided t 6= y

(B10) {Ectr(t;w; i;V ′′, V ′′′) ∧ Ectr(y;u; j;V ;V ′)} x := E(y)
{Ectr(t;w; i;V ′′;V ′′′)} provided [w = u and i 6= j] or [w 6= u]

(B11) {Ectr(t;w; i;V ;V ′)∧ Indis(t;Var∗ \W )} x := E(y) {Ectr(t;w; i;V ;V ′)}
where W = (V ∪ V ′) \ {y}, provided t 6= y

Proof empty line

(B1) LetX |= Indis(y; {ℓE})∧LBad (ǫ). Since the command x := E(y) has the effect
of adding the pair (S(y), y) to LE , if a configuration (S, σ, E , T ,Q,LE) ← X

was not locally bad, but becomes locally bad as a result of the execution
of x := E(y), then it must be the case that S(y) ∈ LE .dom. Therefore, the

probability Pr[γ
$
← [[x := E(y)]]X : LBad(γ)] is no more than Pr[γ

$
← X :

LBad(γ)] + Pr[γ
$
← X : S(y) ∈ LE .dom], which, as we saw in Corollary 1, is

precisely ǫ+ |LE |
2η since the block cipher is a function from {0, 1}η to {0, 1}η

(B2) The proof is similar to the proof of (B1), the only difference is that we need
Corollary 2 instead of Corollary 1.

(B3) Let X |= Indis(y; {ℓE})∧Indep. Since X |= Indep, and the command x := E(y)
only adds (S(y), y) to LE , to obtain [[x := E(y)]]X |= Indep, we only need to
prove the following:

[γ
$
← [[x := E(y)]]X : (Sγ(y), {s

′ : (s′,⊥) ∈ LEγ}, σγ))] =

[γ
$
← [[x := E(y)]]X;u

$
← U(len(y)) :

(u, {s′ : (s′,⊥) ∈ LEγ}, σgamma)]

which is clearly implied by X |= Indis(y; {ℓE}), and the fact that the command
x := E(y) does not modify the set {s′ : (s′,⊥) ∈ LEγ}.

(B4) This is proven the same way as rule (B3).
(B5) Since, in our modified semantics, the value assigned to the variable x is sam-

pled uniformly at random, [[x := E(y)]] |= Indis(x;Var∗) is immediate and, as in
the proof of rule (R1), we can see from the semantics that the execution of the
command will create a new table Tx containing only x, and the indistinguisha-
bility from randomness required for Lctr(x;x; 0; {x}; ∅) and Ectr(x;x; 0; {x}; ∅)
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are implied by Indis(x;Var∗), therefore, [[x
$
←− U ]]X |= Lctr(x;x; 0; {x}; ∅) and

[[x
$
←− U ]]X |= Ectr(x;x; 0; {x}; ∅). ⊓⊔

.
(B6) Suppose x 6∈ V . Since x, ℓE 6∈ V , then the values in V are unchanged by

the application of the command, so we get that X |= Indis(t;V ) implies [[x :=
E(y)]]X |= Indis(t;V ) from Lemma 6. We obtain [[x := E(y)]]X |= Indis(t;V, x)
using an argument similar to Lemma 7 and the fact that the value of x is
sampled uniformly at random.

(B7) The proof of this rule is similar to the proof of rule (B6), we only need

the additional observation that, for γ
$
← [[x := E(y)]]X, Sγ(y) ∪ LEγ .dom =

LEγ .dom since (Sγ(y), y) was added to LEγ as a result of the execution of the
command.

(B8) Let X |= Lctr(t;w; i;V ;V ′), so for every configuration (S, σ, E , T ,Q,LE) that
has non-zero probability in X, Tw[i] = t and Tw[i + 1] = ⊥, V = Set(Tx),
V ′ = Qw, and the following holds:

[γ
$
← X : (Sγ(x),W, σγ)] = [γ

$
← X;u

$
← U(len(x)) : (u,W, σγ)]

where the set W is equal to Sγ(Var \ (V ∪ V ′)) ∪ {s : (s, v) ∈ LEγ ∧ v 6∈ V }.
Since the the command x := E(y) has no effect on either Tw or Qw, we will
clearly have that for every configuration (S, σ, E , T ,Q,LE) that is not bad and
has non-zero probability in [[x := E(y)]]X, t ∈ Tw[i] and Tw[i + 1] = ∅, V =
Set(Tw), V ′ = Qw for the same i and w as in the corresponding configuration
in X.
Also, since y 6∈ V ′, then either y ∈ V , t = y or y ∈ Var \ (V ∪ V ′ ∪ {t}).
We first note that t = y implies that y ∈ Tw[i] and so y ∈ V . If y ∈ V ,
then the variable y is excluded in both Var \ (V ∪ V ′) and the value of y is
excluded from {s : (s, v) ∈ LEγ ∧ v 6∈ V }, and therefore the composition of
W = Sγ(Var \ (V ∪ V ′ ∪ {t})) ∪ {s : (s, v) ∈ LEγ ∧ v 6∈ V } is not altered by
the command. If y ∈ Var \ (V ∪ V ′ ∪ {t}), then the value of the variable y is in
W = Sγ(Var\ (V ∪V ′∪{t}))∪{s : (s, v) ∈ LEγ ∧v 6∈ V } both before and after

the execution of the command. In any of these cases, for γ
$
← [[x := E(y)]]X,

the composition of W = Sγ(Var \ (V ∪ V ′ ∪ {t})) ∪ {s : (s, v) ∈ LEγ ∧ v 6∈ V }
is unchanged compared to what it was for the corresponding configuration in
X, therefore fact that the following holds:

[γ
$
← [[x := E(y)]]X : (Sγ(x),W, σγ)] =

[γ
$
← [[x := E(y)]]X;u

$
← U(len(x)) : (u,W, σγ)]

is an immediate consequence from the fact that it did in X.
Hence, [[x := E(y)]]X |= Lctr(t;w; i;V ;V ′).

(B9) Let X |= {Lctr(t;w; i;V ;V ′) ∧ Indis(t;Var∗ \W ) where W = (V ∪ V ′) \ {y},
provided t 6= y. Similarly as in the proof of rule (B8), since the the command
x := E(y) has no effect on either Tw or Qw, we will clearly have that for every
configuration (S, σ, E , T ,Q,LE) that is not bad and has non-zero probability
in [[x := E(y)]]X, t ∈ Tw[i] and Tw[i + 1] = ∅, V = Set(Tw), V ′ = Qw for the
same i and w as in the corresponding configuration in X.
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Now, from the proof of rule (B7), since X |= Indis(t;Var∗ \ W ) and y, ℓE ∈
Var∗ \W , we have that [[x := E(y)]]X |= Indis(t;Var∗ \W ). It then follows from
the first line of Lemma 1 that

[γ
$
← X : (Sγ(x),W

′
, σγ)] = [γ

$
← X;u

$
← U(len(x)) : (u,W ′

, σγ)]

where the set W ′ is equal to Sγ(Var \ (V ∪ V ′)) ∪ {s : (s, v) ∈ LEγ ∧ v 6∈ V }.
(B10) The proof of this rule is similar to the proof of rule (B8), except that the

value of s such that (s, v) ∈ LE ∧ v ∈ Tw[i] is no longer removed from the set
W , so, in additions to the conditions for the rule (B8), we must ensure that y
is not in Tw[i]. If u = w and i 6= j, then y ∈ V = Tw and since i 6= j, clearly,
y 6∈ Tw[i] since y ∈ Tw[j] and so the proof proceeds just like the case y ∈ V in
the proof rule (B8). If u 6= w, then y ∈ Tu[j] and y 6∈ Tw[i] since Tu and Tw are
mutually exclusive. In addition, y 6∈ V ′ since y ∈ Tu means that y must have
been obtained by repeatedly incrementing the value of u, and so the value of w
was never involved in its computation. Therefore, the proof proceeds just like
the case y ∈ Var \ (V ∪ V ′ ∪ {t}) in the proof of rule (B8).

(B11) The proof is exactly the same as the proof of rule (B9). The condition
Indis(t;Var∗ \W ) with y ∈ Var∗ \W ensures, using Lemma 3 that, as in the
previous proof, y 6∈ Tw[i].

⊓⊔

5.2.7 Increment:

Lemma 14 The following rules are sound:
(I1) {Indis(y;V )} x := y + 1 {Indis(x;V )} if y 6∈ V
(I2) {Lctr(y; z; i;V ;V ′)} x := y + 1 {Lctr(x; z; i+ 1;V, x;V ′)∧

Ectr(x; z; i+ 1;V, x;V ′)}
(I3) {ctr(y; z; i)} x := y + 1 {ctr(x; z; i+ 1)}
(I4) {Lctr(t;w; i;V ;V ′) ∧ ctr(y, w, j)} x := y + 1 {Lctr(t;w; i;V, x;V ′)} if

j < i

(I5) {Ectr(t;w; i;V ;V ′)} x := y + 1 {Ectr(t;w; i;V, x;V ′)} if y ∈ V , even if
t = y

Proof empty line

(I1) This rule is a simple consequence of the fact that if a value s is randomly
distributed in {0, 1}l, then so is s + 1. Let X |= Indis(y;V, y) and x, y 6∈ V .
Then,

[γ
$
← [[x := y + 1]]X : (Sγ(x), Sγ(V, x− x), σγ)]

= [γ
$
← X : (Sγ(y) + 1, Sγ(V ), σγ)]

= [γ
$
← X;u

$
← U(len(x)) : (u+ 1, Sγ(V ), σγ)]

= [γ
$
← [[x := y + 1]]X;u

$
← U(len(x)) : (u, Sγ(V, x− x), σγ)].

Hence [[x := y + 1]]X |= Indis(x;V, x).
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(I2) Let X |= Lctr(y; z; i;V ;V ′), so, by definition, for every configuration (S, σ, E ,
T ,Q,LE) that has non-zero probability in X, Tz[i] = y and Tz[i + 1] = ⊥,
Set(Tx) = V , Qy = V ′, and

[γ
$
← X : (Sγ(y),W, σγ)] = [γ

$
← X;u

$
← U(len(y)) : (u,W, σγ)]

where the set W is equal to Sγ(Var\(V ∪V ′∪{y}))∪{s : (s, v) ∈ LEγ∧v 6∈ V }.
Therefore, using the semantics, it should be clear that for every configuration
(S, σ, E , T ,Q,LE) that is not bad and has non-zero probability in [[x := y+1]]X,
Tz[i + 1] = x and Tz[i + 2] = ⊥, Set(Tx) = V, x, Qy = V ′. In addition, we
obtain that

[γ
$
← X : (Sγ(x),W

′
, σγ)] = [γ

$
← X;u

$
← U(len(x)) : (u,W ′

, σγ)]

where the setW ′ is equal to Sγ(Var\(V, x∪V ′∪{x}))∪{s : (s, v) ∈ LEγ∧v 6∈ V }
by applying the same technique as in the proof of rule (I1), because the value
of neither x nor y is in W and W ′ ⊂ W . Hence [[x := y + 1]]X |= Lctr(x; z; i+
1;V, x;V ′).
Noting that since the variable x cannot appear on the right-hand side of any
previous command because the value of x had not been assigned, and in par-
ticular, it cannot appear in any command of the form z := E(x) before the ex-

ecution of the command x := y + 1, for any configuration γ
$
← [[x := y + 1]]X,

there cannot be any pair of the form (s, x) in LEγ for any string s. Thus,
{s : (s, v) ∈ LEγ ∧ v 6∈ V − x} = {s : (s, v) ∈ LEγ ∧ v 6∈ V } and the proof
of [[x := y + 1]]X |= Ectr(x; z; i + 1;V, x;V ′) is done exactly as the proof of
[[x := y + 1]]X |= Lctr(x; z; i+ 1;V, x;V ′) above.

(I3) Follows trivially from the semantics.
(I4) This rule covers the case that was not included in rules (G4) and (G5). It

follows from the semantics that if X |= Lctr(t;w; i;V ;V ′) ∧ ctr(y, w, j)}, and
j < i, then x gets added to Tw[j + 1] and so x is added to Set(Tw). We must
have that j < i because if we had j = i, then the predicate Lctr(t;w; i;V ;V ′)
would have to be ‘transferred’ to x, i.e. rule (I1) needs to be applied. The case
j > i is clearly impossible since X |= Lctr(t;w; i;V ;V ′).

(I5) This is similar to the previous rule, except that the case t = y is no longer an
issue.

⊓⊔

5.2.8 For loop:

Lemma 15 The following rule is sound:

– (F1) {ψ(p− 1)} for k = p to q do: [ck] {ψ(q)} provided {ψ(k − 1)} ck {ψ(k)}
for p ≤ k ≤ q

Proof This is a trivial induction on the number of iterations of the loop. ⊓⊔
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6 A Method for Proving Semantic Security

Combining Theorem 2 with our Hoare logic, we can now prove the following results,
which demonstrate the soundness of our method.

Theorem 3 Let M(m1| . . . |mn, cn) : cmd be a generic encryption mode. If the
Hoare triple {LBad (0) ∧ Indep} cmd {Indis(cn; ∅) ∧ LBad (ǫ(qE, qE)) ∧ Indep} is
valid, where qE and qE are the number of calls made to the LR encryption oracle
by the algorithm that created the distribution X and the number of computations
of the block cipher made to answer those oracle queries respectively, then, under
the assumption that the block cipher is a random function in Φη, for any LoR-CPA

adversary B, the following holds:

Adv
LoR-CPA

M (B) ≤

Q
∑

i=1

ǫ(i, q
(i)
E )

where Q is an upper bound on the number of encryption queries made by B, and

q
(i)
E is an upper bound on the number of computations of the block cipher required

to answer the first i encryption queries made by B.

Proof Let X be any distribution in CDist0(Γ ). Then, by Lemma 5, we have that
X |= LBad (0)∧Indep. Using all the lemmas above about the soundness of our rules,
if the Hoare triple {LBad (0)∧ Indep} cmd {Indis(cn; ∅)∧LBad (ǫ(qE, qE))∧ Indep} is
valid, then we can conclude that [[cmd]]X |= Indis(cn; ∅)∧ LBad (ǫ(qE, qE))∧ Indep.
So all the hypotheses of Theorem 2 are satisfied and the result is obtained by
simply applying it. ⊓⊔

We note that, as a result of this, if we need only to obtain a proof that the advan-
tage of any adversary is negligible instead of getting the exact security analysis,
then we can replace the predicate LBad (ǫ) by a simpler predicate LBad which holds

in a distribution X iff Pr[γ
$
← X : LBad(γ)] is negligible.4 Using this modified

predicate, we obtain the following corollary.

Corollary 3 Let M(m1| . . . |mn, cn) : cmd be a generic encryption mode. If the
Hoare triple {LBad∧ Indep} cmd {Indis(cn; ∅)∧LBad∧ Indep} is valid, then, under
the assumption that the block cipher is a random function in Φη, the encryption
scheme M is LoR-CPA-secure.

All our analysis so far has assumed that the block cipher was a function selected
uniformly at random in Φη. Our final step is to remove this assumption and relate
the security of the scheme to the probability that an adversary can distinguish the
block cipher from a pseudorandom function (PRF).

Theorem 4 Let M(m1| . . . |mn, cn) : cmd be a generic encryption mode. If the
Hoare triple {LBad (0) ∧ Indep} cmd {Indis(cn; ∅) ∧ LBad (ǫ(qE, qE)) ∧ Indep} is
valid, then for any LoR-CPA adversary B against an instantiation ofM with block

4 To use our logic with this predicate, we have to modify rules (G1), (B1) and (B2) in the
obvious way.
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cipher F , there exists an algorithm C that can distinguish F from a pseudorandom
function such that the following holds:

Adv
LoR-CPA

M (B) ≤ 2Adv
PRF
C,F +

Q
∑

i=1

ǫ(i, q
(i)
E )

where Q is an upper bound on the number of encryption queries made by B, and

q
(i)
E is an upper bound on the number of computations of the block cipher required

to answer the first i encryption queries made by B.

Proof This proof is done exactly like that of Theorem 11 in [BDJR97], we include
it here for completeness.

Let B be a LoR-CPA adversary against an instantiation ofM with block cipher
F .

We construct adversary C against PRF F as follows5:

1. First, C randomly selects a bit b ∈ {0, 1}.
2. Then, C runs algorithm B. When B makes a query (M0,M1) to its LR oracle,
C answers it by encrypting Mb using the algorithm described by M, using its
oracle for the computation of the block cipher.

3. When B terminates and outputs a bit b′, C outputs 1 if b = b′, and 0 otherwise.

Define the event correct(F ) to be the event that B correctly guesses the bit b
when the block cipher F is used, and correct(Φ) the event that B correctly guesses
when a random function from Φη is used in place of the block cipher. Then, by
definition, AdvPRF

C,F = correct(F ) − correct(Φ). Therefore, using the notation of
Definition 2, we can obtain that

correct(F ) = Pr[B outputs 1 ∧ b = 1] + Pr[B outputs 0 ∧ b = 0]

= Pr[B outputs 1|b = 1]Pr[b = 1] + Pr[B outputs 0|b = 0]Pr[b = 0]

=
1

2
Pr[Exp

LoR-CPA−1
M (B, η) = 1] +

1

2
Pr[Exp

LoR-CPA−0
M (B, η) = 0]

=
1

2

(

Pr[Exp
LoR-CPA−1
M (B, η) = 1] + (1− Pr[Exp

LoR-CPA−1
M (B, η) = 0])

)

=
1

2

(

1 + Adv
LoR-CPA
M (B)

)

.

The same can be done for correct(Φ), and combining this with the upper bound
on AdvLoR-CPA

M (B) when the block cipher is a random function given by Theorem 3
we get the following:

correct(Φ) ≤
1

2

(

1 +

Q
∑

i=1

ǫ(i, q
(i)
E )

)

.

Therefore,

Adv
PRF
C,F = correct(F )− correct(Φ)

≥
1

2

(

1 + Adv
LoR-CPA
M (B)

)

−
1

2

(

1 +

Q
∑

i=1

ǫ(i, q
(i)
E )

)

,

and the result follows. ⊓⊔

5 Recall that a PRF adversary is given access to an oracle and has to determine whether his
oracle computes the block cipher or a random function.
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7 Implementation

Theorem 3 states that to prove the security of a mode of operation, it suffices to
prove that {LBad (0)∧ Indep} cmd {Indis(cn; ∅)∧LBad (ǫ(qE, qE))∧ Indep} is valid,
where cmd is the program of the mode of operation. Two methods can be used to
show this. The first method consists in starting at the beginning of cmd and, at
each simple command, applying every possible rule until we reach the end, and
see if Indis(cn; ∅)∧LBad (ǫ(qE, qE))∧ Indep holds at the end for some values qE and
qE . The second method consists in starting at the end of cmd with the formula
Indis(cn; ∅) ∧ LBad (ǫ(qE, qE)) ∧ Indep, where the values of qE and qE is for now
undetermined, and, at each command, determining which formula needs to hold
before the command in order to have the predicate we need afterwards.

The second method lets us keep only those invariants that we need, but some-
times, several rules may lead to the desired postconditions, and each possibility
may need to be explored separately to obtain a proof, which could require a very
large (in the worst case, exponential) number of branches being explored. In ad-
dition, if using the backwards method, some of our predicates, particularly those
relating to counters such as Lctr(x; y; i;V ;V ′), would require us to make “guesses”
about some of the elements of the predicate (such as the starting variable y, the
index i, etc), and an erroneous choice in the guess could result in the need to back-
track. For these reasons, we decided to go through the program of the mode of
operation from beginning to end. This tends to be more straightforward, but may
require to keep track of many invariants that are not necessary to obtain the final
result. This can however be mitigated by adapting the predicate filter of [GLL13].

7.1 Loop Predicate Discovery

The code of a general encryption mode will generally contain at least one for loop.
It is therefore important to be able to find predicates ψ(i) that will enable us to
apply the rule (F1) from our logic. We present two heuristics that can be used
to discover such an invariant, and we show how to apply them on CBCE and a
modified version of CTRE . The first heuristic runs the code of the loop once and
attempts to find an invariant by simply looking at the predicates that the formulas
before and after the execution of the loop have in common. The second heuristic
runs the code of the loop several times and attempts to determine the patterns
that emerge after each execution and extrapolates them.

When we hit a command “for k = p to q do: [cmdk]”, we express the for-
mula that holds before the command in the form ϕ(p − 1). The basic method
for finding a stable loop invariant consists in processing the program of the loop
cmd to find the formula ψ(k) such that {ϕ(k − 1)} cmdk {ψ(k)} holds. We then
find the maximal formula ϕ′(k) that is implied by both ϕ(k) and ψ(k), immedi-
ately replacing the predicate Indis(ck;V ) for any set V , if present, by its weak-
ening Indis(ck, {m1, . . . ,mn}). Replacing Indis(ck;V ) by Indis(ck, {m1, . . . ,mn}) is
allowed by Lemmas 1 and 4. This simplifies the predicate and increases the prob-
ability that the heuristic finds an invariant. It is often sufficient for finding proofs
since we only need the empty set in the predicate Indis(cn; ∅) to apply Theorem 3.
We test if {ϕ′(k − 1)} cmdk {ϕ

′(k)} holds, and if so, we have found a stable loop
invariant and we can apply rule (F1).
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This first heuristic is generally sufficient to find the loop invariant of all modes
of operations whose description consists of a short sequence of initial steps followed
by a single loop that does all the encrypting. In particular, this should cover all the
modes produced by the automated synthesizer for block cipher modes of operations
of [MKG14].

Example 1 We show how to apply this heuristic in the case of CBCE , whose
description can be found in Figure 2. In this example, we assume that we do
not want to find the exact security bound for CBCE and we use the simplified
predicate LBad described in Corollary 3. To simplify the writing, we also apply
only the rules that are necessary to obtain the proof.

We easily find that, after processing the first two commands, z0
$
←− U(η);

c0 := z0;, and applying rules (G1), (G2) and (R1), then (G1), (G2), (G3) and
(A1), we obtain the formula LBad∧ Indep∧ Indis(z0;Var− c0)∧ Indis(c0;Var− z0).
Parameterizing this in terms of k and weakening the indistinguishability predicate,
we obtain the following:

ϕ(k) = LBad ∧ Indep ∧ Indis(zk;Var
∗ − ck) ∧ Indis(ck; {m1, . . . ,mn})

We recall that the three instructions of the loop in CBCE are the following:

yk := zk−1 ⊕mk; zk := E(yk); ck := ck−1‖zk;

After processing the program of the loop on ϕ(k − 1), we obtain the following:

ψ(k) =LBad ∧ Indep∧

Indis(zk−1;Var \ {yk, ck−1, ck}) ∧ Indis(ck−1; {m1, . . . ,mn}})∧

Indis(yk;Var \ {zk, ck−1, ck}}) ∧ Indis(zk;Var
∗ − ck)∧

Indis(ck; {m1, . . . ,mn})

This is obtained after applying rules (G1), (G2), (G3) and (X1) for the first com-
mand, (B1), (B3), (B5) and (B6) for the second and (G1), (G2), (G3) and (C1) for
the third. We find that the maximal formula implied by both ϕ(k) and ψ(k), after
weakening the indistinguishability predicate pertaining to ck, is the following:

ϕ
′(k) = LBad ∧ Indep ∧ Indis(zk;Var

∗ − ck) ∧ Indis(ck; {m1, . . . ,mn})

Testing this formula through the program of the loop again, we find that it is a
loop invariant, therefore we can apply rule (F1) and obtain that, at the end of the
program of CBCE , the following formula holds:

LBad ∧ Indep ∧ Indis(zn;Var
∗ − cn) ∧ Indis(cn; {m1, . . . ,mn}).

Therefore, we can apply Corollary 3 and find that CBCE is LoR-CPA-secure. ⊓⊔

Unfortunately, this heuristic usually fails when the proof requires to accumulate
predicates at each iteration of the loop. For example, Figure 3 shows an alternative
description of CTRE for which our first heuristic would not return a loop invariant
strong enough to find a proof. In addition, the heuristic does not enable us to
collect enough information to extrapolate the security parameter contained in
the predicate LBad (ǫ) that is necessary for an exact security analysis. For these
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reasons, we present a second heuristic based on widening in abstract interpretation.
We start with formula ϕ(k− 1), and process the program of the loop once to find
formula ψ1(k) such that {ϕ(k− 1)} cmdk {ψ1(k)} (we do this by applying at each
step every rule whose precondition is met). Then, we repeat this starting with
formula ψ1(k− 1) to find formula ψ2(k) such that {ψ1(k− 1)} cmdl {ψ2(k)}. The
idea is then to inspect formulas ϕ(k), ψ1(k) and ψ2(k) for patterns that can be
extrapolated. For example, we can try to identify a predicate γ(k) such that:

1. γ(k) appears in ϕ(k),
2. γ(k − 1) ∧ γ(k) appears in ψ1(k),
3. γ(k − 2) ∧ γ(k − 1) ∧ γ(k) appears in ψ2(k).

We then use a new starting formula ϕ′(k) which is just like ϕ(k), except that
the occurrence of γ(k) in ϕ(k) is replaced by

∧j=k
j=p−1 γ(j) in ϕ′(k). Note that,

by construction, ϕ(p − 1) is equal to ϕ′(p − 1), so we know that ϕ′(p − 1) is
satisfied at the beginning of the loop. We can similarly try to find patterns that
appear only after the first iteration of the loop, that is, γ(k) appears in ψ1(k) and
γ(k − 1) ∧ γ(k) appears in ψ2(k), in which case occurrences of γ(k) in ϕ(k) are
replaced by

∧j=l
j=p γ(j) in ϕ′(l).

CTR′(m1‖m2‖ . . . ‖mn, cn) :

ctr0
$
←− U ; c0 := ctr0;

for i = 1 to n do:

[ctri := ctri−1 + 1; yi := E(ctri)];
for i = 1 to n do:

[zi := yi ⊕mi; ci := ci−1‖zi];

Fig. 3 Alternative description of CTRE

The predicate LBad (ǫ) can be treated similarly, except that it is the security
parameter inside the predicate that may change from one iteration to the next
instead of new invariants appearing at each iteration. We examine how the pa-
rameter in the predicate evolves in ϕ(k), ψ1(k) and ψ2(k) – it will either remain
the same, or new terms are added at each iteration – and, if necessary, we extrap-
olate this evolution in the form of a sum. The example below shows how this is
done. One may decide to first find a stable loop invariant ϕ′(k) using either of our
heuristics while disregarding the security parameter in LBad (that is, using the
predicate LBad without its parameter, as suggested before Corollary 3), and then
to repeat the process a second time, that is, process the program of the loop twice
to obtain ϕ′(k), ψ′

1(k) and ψ′
2(k), this time looking only at how the parameter in

LBad evolves to obtain a stable invariant ϕ′′(k) with the security parameter.
Our choice to process the program of the loop two times (to obtain ψ1(k) and

ψ2(k)) for the second heuristic is rather arbitrary and was made because it seems
to work well in practice. It is however possible to construct artificial examples for
which the pattern would not emerge after only two iterations6, and for those cases,
it would be necessary to repeat the process more times.

6 For example, a variant of CBC in which the line yk := zk−1 ⊕mk is replaced by yk :=
zk−3 ⊕ zk−2 ⊕ zk−1 ⊕mk would require four iterations before the definitive pattern emerges.
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Example 2 We found in the previous example that the following formula was a
stable invariant for the loop in CBCE :

ϕ
′(k) = LBad ∧ Indep ∧ Indis(zk;Var

∗ − ck) ∧ Indis(ck; ∅)

Adding the parameter to LBad for the first two commands before executing the
loop, we find that the predicate LBad (0) holds before executing the loop. Let q be
the number of elements in LE . Then we find that, after processing the program of
the loop once to obtain ψ′

1(k) we get the following:

ψ
′
1(k) = LBad

( q

2η

)

∧ Indep ∧ Indis(zk;Var
∗ − ck) ∧ Indis(ck; ∅)

We note that there are now q + 1 elements in LE . We repeat this a second time
and obtain the following:

ψ
′
2(k) = LBad

(

q + (q + 1)

2η

)

∧ Indep ∧ Indis(zk;Var
∗ − ck) ∧ Indis(ck; ∅)

Extrapolating this, we get the following stable invariant with security parameter:

ϕ
′′(k) = LBad

(

∑k−1
i=0 q + i

2η

)

∧ Indep ∧ Indis(zk;Var
∗ − ck) ∧ Indis(ck; ∅)

So that, at the end of the program, the following formula holds:

LBad

(

∑n−1
i=0 q + i

2η

)

∧ Indep ∧ Indis(zn;Var
∗ − cn) ∧ Indis(cn; ∅)

Using this in Theorem 4, we find that for any LoR-CPA adversary B against an
instantiation of CBCE with block cipher F , there exists an algorithm C that can
distinguish F from a pseudorandom function such that the following holds:

Adv
LoR-CPA
CBCE

(B) ≤ 2Adv
prf
C,F +

Q
∑

i=1

∑q
(i)
E

−1
j=0 (

∑i−1
k=1 q

(k)
E ) + j

2η

where
∑i−1

k=1 q
(k)
E is the number of computation of the block cipher necessary to

answer the first i−1 encryption queries, that is, the size of LE after answering the
first i− 1 encryption queries. Let Ωi =

∑i−1
k=1 q

(k)
E denote this sum. Note that the

numerator of the term in this sum with i = i0 is simply a sum of all the integers
from Ωi0 to Ωi0 + q

(i0)
E − 1. Similarly, the numerator of the term in this sum with

i = i0 + 1 is the sum of all the integers from Ωi0+1 to Ωi0+1 + q
(i0+1)
E − 1. Since

Ωi0+1 = Ωi0 + q
(i0)
E , we obtain that the sum of those two terms is the sum of all

integers from Ωi0 to Ωi0 + q
(i0)
E + q

(i0+1)
E − 1. Generalizing this, if we let QE be

the total number of computations of the block cipher necessary to answer all of
the adversary’s encryption queries, the expression in the previous equation can be
simplified to

Adv
LoR-CPA
CBCE

(B) ≤ 2Adv
prf
C,F +

QE−1
∑

i=0

i

2η

≤ 2Adv
prf
C,F +

QE(QE − 1)

2η
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which is exactly the same security bound that one would obtain by analysing
CBCE manually ([BDJR97]). ⊓⊔

Example 3 We show how the second heuristic is used to find a stable predicate for
the second loop in CTR′

E (see Figure 3). Again, to simplify the writing, we also
apply only the rules that are necessary to obtain the proof and remove unnecessary
predicates.

After processing the first two commands of CTR′
E , and using rules (G1), (G2),

(R1), (A1), (A3), we obtain the following formula:

LBad (0) ∧ Indep ∧ Indis(c0;Var
∗ − ctr0)∧

Lctr(ctr0; ctr0; 0; {ctr0, c0}; ∅)

Parameterizing this in terms of k, we obtain the following:

ϕ(k) =LBad (0) ∧ Indep ∧ Indis(ck;Var
∗ − ctrk)∧

Lctr(ctrk; ctrk; k; {ctrk, ck}; ∅)

The first heuristic would fail at finding a loop invariant, so we use the second
heuristic. Let q be the number of elements in LE . We recall that the program
contained in the first loop is:

ctri := ctri−1 + 1; yi := E(ctri)

We process the program of the loop on ϕ(k− 1) and obtain the following formula:

ψ1(k) =LBad
( q

2η

)

∧ Indep ∧ Indis(ck−1;Var \ {ctrk−1, ctrk})∧

Indis(yk;Var
∗)∧

Lctr(ctrk; ctrk−1; k; {ctrk, ctrk−1, ck−1}; ∅)

To obtain this, we apply rules (G1), (G2), (G3) and (I2) after the first command,
and (B2), (B4), (B5), (B6), (B8) after the second. We note that there are now
q + 1 elements in LE . We repeat this a second time and obtain the following:

ψ2(k) =LBad

(

q + (q + 1)

2η

)

∧ Indep ∧ Indis(ck−2;Var \ {ctrk, ctrk−1, ctrk−2})∧

Indis(yk−1;Var
∗) ∧ Indis(yk;Var

∗)∧

Lctr(ctrk; ctrk−2; k; {ctrk, ctrk−1, ctrk−2, ck−2}; ∅)

The same rules are applied, except that we additionally need to use (B7) for the
second command. Extrapolating this pattern, we obtain the following:

ϕ
′(k) =LBad

(

∑k−1
i=0 q + i

2η

)

∧ Indep ∧ Indis(c0;Var \ {ctrk, . . . , ctr0})∧

(

k
∧

i=1

Indis(yi;Var
∗)

)

∧

Lctr(ctrk; ctr0; k; {ctrk, . . . , ctr0, c0}; ∅)
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Testing this formula through the program of the loop again, we find that it is a
loop invariant, therefore we can apply rule (F1) and obtain that, after processing
the loop, the following formula holds:

LBad

(

∑n−1
i=0 q + i

2η

)

∧ Indep ∧ Indis(c0;Var
∗ \ {ctrn, . . . , ctr0})∧

(

n
∧

i=1

Indis(yi;Var
∗)

)

∧

Lctr(ctrn; ctr0;n; {ctrn, . . . , ctr0, c0}; ∅)

Repeating this process with the second loop (after dropping the counter predicate
since it is no longer needed), we find that the stable formula for the second loop
is the following:

ϕ
′′(k) =LBad

(

∑n−1
i=0 q + i

2η

)

∧ Indep ∧

(

k
∧

i=1

Indis(yi;Var
∗ \ {zi, ck, . . . , c1})

)

∧

(

n
∧

i=k+1

Indis(yi;Var
∗)

)

∧

(

k
∧

i=1

Indis(zi;Var
∗ \ {yi, ck, . . . , c1})

)

∧

(

k
∧

i1

Indis(ci;Var
∗ \ {yk, zk, . . . , y1, z1, ck−1, . . . , c0})

)

So that, at the end of the program, the following formula holds:

LBad

(

∑n−1
i=0 q + i

2η

)

∧ Indep ∧

(

n
∧

i=1

Indis(yi;Var
∗ \ {zi, cn, . . . , c1})

)

∧

(

n
∧

i=1

Indis(zi;Var
∗ \ {yi, cn, . . . , c1})

)

∧

(

n
∧

i1

Indis(ci;Var
∗ \ {yn, zn, . . . , y1, z1, cn−1, . . . , c0})

)

Using this in Theorem 4, and simplifying as in the previous example (because the
factor inside LBad is the same as in the previous example), we find that for any
LoR-CPA adversary B against an instantiation of CTR′

E with block cipher F , there
exists an algorithm C that can distinguish F from a pseudorandom function such
that the following holds:

Adv
LoR-CPA
CTR′

E
(B) ≤ 2Adv

prf
C,F +

Q(Q− 1)

2η
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which differs from the security bound one could find manually only by a factor
of two (the manual proof is tighter). We note that we would have obtained the
exact same bound for the mode of operation CTRE of Figure 2, but the proof
would have been much easier because our first heuristic would have worked on
that program. ⊓⊔

7.2 Prototype

We programmed an OCaml prototype of our method for proving the security of
modes of operation [GLLSN]. The program requires about 2000 lines of code,
and can successfully produce proofs of security for all the examples discussed in
this paper, in addition to other standard modes of operations such as CFB and
OFB, and more exotic ones like PCBC, in less than one second on a personal
workstation.

8 Conclusion

We proposed an automatic method for proving the semantic security of symmetric
encryption modes. We introduced a small programming language in order to de-
scribe these modes. We construct a Hoare logic to make assertions about variables
and propagate the assertions with the execution of the commands in the language.
If the program which represents an encryption mode satisfies some invariants at
the end of our automatic analysis then we conclude that the encryption mode is
IND-CPA secure and we can provide an exact analysis for this security.

As future work, we are also considering an extension of our work to prove CCA
security of encryption modes using approaches such as the one proposed in [Des00]
or the method proposed in [CDE+08].

Another more complex and challenging direction is to propose an extended
version of our Hoare Logic in order to be able to analyze “modern” encryption
modes which use more complex mathematical operation or primitives, such as
tweakable block ciphers [LRW02]. The main challenge here is that many modern
modes make ad-hoc uses of mathematical operations (such as arithmetic operations
in extension fields), and each mode tends to integrate the “tweak” in a slightly
different way. As a result, it is very difficult to find the appropriate abstraction
level and the appropriate equational theories to model such primitives.
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