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ABSTRACT The need for adaptive e-learning environments that respond to learning variability is now
a fundamental requirement in education, as it helps to ensure that students learn and pass their courses
within a set time frame. Although guidelines, techniques and methods have been established in recent
years to contribute to the development of accessible and adaptable e-learning environments that promote
digital inclusion, their implementation is challenging due to the lack of knowledge of an adequate way
to do it and because it is considered more of a technological competence for scholars in the area. In this
context, automated support for adapting material that responds to the correct use of accessibility metadata
not only provides a way to improve the description of adapted educational resources, but also facilitates
their search according to the needs and preferences of students, particularly those with disabilities. In this
article, we carry out a multilevel methodological proposal for the automatic adaptation of open educational
resources, in order to provide a tool that contributes to the accessibility and correct use of their metadata in
e-learning environments. A research is conducted with students with disabilities to establish their real needs
and preferences, highlighting the need to strengthen the adequate description and coherent alternative text
in images, the correct subtitling in videos and the conversion of audio to text, data that are relevant to our
proposal. The research conducted aims to contribute with an automated support tool in the generation of
accessible educational resources that are correctly labeled for search and reuse. This research also aims to
support researchers in artificial intelligence applications to address challenges and opportunities in the field
of virtual education, in addition to providing an overview that could help those who generate educational
resources and maintain their interest in making them accessible.

INDEX TERMS Adaptive systems, distance learning, accessibility, metadata, artificial intelligence.

I. INTRODUCTION
The development of technology and its application in
education constitutes the constant study of changing and
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varied innovations. It is necessary to establish a follow-up
that supports the whole process, both pedagogical and
technological. Currently, virtual learning environments are
the best way to offer a complex series of opportunities and
tasks to educational institutions in the pursuit of the teaching-
learning process, and even more so with the pandemic
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and confinement situation the world is facing. The virtual
environment is currently considered the most widely used
tool in education, as it allows the distribution of digital
educational resources (text, audio, videos, simulators, etc.)
that facilitate communication, both in real time and according
to the time availability of the user - student. The International
Council for Open and Distance Education points out that
a total of 414 million students will be enrolled in higher
education worldwide in 2030 [1], so the constant study
of interaction, learning and requirement for adaptation in
e-learning is indispensable.

Accessibility and adaptability in digital educational
resources, constantly demands the pursuit for updated
research that responds to trends on the variability of student
learning and their diversity. Students with disabilities are a
valuable source of information in the adaptation requirements
for the development of educational material that responds to
universal design.

In the case of disability, it is important to consider the
worldwide figures and their trend, since around 1 billion
inhabitants, or 15% of the world’s population, have some
type of disability, and its incidence is higher in developing
countries [2].

The 2030 agenda for sustainable development [3] deter-
mines the commitment to ensure equal access to all levels
of education including persons with disabilities, considering
inclusive and effective educational environments. 125 coun-
tries worldwide have signed and ratified the convention
on the rights of persons with disabilities [4], so they
face the challenge of providing quality education for all,
making viable and strengthening the inclusion approach,
addressing the high rates of exclusion, discrimination and
educational inequality. The creation of conditions for the
development of education for all, which guarantees access
to information with equity, implies transformations and
adaptations in educational resources, involving active and
participatory evaluation processes that validate the efforts
made.

The World Education Forum 2015 [5] states that ‘‘Infor-
mation and communication technologies (ICT) must be
harnessed to strengthen education systems, knowledge dis-
semination, access to information, effective and quality
learning, and more efficient delivery of services’’.

It is necessary the generation of tools that support
the automatic adaptation of digital educational resources,
according to the needs and preferences of students. The
correct adoption of standards that consider accessibility, not
only strengthens quality characteristics, but also provides
communication and timely search of desired educational
resources, generating satisfaction and fidelity.

This paper presents the analysis of a tool created for
adaptation using artificial intelligence techniques and is
organized as follows: Section II presents the background
and related work so far. Section III provides details of the
proposed architecture for automatic adaptation of open edu-
cational resources. Section IV presents the analysis of results.

FIGURE 1. Levels of adaptability.

Section V the limitations encountered, and Section VI con-
cludes with the discussion of findings and recommendations.

II. BACKGROUND
The existing relationship between the different digital
educational resources that make up a virtual environment and
their interaction with the user, demands the establishment
of characteristics that allow to analyze the accessibility and
adaptability in each of them.

A. ACCESSIBILITY AND ADAPTABILITY
Adaptability and accessibility are two terms that converge
when it comes to meeting the diversity of human beings
(adaptability), seeking to provide flexibility in their environ-
ment (accessibility), so as to accommodate the needs of each
user and their preferences.

The ISO/IEC 24751-2:2008 standard, titled ‘‘Information
technology – Individualized adaptability and accessibility in
e-learning, education and training’’, defines accessibility as
‘‘Usability of a product, service, environment or facility by
individuals with the widest possible range of abilities’’, and
adaptability as ‘‘the ability of a digital resource or delivery
system to adjust the presentation, control methods, structure,
access mode and user support in its presentation’’ [6].

The measurement of adaptability in e-learning, according
to [7], can be done with indicators defined for three levels,
where levels 2 (Training plan) and 3 (adaptability to self-
learning) require greater emphasis on diagnostic evaluation,
and continues to seek greater effectiveness and efficiency
even in the post-training process. (see Figure 1).

Reference [8] considers that accessibility is not only
framed in technology and its interaction, it also requires
feedback from the design of learning experiences for all,
considering not only technology and pedagogy, but also
ethics.

B. OER, LO AND METADATA
In 1994 Hodgins defined the concept of learning object and
received acceptance for the premise of ease of reuse [9].
Technological progress and the use of digital resources in the
mediation of learning, makes its concept evolve constantly.
The definition of [10] as ‘‘. . . digital entity, self-contained and
reusable, with a clear educational purpose, constituted by at
least three editable internal components. . . ’’, and the constant
coincidence in the characteristics of identification, recovery,

9704 VOLUME 10, 2022



P. Ingavélez-Guerra et al.: Automatic Adaptation of OERs: Approach From Multilevel Methodology

FIGURE 2. Relationship between OER, LO and metadata.

FIGURE 3. Accessibility metadata according to AfA.

detectability, reusability and interoperability; allows delim-
iting it but at the same time understanding the variability
and cultural evolution of its practice in virtual learning
environments. It is in this path of evolution that legal aspects
and reuse licenses are established, which gives rise to OERs
(Open Educational Resource). The term ‘‘open’’ involves an
active participation in five activities determined by [11] as the
5Rs: retain, reuse, revise, remix and redistribute.

Based on the contributions of [12], [13] the existing
relationships between OER, LO and virtual courses are
expressed in Figure 2.

For the description of the accessibility characteristics of
the contents published in learning objects, it is necessary to
use information description mechanisms based on metadata,
which would facilitate the information of a digital resource
and its possible requirement based on preferences and needs
of the student.

Reference [14] is considered as a reference in metadata
frequently used. The accessibility metadata defined by
Schema.org are based on IMSAfA v3.0 [15], which responds
to the ISO/IEC 24751 standard on individualized adaptability
and accessibility in e-learning, education and training [6].
In the case of students with disabilities, the information of
a resource is relevant because it facilitates their interaction.
Accessibility metadata allows describing the accessibility
characteristics of the resource (DRD) [16], as well as the
user’s preferences and needs (PNP) [17], as shown in
Figure 3:

C. ARTIFICIAL INTELLIGENCE: MULTILEVEL
By virtue of the different user requirements, the process of
adapting the learning object must be flexible enough, in order

to meet the user’s diverse requirements. Therefore, our pro-
posal is supported by previous work described in [18]–[20],
where alternatives focused on content adaptation at different
levels of granularity using techniques based on uncertain
reasoning, reuse of learning fragments/objects to create new
ones, and multilevel clustering techniques are proposed.

However, our model employs an approach based on arti-
ficial intelligence techniques that allow combining different
levels of granularity in order to meet users’ adaptation
requirements. As shown in Figure 4, fundamentally auditory,
textual and visual information needs to be adapted according
to the users’ needs. For this purpose, we propose a level
of abstraction of adaptation of each information element,
using different artificial intelligence techniques described in
the following sections. For example, a user may require that
a video that does not have subtitles has them and that a
summary can also be presented using texts adapted to easy
reading. To do this, the system must first perform automatic
speech recognition in order to extract the corresponding
textual information. Then the operations and results are
combined at two different levels of abstraction, the first one
converting the plain text to a text that is easy to read, and from
that text the required summary is obtained.

Similarly, for the image-description process, the system
extracts all the images as well as the near texts. In this line,
the images are analyzed considering four levels that rely
on nine CNN (Convolutional Neural Network) for image
classification, two CNN+RNN (Recurrent Neural Network)
for photos and equations description, and one LSTM NN
(Long Short-Term Memory Neural Network) from Tesseract
OCR library for text recognition. For the CNN + RNN the
system does not need the texts that are near to the images,
whereas for the CNN we have implemented an NLP (Natural
Language Processing) process that helps describe the images
using the near texts.

With this, the user can have as many combinations as
he wants, and much more flexible adaptation processes are
feasible.

D. RELATED WORK
Some projects have been developed to favor accessibil-
ity and adaptability in virtual environments. The shared
experiences EU4ALL [9], ESVIAL [21], TILE, AEGIS,
ACCESSIBLE [22] OBBA in Brazil [23], to mention a
few, point to research and implementation efforts to favor
educational inclusion. In parallel, the evaluation of digital
learning resources, generates proposals for models and
standards to be applied, for which, the accessibility criterion
is considered relevant but still does not achieve a consensus
of information. Standards such as ISO 9241-11 [6], ISO/IEC
19796-3 [24], ISO/IEC 24751-3 [16], establish guidelines
that are related to accessibility; however, the applicability and
diffusion is still limited. Methodological proposals focused
on the quality of virtual educational resources are based on
ISO standards, establishing guidelines for applying ICTs in
teaching. Authors such as [21], [25] identify the lack of
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FIGURE 4. Multilevel approach to adaptation of learning objects considering elements of artificial intelligence.

an accessibility methodology with a holistic and adaptive
approach.

The collaborative approach from which OERs are born
leads to the joint pursuit of pedagogical and technological
challenges to achieve an improved reconstruction with
quality. [26]–[28]. It is necessary to evidence defined metrics
that endorse methodologies [21] and reference international
guidelines or instructions related to design for all [29].

The incorporation of intelligent systems could contribute
in the evaluation of accessible resources and in the
feedback of profiles and personalization from the user
experience [30], [31].

The efficient publication of accessibility information
would facilitate optimal navigation and search of resources
according to student needs and preferences [32], [33].

III. STATISTICAL ANALYSIS OF THE NEEDS OF USERS
WITH DISABILITIES
As a previous step to the development of the proposal and
the different tools described in this article, it was considered
essential to know the needs of real users with different
types of disabilities. For this purpose, a pilot study was
conducted with 47 volunteers (20 women and 27 men), aged
between 17 and 63 years (mean = 27.3, SD = 11.18) who
interacted with virtual platforms in both undergraduate and
graduate training environments. In order to gain insight into
the perceptions of users’ needs and requirements, a survey
was developed and organized into two sections: one to
collect demographic and disability data (9 questions) and
another to determine the technological tools they use and the
preferences/needs and difficulties they face with respect to
the accessibility of virtual educational environments and their
resources (36 questions).

TABLE 1. The number of volunteers grouped by gender and disability.

After the explanation process provided to the participants,
the survey was conducted with the support and guidance
of a group of experts in the area of educational inclusion,
health, labor inclusion and computer science, in case they
had difficulties in understanding the questions or could not
interact with the virtual platform. The survey was validated
with Cronbach’s Alpha test, obtaining a value of 0.94. Table 1
describes the types of disability that these people have,
grouped according to their gender. As can be seen, the group
of volunteers was intended to represent cases of people who
commonly access or have had previous experience in the
management of online learning environments or in the use
of virtual tools.

In this regard, 5 of the women who participated in this
initial study had postgraduate studies, 2 had a bachelor’s
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FIGURE 5. Perceptions of surveyed persons with disabilities regarding the criterion ‘‘the educational resources must use mostly
graphical contents.’’

FIGURE 6. Perceptions of surveyed persons with disabilities regarding the criterion ‘‘the educational resources must use mostly
textual contents.’’

degree and 13 had a university degree. Among the men,
2 had postgraduate studies, 20 had a university degree and
5 had a bachelor’s degree. Regarding employment status,
19 men are not working and 8 are employed in various
positions: teaching (3), administrative in a company (2),
independent business (1) and operational (2). In the case
of women, 11 are unemployed and 9 have the following
jobs: teaching (2), independent business (4), management
position (1), administrative position (1) and operational
position (1).

Figure 5 shows the perception of the volunteers with
respect to the possibility of using mostly graphic content
in the educational resources uploaded in virtual learn-
ing environments. As can be seen, people with visual
impairment, deafness or physical disability have different
criteria, some consider it necessary, while others do not.

However, for people with mental health problems and
intellectual/development disabilities, they consider it ‘‘indis-
pensable’’ and ‘‘necessary’’ to have graphic content.

On the other hand, Figure 6 shows the opinion of
the volunteers regarding the criterion that learning objects
deployed in virtual educational environments should use
mostly textual content. In this aspect, it is observed that
most deaf people believe that it is ‘‘indispensable’’ that
the contents are mainly in textual format. In the case of
people with hearing loss who use cochlear implants or
hearing aids, they consider it ‘‘necessary’’. For people with
intellectual/developmental disabilities the criterion varies
from ‘‘little indispensable’’ to ‘‘indispensable’’, with no clear
trend. Similarly, for survey participants with health problems,
visual impairments and physical disabilities the criteria are
scattered, with no clear trend.
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FIGURE 7. Perceptions of surveyed persons with disabilities regarding the criterion ‘‘the educational resources must use mostly
auditory contents.’’

Finally, Figure 7 shows that deaf people consider that
it is not necessary and very little necessary for learning
objects deployed in virtual educational environments to
use mostly auditory content. This is very coherent, since
this type of resources cannot be used by them at all
while using the learning object. In the case of people with
hearing loss who use cochlear implants or hearing aids, they
consider the criterion to be divided between ‘‘necessary’’ and
‘‘indispensable’’, since they can access these contents. As for
people who are blind, the tendency is completely aligned
with the ‘‘indispensable’’ option, since auditory content is
the main resource they have to access the content of a
learning object. For people with intellectual/development
disabilities the criteria vary between ‘‘doesn’t matter’’, ‘‘little
indispensable’’ and ‘‘indispensable’’, with no clear trend.

Similarly, for survey participants with mental disorder and
physical disability the criteria are scattered, with no clear
trend.

IV. METHODOLOGY
A. SYSTEM ARCHITECTURE
The architecture proposal requires the loading of the learning
object, which is usually packaged in SCORM, IMS, Common
Cartridge educational format, being its common structure a
compressed ZIP file. This is followed by the unpacking of
the content and the extraction of its respective tags. Figure 8
shows the general architecture diagram.

1) MULTIMEDIA EDUCATIONAL RESOURCES
The multimedia educational resources layer contains the
information extracted from the learning object in terms of
textual content, video content, audio content and images.
Using artificial intelligence techniques, the content is adapted
in its specific modules for learners with different disabilities.

Audio content analysis module: automatic speech recog-
nition for SubRip Subtitle file generation As seen in the

statistical analysis conducted with 47 people with various
types of disabilities, the audio aspect is a key feature for
people with varying degrees of hearing loss. Therefore,
it is essential that learning objects containing videos have
subtitles in order to meet the needs of this group of people.
Therefore, this section describes the module that allows
extracting an audio track from a video contained in a learning
object and from it obtaining a text file with the audio
transcription. Likewise, based on this text file and the audio
of the video, the module can also generate a SubRip Subtitle
file (SRT).

Figure 9 shows the process carried out by the module for
two possible scenarios: a) generation of an SRT file in case
the video does not have subtitles and b) comparison of subtitle
files created by external tools and SRT files generated by the
module. The most important aspects of the stages carried out
by the audio analysis module are detailed below.

In the first scenario, the module extracts the audio track
from the video using a sampling frequency of 44.1 KHz
and stores it in a Waveform Audio File Format (WAV) file
(step 1). For this purpose, the open source, cross-platform
tool FFmpeg1 is used. TheWAV file is then analyzed through
Automatic Speech Recognition (ASR) in order to extract
the different sentences that make up the explanation given
by a narrator or persons intervening in the video (step 3).
This process is performed offline using the open source and
multiplatform tool VOSK that works on top of the KALDI
base tool. While the text file is extracted, the time lapses in
which the sentences occur are detected and the corresponding
timestamp is added, which makes it possible to create the
SRT file itself (step 4). With these three steps the SRT file
is incorporated to the video and with this it is possible to
have subtitling in case it is required by the users of the
system.

As for the second scenario, four more steps are executed
than in the previous scenario. In this case, it is important
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FIGURE 8. The general system architecture organized into modules and layers.

to point out that we start from a video file that already
has its own subtitling. Therefore, the first thing to do is to
extract the SRT file already included in the video (step 2).
Once both SRT files are available (both the one generated
with external tools and the one generated by the audio
analysis module), the sentences are extracted (removing the
timestamps) (step 5). The words of these sentences are
converted into word embeddings (for each SRT file) (step 6).
To carry out this task we use the neural network that comes
pre-trained in the open source tool SpaCY, which is a popular
Python library that contains the linguistic data and algorithms
needed to process natural language texts [34]. These vector
representations are then compared with cosine similarity
metrics (Eq. 1) (step 7):

sim(SRT ,CSTR) ≡ cos(vec(SRT ), vec(CSRT ))

=
vec(SRT )· vec(CSRT )
|vec(SRT )|· |vec(CSRT )|

(1)

where:
• SRT represents the text (without timestamps) that has
been generated by external tools.

• CSRT represents the text (without timestamps) produced
by the audio analysis module.

• The vec() function is the one that allows to obtain the
word embedding from a given sentence.

Figure 9 shows the different steps performed by the audio
analysis module considering two scenarios: generation of
SRT files for videos without subtitles, and comparison of
the quality of subtitles generated versus those generated by
external tools. With this, we can determine how effective is
the result generated by the audio analysis module, as long
as we start from a given gold standard, i.e., having an
annotated corpus where we know exactly which words and
sentences should be recognized by the tool. In our case,
we used YouTube’s automatic subtitling tool, as it is the one

commonly used for the generation of educational content of
various kinds. However, we should not lose sight of the fact
that no tool is able to perform subtitling with 100% accuracy
due to various aspects (noise, incorrect pronunciation of the
speaker, idioms/localisms, etc.).

Image and textual content: In the extraction of the images
present in the object, the <figcaption>, <img> tags and the
information of the TAGs closest to the image are analyzed
from the different HTML files: <h>, <p>, etc. The identified
images go through different neural networks to generate
information according to their content. The processing ends
when editing the HTML file by adding information to the
alternative text, which will support a correct labeling later.
See Figure 10.

The proposal presented with its different multilevel deep
learning networks, represent an adequate identification of
description in 49% of images found with their different types
or areas. The addition of several layers of deep learning
considerably improves the classification of images, due to the
number of images needed for training in specific classes and
their characteristics.

For image classification, convolutional networks are used
by Transfer learning described in [35]. For each category,
it trained with more than 4k images. To generate a broad or
complementary description of the classified images, natural
language processing is used, improving the description and
validating it semantically.

In order to improve the description of the images, natural
language processing is used, which uses the information
obtained from the <div>, <p>, <spam> or other tags with
textual information closer to the image until reaching a
<h1>-<h6> tag or another image. This description must
comply with a semantic analysis that validates it. In case
of being validated, this description is complemented to the
result of the classification of the multilevel neural networks
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FIGURE 9. Audio analysis module.

FIGURE 10. Multilevel deep learning proposed for classification and description of images.

processing (process in development). In case of not having
a description of the semantic analysis verified by NLP,
the closest title or subtitle prior to the image is used,
complemented with the result of the classification of the
multilevel Deep learning networks processing.

In the case of photographs, the neural network architecture
is based on [36] and equations based on [37]. This
architecture is based on the combination of CNN-RNN.
CNNs preserves the spatial information and RNNs handles
the sequential data. In these cases, use was made of LSTMs
which are a modified version of recurrent neural networks.
In the description of the photographs, the MS COCO dataset

database was used, which has 180k training images with
their respective annotations; as an addition to this database,
2k images with their description referring to educational
topics were included. In the case of equations description,
we made use of a database of 400k images with their
annotations, this database was generated according to [37],
as an aggregate we expanded characters and equations.

To generate a table in HTML sentences and tags, text
recognition with Tesseract OCR engine is employed.

For logo recognition, the database of logos of brands from
all over the world [38] are used because each logo has its
own name and in most databases these are represented by the
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FIGURE 11. Automatic accessibility metadata.

FIGURE 12. Accessible interface configuration. The screen capture of the left side shows the options to modify the user’s preferences,
whereas the image on the right side shows the result of applying high contrast on the learning object.

name of the company in general. The database has the largest
collection of logos worldwide exceeding 300K.

2) MULTIMEDIA EDUCATIONAL RESOURCES
With the automatic identification and adaptation of the learn-
ing object, the appropriate labeling is generated considering
the Schema.org guidelines and accessibility metadata as
shown in Figure 11.

Additionally, the customization of the learning object
interface is considered using the framework of the Fluid
Infusion project [39] that combines JavaScript, CSS, HTML
and user-centered design to support inclusive design on the
web. This framework integrates at the top of the web page
(Figure 12) an interface configuration palette with which the
following can be adapted according to the user’s needs or
preferences:
• Text and display: Text size, text style, line spacing, color
and contrast.

• Layout and navigation: Display the table of contents.
• Links and buttons: Emphasize links andmagnify entries.
• Audio and videos: Display subtitles whenever possible,
display transcripts whenever possible, default volume
and default language.

With this it is possible to identify the automatic incorpora-
tion of the following accessibility metadata:
• accessibilityFeature: displayTransformability/

background-color
• accessibilityFeature: displayTransformability/
font-family

• accessibilityFeature: displayTransformability/font-size
• accessibilityFeature: displayTransformability/color
• accessibilityFeature: displayTransformability/ word-
spacing

• accessibilityFeature: displayTransformability/
line-height

• accessibilityFeature: captions
• accessibilityFeature: synchronizedAudioText
• accessibilityFeature: highContrastDisplay
• accessibilityFeature:transcript
• accessibilityFeature: structuralNavigation
• accessibilityFeature:readingOrder
• accessibilityFeature: tableOfContents
• accessibilityFeature: index
• accessibilityFeature: audioDescription

V. EXPERIMENTATION AND RESULTS
In order to determine the accuracy of the audio analysis
module, a process was carried out in which hundreds of
videos were collected from the YouTube platform and
60 videos were selected from three different categories:
chemistry, programming and mathematics. The videos were
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FIGURE 13. Similarity results obtained between the subtitles generated by external tools (YouTube R©) and
the audio analysis module.

reviewed manually in order to determine if the subtitling
corresponded to the audio of the video.

Once this aspect was verified, we proceeded to use the
audio analysis module based on the second scenario, i.e.,
comparing the similarity between the text already in the video
and the text generated by the module.

As can be seen in Figure 13, the results are very positive,
since on average the values for the three categories are
0.949, 0.941 and 0.964, respectively. The subtitles with lower
similarity exceeded the value of 0.7. With this, we can
determine that the quality of the texts generated by the audio
module are comparable to those that can be achieved with
external tools.

In relation to the description of images in learning objects,
an analysis was made on the integration of the description
or captioning of images in 15 learning objects with a total
of 192 images. It was found that most of the images do
not have any description in any of the forms normally
used, identifying that the description is in the tag <alt>,
<figcaption> or in any tag either <div>,<p>, <span> or other
tag in which it presents a prefix (Figure, Fig, Image, Graphic).
Table 2 shows the percentage of the use of the tags for
the description of the images in its different ways, taking
into account that the ‘‘Yes’’ represents a correct description,
which provides relevant information for the understanding,
in case it is not complete or relevant a ‘‘No’’ has been
imposed.

Considering that a good practice for image description is
to add it in <figcaption> and <alt> tags, the proposed tool to
find a description in other tags or TAGs removes them and
generates the description in <figcaption> and <alt> so that it
can be read correctly by a screen reader.

Based on this analysis, in order to generate a description
for 49% of the images, image processing using Artificial
Intelligence is used, whose main objective is to generate
information related to the image so that a user can know
the content of the image, which may not be displayed
in the browser or the user cannot perceive it because

TABLE 2. Results of the analysis carried out in 192 images from
15 learning objects. Most of images do not have any description such as
<alt>, <figcaption> or other tags.

he/she has special education needs related to a visual
disability.

This generated information will be present in the <figcap-
tion> and <alt> tags, generating the alternativeText metadata
or in specific cases the image will be converted into HTML
content that can be interpreted in a browser and can be read
by a screen reader.

The 94 images that do not have any description were
classified. In Figure 14 we can see the results obtained
from the classification using the ROC (Receiver Operating
Characteristic) curve [40], which is a graphical representation
of the ratio or proportion of true positives (TPR = True
Positive Ratio) versus the ratio or proportion of false positives
(FPR = False Positive Ratio), also according to the variation
of the discrimination threshold (value at which we decide that
a case is a positive), with an area under the curve of 0.65 in
its lowest classification and an area of 0.98 in the highest
classification.

In turn in Figure 15 we can see the result of the generation
of the description of the subsequent images of the different
classifications.

A. RECOGNITION OF INFORMATION PRESENT IN IMAGES
OF TABLES
Only four images that represent tables were properly detected
in all learning objects analyzed. In the same line, the HTML
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FIGURE 14. ROC curves for image classification according to the four levels defined.

code was successfully generated for these tables. These tables
had a basic style without colors and defined cell lines.

To determine if the tool works properly, one of the tables
was tested with different formats. As shown in Figure 15,
a table that does not have a correctly defined grid, such as
the external frames and the title and the color of the letters is
soft, gives results with errors. In this case only the table was
recognized and assembled in HTML with the cells that can
be distinguished. In the following case, a table with a white
grid was tested, which caused the cells not to be recognized.
At the same time, the white text and the dark outline did not
allow any text in the image to be recognized.

B. LOGO RECOGNITION
In the learning objects analyzed, 15 logos were found, most
of which (12/15) were correctly recognized, with particular
cases of regional or local logos that are not in the database.
See Figure 15.

VI. LIMITATIONS
This research presented limitations during the process and
in its search to answer the interaction questions from the
experience of students with disabilities. The selection of the
sample is limited. However, by obtaining a coefficient of
0.94 in Crombach’s alpha, an optimal level of reliability
is determined, thus identifying a reduction of bias. The
automation of images responds to a diversity of categories
with databases that are out of context, considering also that

many images respond tomixed contents with texts in different
languages and in many cases, the quality is not adequate for
an optimal comparison; however, the bias was reduced by
choosing a set of databases that cover the main disciplinary
fields.

Another limitation is the selection of audios, but even so,
it is considered that the evaluation process offers us a good
overview of the scalable feeding of auditory information,
identifying several relationships.

VII. DISCUSSIONS AND RECOMMENDATIONS
The objective of this work was to determine the barriers
frequently detected in accessibility, from the own experience
of students with disabilities in virtual environments. The
results showed a lack of implementation of accessibility reg-
ulations in educational resources and learning objects, with
special emphasis on images, video and their corresponding
audio.While standards have been planned throughout history,
the guidelines for their use are still subject to subjective
criteria that depend on the design and implementation of a
digital educational resource and student feedback. Adequate
processes to meet reasonable accessibility of images and
audios require automated tools that support the teacher to
generate greater impact on applicability. Ensuring that a
product complies with accessibility features strengthens the
identification of metadata according to the preferences and
needs of students with disabilities, as well as the satisfactory
or not results of their teaching-learning process. Case reports
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FIGURE 15. Results reached by the system with the automatic description process for images, photos, tables, and equations from learning
objects.

are established with a limited number of subjects. The studies
focus essentially on local experiences and rarely evaluate the
positive effects of accessibility in interaction with learning
objects in virtual environments. As a result of this research,
we propose the development of an automatic adaptation
tool to strengthen the accessibility and adaptability of OER
considering standards and metadata.

A. RECOMMENDATION AND FUTURE DIRECTIONS
Through the findings and research perspectives on the various
proposed solutions to improve the field of accessibility and
adaptability in OER, it is relevant to explore the efforts
generated to adapt resources and the effort required by each
teacher, whether or not they have computer and accessibility
knowledge. Although [9], [41], [42] apply numerous prac-
tices to incorporate accessibility, it is still complex to respond
to automatic tools that consider accessibility guidelines and
metadata established for the effect.

The advantages of a proper implementation of meta-
data publication is still not a general domain knowledge,
as concluded by several authors [25], [43]. The effective
applicability of accessibility metadata, could trigger a
breakthrough in relation to the problem of finding accessible
educational resources, effectively validated, and that respond
to the variability in a student’s learning, given their needs and
preferences, considering that the efforts generated to create
accessible OER enriches the universality of education.

Studies conducting experiments to develop recommender
tools [31], [44], [45] that favor the information of accessible

educational resources, as well as the possibility of feeding
from diverse student profiles, seek to compare the effec-
tiveness and degree of satisfaction of a student when being
able to interact with appropriate resources. The needs and
preferences of a student should be in sync with resources
that meet those requirements, and education undoubtedly
generates valuable educational material that could favor
repositories and enrich the educational process that is
strengthened in a virtual environment by not knowing borders
and having an open availability.

Based on the research carried out, it is established that there
are no automatic tools that favor the adaptability and accessi-
bility of an OER considering the correct implementation of its
metadata. It is considered that it is necessary to generate new
metadata that respond to the guidelines determined by the
Universal Design for Learning [46], so we propose as future
work, to explore and investigate the strengths and weaknesses
of OERs and the implementation of tools that facilitate the
proper incorporation of their metadata from the students’
experience and their variability in learning. Accessibility in
virtual education is an issue that must be socialized, so it
is emerging to contribute with OER that responds to the
functional diversity of learning.

B. CONCLUSION
The objective of our study was to contribute to lay the
foundations for an automatic adaptation of images and audios
that meet accessibility standards and correct labeling through
their metadata. Despite the limitations of this research, since
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it is based on scientific literature data, we consider that the
bias was reduced by covering the identification of the main
databases with more than 600k in their different images and
audios.

Four main conclusions can be formulated. First, there
is a paucity of applicability of accessibility metadata in
OER. Moreover, available studies tend to focus more on
design recommendations than on their effective adaptation for
optimal interaction with students with disabilities. Second,
the use of accessibility standards and metadata is subjective,
in several cases responding to evaluative models that,
although they consider accessibility as an evaluative metric,
it is inconsistent to arrive at a common implementation
process. Third, there is a lack of references that establish a
significant sample of students with disabilities, their follow-
up, monitoring and learning process, which requires more
time to obtain reliable data.

In summary, this study reveals an automatic tool proposal
that facilitates the implementation of adaptability and acces-
sibility considering its metadata, information that can help
other researchers and developers to incorporate the subject
matter in the modeling of accessible resources considering
the learner’s needs and preferences. The integration of
accessibility metadata in educational resources and learning
objects has a great influence on the effective response of
personalized search engines according to the interaction
requirements of an educational resource.

Finally, this study reveals that, although contributions
throughout history have generated standards and regulations
that have motivated research, there is still a lack of automatic
tools that favor ideal implementation. The information from
quantitative, qualitative or mixed studies is insufficient to
determine the impact on students with disabilities, so there
is inconclusive data on the applicability of educational
resources and search repositories.
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