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Abstract

The paper describes a multi-phase process of automatic construction of the
domain specific ontology from text databases, in which various text mining
and natural-language understanding methods are used. The ontology we
wish to develop describes a well-defined technical domain. Hence it is called
a domain specific ontology, opposed to universal ontologies. We discuss the
major techniques used in the process and show some preliminary results.

1 Introduction

It has been recently recognized in the KDD (Knowledge Discovery and
Data Mining) community that mining from semi-structured or unstructured
text (text mining for short) is an increasingly important research topic,
and there are enormous potential applications [1]. Much of data is now in
textual form. This could be data on the world wide web, e-mails, library,
or electronic papers and books, among others, namely text databases in this
paper. Information discovery from Internet and electronic commerce are
some of the potential applications [6].

Although many techniques and systems for knowledge discovery from
relational databases have been developed, few of them can be directly ap-
plied to text data. Text mining is a much more complex task as it involves
dealing with inherently unstructured and fuzzy data. Text mining is a mul-
tidisciplinary field, involving various techniques such as data mining, in-
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Generation of the Prototype of the Ontology
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Figure 1: A sample process of construction of the ontology

formation retrieval, natural-language understanding, case-based reasoning,
statistics, and intelligent agent technology.

Construction of ontology from technical texts is one of important tasks
in text mining [8, 11]. The ontology we wish to develop describes a well-
defined technical domain. Hence it is called a domain specific ontology \
opposed to universal ontologies. The process of construction of the ontology
is a multi-phase process in which various text mining and natural-language
understanding methods are used.

This paper describes a process of automatic construction of the domain
specific ontology from text databases. Figure 1 shows a sample process of
construction of the ontology on software marketing. The major steps in
the process include morphological analysis, text classification, generation of
classification rules, conceptual relationship analysis, generation of ontology,
as well as refinement and management of ontology. A thesaurus is necessary
to be used as a background knowledge base in the process. We stress that the
process is iterative, and may repeat at different intervals when new/updated
data come. We have already finished several parts of the proposed system
and are in the process of extending the system to include several more

*The domain specific ontology is also called the task ontology.
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Data Mining II

capabilities of text mining and natural-language understanding. We discuss
the major techniques used in the process and show some preliminary results.

2 Text classification

In order to discover a domain specific ontology from text databases, we
first need to annotate the texts with class labels. This annotation task is
that of text classification. However, it is expensive that the large amounts
of texts are manually labeled. This section introduces a semi-automatic
approach to classify text databases, which is based on uncertainty sampling
and probabilistic classifier. The main contribution of ours is to extend the
method proposed by Lewis et al. [10] for multiple classes classification.

We use a variant of the Baves' rule below:

"" . \os(P(wi\C)/P(wi\C)))
P(C\w) = " "'"̂ g)' d - (1)

where w = {wi,..., w^} is a set of the terms in a text, and C is a class.
Although we treat, in this equation, only two classes C\ — C and C^ — C
with P(C) — 1 — P(C), it can be extended to deal with multiple classes
classification by using the method to be stated in the end of this section.

However Eq. (1) is rarely used directly in text classification, probably
because its estimates of P(C\w) are systematically inaccurate. Hence we
use Logistic regression, which is a general technique for combining multiple
predictor values to estimate a posterior probability, in Eq. (1). Thus, we
obtain the following equation:

\̂og(P(wi\C)/P(wi\C))) ^

Intuitively, we could hope that the logistic parameter a would substitute for
the hard-to-estimate prior log odds in Eq. (1), while 6 would serve to dampen
extreme log likelihood ratios resulting from independence violations.

Furthermore, we use the following equation to estimate the values
|C) as the first step in using Eq. (2),

/r.\
V ;P(w\C\^ " '

where Np and Nn are the numbers of terms in the positive and negative
training sets, respectively, Cpi and c^i are correspondingly the numbers of
examples of Wi in the positive and negative training sets, respectively, and
d is the number of different terms in a text.

Based on the preparation stated above, we briefly describe the main
steps of text classification below:
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176 Data Mining II

Step 1. Select examples (terms) as an initial classifier for N classes by a
user and all the TV classes are regarded as a set of the negative classes.

Step 2. Select a class from the set of the negative classes as a positive class,
and the remaining ones are regarded as a set of the negative classes.

Step 3. While a user is willing to label texts.

Step 3.1 Apply the current classifier to each unlabeled text.

Step 3.2 Find the k texts for which the classifier is least certain of
class membership by computing their posterior probabilities in
Eq (2).

Step 3.3 Have the user label the subsample of & texts.

Step 3.4 Train a new classifier on all labeled texts.

Step 4- Repeat Step 2. to Step 3. until all classes were selected as a
positive class.

Selecting examples (terms) as an initial classifier by a user is an impor-
tant step because of the need for personalization applications. The require-
ments and biases of a user are represented in the classifier.

For example, we have a text database in which there are a lot of
mixed texts on soccer teams, software marketing, hot-spring, etc. And this
database has been pre-processed by using morphological analysis. Thus we
may use the text classification method stated above to obtain the classified
sub-databases on soccer teams, software marketing, hot-spring, respectively,
as shown in Figure 1.

3 Generation of ontology

Based on the result of text classification, the process of generation of ontol-
ogy can be divided into the following two major stages.

The first stage is conceptual relationship analysis [12, 3]. We first com-
pute the combined weights of terms in texts by Eqs. (4) and (5), respectively.

D, = logd, x Z/i (4)

D,j = log <% xf/,j (5)

where di and dij are the text frequency, which represent the numbers of
texts in a collection of n texts in which term i occurs, and both term i
and term j occur, respectively, tfa and tfjj are the term frequencies, which
represent the numbers of occurrences of term z, and both term i and term
j, in a text, respectively.

Then a network-like concept space is generated by using the following
equations to compute their similarity relationships.
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Table 1: The similarity relationships of the terms

Term i
team
league

university
player
Japan
region
game
sports

gymkhana
soccer
league

university
player
Japan
region

Term j
soccer
soccer
soccer
soccer
soccer
soccer
soccer
soccer
soccer
team
team
team
team
team
team

Aef(w)
0.7385
0.7326
0.5409
0.4929
0.4033
0.4636
0.1903
0.1803
0.1786
0.7438
0.8643
0.5039
0.1891
0.1854
0.1973

(6)

Here Eq. (6) and Eq. (7) compute the relationships from term i to term j,
and from term j to term z, respectively. We also use a threshold value to
ensure that only the most relevant terms are remained. Table 1 shows a
portion of the similarity relationships of the terms on soccer teams.

The second stage is to generate the prototype of the ontology by using
a variant of the Hopfield network. Each remaining term is used as a neuron
(unit), the similarity relationship between term i and term j is taken as the
unidirectional, weighted connection between neurons. At time 0,

/j*(0) - xi : 0 < i < n - 1

where p>i(t) is the output of unit i at time t, and Xi indicates the input
pattern with a value between 0 and 1. At time 0, only one term receive
the value 1 and all other terms receive 0. We repeat to use the following
equation n times (i.e. for n terms).

n-l

2=0
(8)
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178 Data Mining II

Figure 2: The prototype of a domain specific ontology on soccer teams

where tij represents the similarity relationship Rel(i,j) as shown in Eq.(6)
(or Eq.(7) for ̂), /, is the sigmoid function as shown below.

1
(9)

usedwhere netj — Y^i=o tijVi(t), Oj serves as a threshold or bias, and
to modify the shape of the sigmoid function.

This process is repeated until there is no change between two iterations
in terms of output, that is, it converged by checking the following equation:

n-l
(10)

j=o

where e is the maximal allowable error.
The final output represents the set of terms relevant to the starting

term, which can be regarded as the prototype of a domain specific ontology.
Figure 2 shows an example of the prototype of a domain specific ontology
on soccer teams. It is generated by using each term shown in Table 1 as a
starting input pattern for learning on the Hopfield network.

4 Refinement of ontology

There is often a limit to the construction of ontology from text databases,
whatever the technique employed. Incorporating any associated knowledge
significantly increases the efficiency of the process and the quality of the
ontology generated from the text data. A thesaurus is a useful source to be
used as a background knowledge base for refinement of ontology. By using
the thesaurus, the terms are extended by including their synonym, wider
and narrow sense of the terms. Figure 3 shows a domain specific ontology
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class

group I team J crowd

OB

community

society ( league) offer

ballgame

tennis f soccer ) baseball

school

graduate (university•) college
school * 'V J

institute

popular name
of Japansportsman

player | player) umpire Nippon

athlete Yamato

the Japan
Empire

section

area / region )

locality

sports

^̂match ( games ) autorace

meeting

assembly ( gymkhana) exhibition

Figure 3: A domain specific ontology refined by using thesaurus

on soccer teams refined by using thesaurus. Note the concept space shown
in Figure 3 is the same as the one shown in Figure 2, but we omitted the
links between terms for clarity of the figure.

5 Conclusion

The paper presented a multi-phase process of automatic construction of the
domain specific ontology from text databases, in which text mining and
natural-language understanding methods are used. We stress that the pro-
cess is iterative, and may repeat at different intervals when new/updated
data come. Hence how to handle change is an important issue related to
refinement of ontology. In particular, during the (long) lifetime of an appli-
cation session, there may be many kinds of changes such as changes in the
text data, the purpose of using both the text data and the ontology, etc.
Hence we need a method to reuse the exiting ontology with local adjustment
adapted to the changes. In addition, some possible steps such as morpholog-
ical analysis and generation of classification rules in this multi-phase process
were not discussed in this paper although they also are important ones for
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a whole process.
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