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ABSTRACT

This thesis develops a method for automatically selecting an optimum set of prime implicants of a Boolean function. The optimization algorithm is based on a minimum cost of mechanization of the simplified function. A FORTRAN IV computer program to implement this approach was written amd is included as part of this thesis. This program was developed within the framework of an overall theory for the automation of the design of switching networks. A programing structure as well as the theory for the automation of design is given. Also included is an outline of further areas of study which would be worth exploring as an extension of the present work.
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| :---: | :---: |
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CHAPTER 1. INTRODUCTION
1.1 Thesis Definition

This thesis develops a detailed approach to the problem of optimum selection of a set of prime implicants for minimization of switching functions. The algorithm developed allows considering a minimum cost optimization with provision for non-uniform weighting. of the prime implicants and the inclusion of multiple output functions. The weighting used for the prime implicants is a cost based on the number of logic gate inputs required to mechanize the function. The computer program used to accomplish this was structured to be part of a continuing development in other areas of automatic design of switching networks. In Chapter Three an outline of the areas recommended for further development are presented.

The model used in this thesis and one which has been extensively used in logic design is the two level AND-OR logic model with a uniform cost per input for either of the gate types. This model was highly developed for its ease in solution and because it very closely represented the true design restrictions for some time. This was the time when discrete elements were used for the logic (i.e. gates were made up of individual diodes). During this
earlier period, expensive amplifiers, composed of a number of discrete components, had to be inserted ateer every other state of passive circuitry to maintain wave shape if high speeds (by prevalent standards) were to be maintained with any reliability. With the advent of integrated circuits, the practical limitations of two levels has been virtually eliminated. Also, there is at present a greater variety of gates available which in most cases provide a cost savings over exclusive use of AND-OR gates. Another factor which affects logic design is that memory units, or flip flops, used to be many times the cost of a simple gate and therefore the procedure was to minimize the memory states to an absolute minimum independent of the gate structure and then minimize the gates. However, with modern integrated circuits a flip-- flop including some built-in gating or otner complex functions may be purchased for a price comparable with a few individual gates. For this reason designs of nonminimum states are sometimes less expensive because of an associated simpler gating requirement.

The two level AND-OR gating structure, however, still has the real advantage of being one of the most natural and easiest to understand and work with on a manual design basis. For the same reasons it is best
adapted to teaching switching theory. Additionally, there are well developed and relatively fool-proof minimization procedures for this model. These procedures include mapping and the method known as the Quine-kcCluskey method. A historical review of the developments in this area are given in the next section.

### 1.2 Kistorical Review

The starting point for most of the early work in switching networks was the Algebra of Classes set up as a formal deductive system (Boolean Algebra). Kany alternate postulate sets have been proposed. One which was well developed is attributed ${ }^{(1)}$ to E. V. Huntington in an article published in 1904 "Sets of Independent Postulates for the Algebra of Logic." ${ }^{(2)}$ The algebra itself was named after George Boole who published two papers on it; one in 1348 and another in 1853. ( 3 \& 4) A major development of the application of this algebra to switching circuits has been attributed ${ }^{(5)}$ to C. E. Shannon for his paper on "A Symbolic Analysis of Relay Switching Circuits" ${ }^{(6)}$ which was published in 1938. The postulates of this development were shown to be derivable from a subset of the calculus of propositions which in turn was dem veloped from the algebra originated by George Boole.

Later, Shannon developed his ideas further and published a saper "The Synthesis of Two Terminal Switching Circuits" in 1949. (7) In 1951 a chart or tabular method was published for simplification of Boolean functions. This method became known as the Harvard Method. (8) This was followed by a systematic alsebraic method for simplification of Boolean functions by W. V. quine in 1952 and later improved upon. ( $9 \mathrm{\delta}$ : 10)

While the postulates of Boolean algebra in a mathematical sense were presented over a hundred years ago and well formulated sixty-five years ago, it is still the basis for virtually all worls in switching theory and is included as a starting point for almost every text on the subject. The method wich forms the basis for the two level AID-OR minimization section of this thesis was presented by 2 . J. VCCluskey as his doctoral thesis in Electrical Engineering at Massachusetts Institute of Technolocy in June 1956. (11 \& 12) This work was an improvement on Guine's earlier work and the method has come to be known as the quine-McCluskey method; it is now considered the classical approach to the problem of two level AND-OR simplification through the use of Boolean Algebra. The key equation on which this method is based is given below as equation 1.
(1) $X Y+X \bar{Y}=X$

Basically the method consists of first expanding all terms to a sum of terms of their lowest level "minterms" and then systematically using equation 1 to simplify the result.

Since these early developments, there have been a number of papers on the subject of optimizing the selection of the prime implicants developed by the Quine-McCluskey method. As noted by F. Luccio, these include two later papers by I. B. Pyne and E. J. McCluskey published in 1951 and 1962; (13\&14) also, two papers by J. F. Gimpel, one in 1964 and the other in $1965(15 \& 16)$ and Luccio's paper in 1966. (17)

The advantages of the method presented in this thesis include the fact that certain large problems, including variable cost of the different prime implicants and multiple outputs may be solved by relatively straightforward methods yielding the optimum or near optimum solution. The optimization alzorithm developed for this thesis can be set to give the absolute optimum solution by use of a method of testing all solutions for minimum cost. For small size problems this would be provided automatically. For problems of any significant size the all combination approach becomes less desirable from the
standpoint of computer time used. The increase in required computer time is very rapid as the number of nonessential prime implicants is increased, being similar to a factorial type of function. The program is currently written to consider all combinations of solution for a maximum of ten nonessential prime implicants. For sizes above this the weighting algorithm selects the combinations to be considered. The final solution printed is the best solution upon completion of the extent of analysis specified by the user.

There are also graphical methods to solve the two level AND-OR minimization problem. The method in common use was published by E. W. Veitch ${ }^{(18)}$ in its basic form and later in the currently more popular improved form by M. Karnaugh. (19) These graphical methods tend to replace well defined routines with visual insight and are therefore not as directly applicable to automatic solution by a digital computer.

### 1.3 Scope of Thesis

This thesis develops an algorithm for the optimum selection of prime implicants of a Boolean function. The optimization algorithm is based on a minimum cost of mechanization of the simplified function. The results of
a number of sample problems are discussed, giving the strons features and limitations of the approach. This subject matter is covered in Chapter Two. Chapter Three presents an outline of other areas recommended for future development. Chapter Four discusses the conclusions derived from the present investigation. The program presented was developed for this thesis as an original program. Appendix I provides a flow chart of the program and Appendix II provides a detailed computer listing of the program.

CHAPTER 2. OPTIMUM SELECTION OF PRIME IMPLICANTS OF booleait functions

The method used in selection of the prime implicants is given below. This is followed by a description of the program used in solving the Aind-OR combinational losic problem with uniform cost per input. The flow charts for the program are included in Appendix I.

### 2.1 Optimized Prime Implicant Selection Method

The method used is the Quine-McCluskey method with an additional algorithm for optimized selection of nonessential prime implicants and special features to match the RIT 360 computer configuration. A number of provisions are incorporated for ease and naturalness of job entry. Details of the program and its use are described in section 2.3. A number of sample problems and their results are given in section 2.4 .

The prime implicants are first determined by the Quine-icoluskey method as described in Cadwell. ${ }^{(5)}$ After detemination of the prime implicants, the essential prime implicants are selected. Essential prime implicants are ones wich are required because they are the only ones that contain a particular minterm. The optimum (minimum cost) set of the remaining prime implicants necessary to
specify the required function is then selected. This is accomplished by weizhting the prime implicants in roughly the order of their probability of being included in an optimum solution. The most probable are then considered first in a search for solutions which continues until a user defined number of correct solutions has been achieved by the computer. The best is then printed as the required solution. The user may specify the number of prime implicants to be considered in combination and the weighting factor to be used for the prime implicant ordering.

### 2.2 Special Program Features

There are incorporated in the program a number of features including a storage saving technique for FORTRAN programs using octal coding of lozical data. In BASIC FORTRAN IV which is used on the RIT 360 computer four bytes of information are required to store the state of a variable as 0 or 1 . Four bytes is one computer word. Even in the full FORTRAN IV employing logical variables one byte is required for the storage of the equivalent information. By using the integer format and coding the information in octal, the prosram used stores the state of up to eighteen literals, plus some additional information, in one word. This saves memory and allows a
higher theoretical limit on the size of problems to be run. A description of the program's data input routine which includes the above encoding method is given below in section 2.3.1.
2.3 Program Description

The program is broken down into a number of functional areas. The first is the progran entry section. In this section the basic information which has to be entered into the computer and the method used to encode it is described. In the next section the prime implicant development is presented, and the final section describes the method used in making an optimum selection of the prime implicants.
2.3.1 Data Entry

The program is described starting with the data entry. The first deck of cards is the computer system cards and the program deck which are provided the user as a package. Next come the data cards which are described in order of entry as follows:

Table 1
1st Data Card Entries

| Column | Entry |
| :---: | :--- |
| 1 | Blank if only one problem <br> is to be run or if this is <br> the last problem. Al is <br> entered if another problem <br> is to be run |
| Machine Type Specification; <br> Enter a I in column 5 for a <br> combinational logic design <br> problem. |  |

Note: All columns not indicated should be left blank. All entries must be right justified in colurns indicated. These notes apply to all card entries.

Table 2
2nd Data Card Entries

| Column | Entry |
| :---: | :---: |
| 1-5 | No, of literals used per minterm (i.e. $A \bar{B} C \overline{D F}$ contains six literals). A maximum of |
| 6-10 | No. of outputs in the problem. A maximum of six are allowed. (i.e. a number 1-6 must be entered in column 10). |
| 11-13 | Output Definition: Enter a 1 in each of the columns associated with a |
|  | Column 11 Full development of prime implicants. <br> 12 Listing of prime implicants. <br> 13 Listing of essential prime implicants. |

The optimized prime implicant selection, the number of gate input lines and a listing of the input is provided automatically.

The third and succeeding data cards define the logic to be sinplified. Provision is made for entering optional ("don't care") as well as required terms. Also, a multiplicity of input terms may be entered by a single statement. This is accomplished by leaving literals blank when all combinations of the literal are to be entered (i.e. $A b b \bar{D}$ enters $A \overline{B C D}, A \bar{B} C \bar{D}, A B \overline{C D}$ and $A B C \bar{D}$ ). When a term is to be specified for more than one output, all or any subset of the outputs may be specified on one card. Remaininf outputs would be specified on additional cards as desired. The format for card three and all remaining cards is as follows:

Table 3
3rd Data Card Entries

| Column | Entry |
| :---: | :---: |
| 1 | Enter a 1 if another card follows. Leave Column one blank if this is the last card of data set three. |
| 2 | Column two is left blank for clarity in reading the printed data on the punched card. |
| 3 | Leave blank if this is a required term. Enter a minus sign if it is an optional term. |
| Next in columns | For each literal enter a 1 if it is the true form, a 2 if in the negated form and a 3 if blank. Note: $N$ is the number entered in Columns 1-5 of Card two. |
| ivext column | Leave blank. |
| Next is columns | Enter the numbers of the outputs associated with this tem. Note: $M$ is the number entered in Column ten of Card two. If only one output is used it need not be indicated (i.e. if $M$ is 1 , these columns would be left blank as an optional entry). |

As an example, if $\bar{A} \overline{B C D}$ was a required term for outputs two and three, the card format would be "lbb12212b23."

The first 1 denotes another card is to follow.
As the input is read in, the first card causes the

AND-OR losic simplification routine to be entered. The second card sets up the indices used in reading the succeeding data cards. Each succeeding data card is read into a one card buffer. This input is then reduced to one number (computer word) per minterm. These numbers are generated by entering the octal equivalent of each literal, a literal at a time, into a temporary buffer. Considering the part of the input denoting the literals, if the $i=$ th 1 iteral is 1 (a true valued literal) the octal value of $2^{(i-1)}$ is added to each number in the temporary storage. If it is a 2 (a negated literal) nothing is added. If it is a 3 (an all combinations specification) a new number is created for each number already in storase which is that number plus the octal value of $2^{(i-1)}$. The sign of the number(s) is plus for a required tem and minus for an optional term. The number of ones in the literal of each term is entered as the two most significant digits. The octal equivalent of the sum of the weighted output numbers is the least significant two digits. Each output is weighted as zero if not applic. able and as $2^{(n-1)}$ if applicable, where $n$ is the output number. The resulting integer has the following structure:


The temporary buffer is overlapped on the upper 512 words of the main buffer allowing a maximum of nine blanks to be inserted in a tem, After each input card is processed all the resulting minterms in temporary storage are transferred to the main storage. If there are more than one thousand minterms, storage buffers would normally be exceeded during problem solution; therefore the solution is terminated at the input phase in this case.

Upon completion of reading the problem description the main register is sorted in order of the number of literals in the true state for each minterm. Those with the least number are entered first. A standard sort approach would be to scan the register, select the least value, put it in the next position of a second buffer until all values were in ascending order. For $n$ terms in the rerister there would be required a number of comm parisons equal to the combinations of $n$ terms taken two at a time, or $\frac{n!}{2(n-2)!}=\frac{1}{2} n(n-1)$ comparisons would be required. To improve the speed, a high speed binary sort is used which requires a maximum of $n i-\frac{n}{2}$ comparisons
where "i" is the smallest integer for which $2^{i} \geq n$. For a hundred minterns the respective number of comparisons required for the two approaches would be 4,950 and 650 respectively. The ratio between the two methods would increase for a greater number of minterms and decrease for a smaller number. while an indication of the relative ratio of computer time involved, this ratio is not a true ratio of computer speed due to the fact the second approach does require more indexing and memory transfers per comparison. To save time in computing the number of ones in a minterm on each comparison, the stozage number as described above is sorted directly in ascending order. The two most significant digits of this number contain the number of ones in the mintern and therefore when sorted in order provide the required ordering except for sign. One final ordering is then required to interpose the negative numbers within the positive numbers.
2.3.2 Prime Implicant Development

The ordered group of minterms resulting from the completed sort is denoted the first or starting level of the reduction. This level is divided into blocks containing a common number of ones in their minterms. By noting the position in the above ordering where the
number composed of the first two digits changes value, the blocks are determined. The locations are saved at the upper end of the main register as pointers to the block changes. Each tem is then compared with all terms of the next higher block. Those differing by a binary number are entered in the next level. Where two numbers differ by a binary number $2^{i-1}$ the literals. in the $i \frac{t h}{}$ position can be reduced by the relation $X I+X \bar{X}=X$ where $X$ represents all literals other than the $i=$ th and $I$ represents the $i$ th. The numeric value of $X$ is entered in the block of the next level. Where not all of the outputs are common between the two terms $X I$ and $X \bar{I}$, only the common outputs are entered in the two least significant positions of the number denoting $X$ in the next level. If all outputs match, both terms $X I$ and $X \bar{I}$ in the current level are flagged. For level two through six a second integer number is associated with each reduced set of minterms. This number is denoted a tag and is divided into five 2 digit partitions in wich the literal that was removed at each level is stored. If there are more than six levels in the reduction, additional tag words are added as required. In making comparisons for entry into levels three and up, the tags must be the same in addition to the entries differing by a binary number.

It may be noted that this requirement assures the previously removed literals are identical as a requirement of the comparison (i.e. that the $X$ in $X I$ and $X \bar{X}$ are the same).

After all possible reductions are made, the full dem velopment of the reduction process is printed if requested. Storage is then compressed by removing all flagzed entries except those of the first level. The nonflagged entries are the prime implicants and are printed if requested by the user. For an optimum selection of prime implicants each minterm is scanned. If a minterm is contained in only one prime implicant with a common output, that prime implicant is flagged as an essential prime implicant. Also all the required minterms incluced in any essential prime implicants are flagged for all common outouts. 2.3.3 Optimum Prime Implicant Selection

In the next step all the minterms flagged on each of their outputs are deleted from storase. If there are no remaining minterms the essential prime implicants are printed as the final solution. If there are remaining minterms all essential prime implicants are grouped in a separate section of storage. The remaining prime implicants are assigned a weighting of one for each output of each of the remaining minterms wich it contains plus an
additional weight of four if the minterm for that output is contained in only one other prime implicant. This weighting has a tendency to indicate the relative probability that a prime implicant would be included in an optimum solution. The four weight may be optionally assigned a value other than four by the user. The prime implicants are then sorted in order of this weighting with the highest weighted entered first. Each of the prime implicants is then tested one at a time to see if they include all the remaining minterms. If there is one or more, the one requiring the least number of gate inputs is selected as the optimum. If not, all combinetions of the prime implicants taken two at a time are tested to see if the remaining minterms are included in the other. Assuming thirty remaining prime implicants, 435 pairs would have to be considered and each pair tested to see if it contained all of the prime implicants. With the procedure used, the computer time has been reduced by effectively making the 435 scans of the remaining minterms changing a single prime implicant at a time rather than a pair of prime implicants. However, the consideration of more mintems in combination would generally not be practical from the standpoint of computer time. Therefore, only the first thirty are considered two at a time. The
maximum number of prime implicants considered three at a time is fifteen; four at a time is twelve; five, six, seven, eizht, nine, or ten at a time is ten. After a solution has been achieved each solution is weighted: one for each literal in each prime implicant (equivalent of one AND gate input) and one for each output it is used in (equivalent of one OR gate input). This solution is compared against any previous solution and the solution with the minimum number of gate inputs (minimum weighting) is selected and saved. If twenty five or more solutions have been achieved the best is printed as the optimum solution. If less than twenty five solutions have been achieved the first prime implicant is selected as a required prime implicant. It is then treated as an essential prime implicant and the process repeated. If there are ten or less prine implicants the absolute best solution is guaranteed, as all possible combinations would have been considered. The 25 solution rule applies after the specified combinations are done.

To enable use of this algorithra in varying situations, optional entries for the number of solutions and nuaber of items to be considered at a time may be entered on Gard 2 as follows:

Table 4
Additional Data Card 2 Entries


Note: entries must be right justified.

The weighting function for ordering of the prine implicants may be varied from the standard. The extra weight for prime implicants where only two include a mintem may be changed to any value $0-99$ by entering the value in columns $66-70$ on Card 2. The default option is four. If any of the options of Table 4 are used, all must be specified even if they are the same as the default option.

Additional work with this algorithm showed the initial estimates used for the standard numbers of combinations that could be practicably tested were overly optimistic; therefore, standard conditions should be used only for short problems. Some time indications and special cases are given at the end of Section 2.4 "Program Pesults". There are several special means to request specific job functions by changing the number of solutions. For large problems that would require too much computer time, the user may specify a negative number of solutions. This will enable the user to receive the prime inplicant development, prine irnplicant listins and essential prime implicant listing. It would allow an orderly prosression to the next problem and use the minimum amount of comouter time rather than simply puttiñ a tine limit on the job. The number zero should not be specified for the number of solutions. Any number of solutions less than ten limits the search at the first set of combinations of pirime imm plicants from all prime implicants to one more than is specified for the second set (Columns 21-25, Card 2) as show in Table 4.

The next section zives the results of a number of sample problems programed and a detailed example of the method used.
2.4 Prozram Results

Methods used and the results achieved are illustrated through the use of eight sample problems. These are described and actual output illustrated in the following sections.

### 2.4.1 Problem 1

Problen 1 is a basic problem which illustrates the problem specification, type of results provided by the procram, encoding methods used and the problem solution method. The problem is stated as follows:

Find the optimum AD-OR mechanization for

$$
\begin{equation*}
A=x_{1} \bar{x}_{2} \bar{x}_{3} x_{4} x_{5}+x_{1} \bar{x}_{3} \bar{x}_{5}+x_{3} x_{5} \tag{2}
\end{equation*}
$$

with the added provision the condition $X_{3} \bar{X}_{5}$ can not occur (i.e. $\mathrm{X}_{3} \overline{-} 5$ is an optional temm).

The mechanization for A as stated in Equation 2 would require a five input Ald gate to fom the first term, a three input AHD §ate for the second term and a two input Aid gate for the chird. All would then be OR connected with a three input 0. gate to fom A. As may be seen from the above example one AND gate input is required for each variable in a term and one oR gate for each term. The total number of inputs is thirteen. The object of the analysis is to reduce the mechanization
cost by reducing the number of inputs required. With this relatively simple example a reduction could be effected through the use of Boolean Algebra. However, with this approach it is generally difficult to achieve an optimun solution or to know how near optimun the solution is. This first problem illustrates the Quinemrccluskey method as a systematic approach to finding a solution. The input data for an automatic analysis of this problem has a one entered in column five of the first card. This specifies the problem type. Item one of Fizure 2 shows the computer acknowledgment of this specim fication.

The input data for the second card includes the number of literals (ive) entered in column five and the number of outputs (one) entered in column ten. Ones were entered in columns eleven, twelve, and thirteen to acquire a full set of computer output. The number of solutions to be considered before selecting the best and the number of terms to be considered in combination were not specified. The procram therefore automatically selected the default options. This is shown as item two of Fizure 2.

The data of Equation 2 is specified to the computer program for each of the tems as shown in Table 5. A one

1221100
133320
-331200
3313100

Figure 2
Problem 1 Specification
is entered for each literal in the true state, a two for a literal in the false (negated) state and a three for a literal that is absent (optional).

Table 5
Input Variables Problem 1


It may be noted the optional (negative) term could have been omitted and a locically correct expression would have resulted; however, this type of tem is used by the program to enable a reduction where possible but excluded where additional hardvare would be required for its inclusion. It is thus used to advantage in simplifying the hardware mechanization. The ones in colum one denote another entry follows. The blank in colum one of the last card denotes the last entry. The minus sign in colum two denotes the optional entry. As is seen, the equation and optional terms may be entered in any order. The number of output lines is equal to the number of equations. Item three of Figure 2 shows ac-
knowledgement of the data entry for the one equation. As only one equation was used the output or equation number was not entered. This is shown by the last two digits being zero for each entry. The program as encoded has provision for a maximum of six outputs which may be optimized simultaneously. Most automated methods published are limited to optimizing the equations one at a time and do not mechanize for an overall minimal hardware solution with maximum effective sharing of components. The program will select a nonminimum solution for any equation if it can more than offset the difference in hardware cost with a saving in the hardware used for another equation, another output network, or group of equations by sharing components.

The first step in the optimization is to expand the terms of Equation 2 into their minterms (primary terms). This is accomplished through repeated application of the Boolean Algebra identity of equation.

$$
\begin{equation*}
X=X A+\overline{X A} \tag{3}
\end{equation*}
$$

This identity is used until all literals are present for each term. This is what is called a minterm. The first term $X_{1} \bar{X}_{2} \bar{X}_{3} X_{4} X_{5}$ is already in this format. The second term is expanded as follows:
(4) $x_{1} \bar{x}_{3} \bar{x}_{5}=x_{1} x_{2} \bar{x}_{3} \bar{x}_{5}+x_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{5}$
(5)

$$
x_{1} x_{2} \bar{x}_{3} \bar{x}_{5}=x_{1} x_{2} \bar{x}_{3} x_{4} \bar{x}_{5}+x_{1} x_{2} \bar{x}_{3} \bar{x}_{4} \bar{x}_{5}
$$

(6)

$$
x_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{5}=x_{1} \bar{x}_{2} \bar{x}_{3} x_{4} \bar{x}_{5}+x_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4} \bar{x}_{5}
$$

The two remaining input terms $X_{3} \bar{x}_{5}$ (optional term) and $\mathrm{X}_{3} \mathrm{X}_{5}$ would be expanded in a like manner. Upon completion of the expansion the terms resulting are sorted in the order of number of nonnegated literals they contain; also, they are flagzed when optional. For use in the computer input each minterm is encoded by assigning it an octal value determined, as shown, in Zquation 7.
(7) $\quad V(m)=\sum_{i=1}^{N L} \delta_{i} \cdot 2^{(i-1)}$

Where
NL is the number of literals in each minterm
$\delta_{i}=0$ if the losical value of Xi is negative
$\delta_{i}=1$ if the logical value of $X_{i}$ is true

For example, the value of the first term $v\left(x_{1} \bar{x}_{2} \bar{x}_{3} x_{4} x_{5}\right)=2^{0}+2^{3}+2^{4}=25$, or 31 base 8 . The advantage in the use of base 8 is that minterms may be constructed directly from the octal value by noting the weighting of each literal as shown in Figure 3 below.


For example, 31 above would have the minterm constructed by 1 siving $\bar{x}_{3} \bar{x}_{2} \mathrm{X}_{1}$ and the 3 giving $\mathrm{X}_{5} \mathrm{X}_{4}$ or $\mathrm{X}_{5} \mathrm{X}_{4} \overline{\mathrm{X}}_{3} \overline{\mathrm{X}}_{2} \mathrm{X}_{1}$. The first level of the prime implicant development is the ordered list of minterms. This list is given in Figure 4 for problem one. The first column has stars wich are flags used in the prime implicant development as explained later. The second column contains a letter. "O" to denote those minterms which are optional (i.e. an expansion of the optional term entered). The next column contains the octal value of the minterms. The last column contains the equation or output network number. For this problem there was only one output, so all the values are one.

It may be noted the mintems are grouped. This grouping is by the number of nonnegated literals in each. For example, the first is " 1 " which is $\bar{X}_{5} \bar{x}_{4} \bar{x}_{3} \bar{x}_{2} X_{1}$ and "4" which is $\bar{x}_{5} \bar{x}_{4} x_{3} \bar{x}_{2} \bar{x}_{1}$, both of which have one nonnegated literal. The next term, which is of the following group is "3" which is $\bar{x}_{5} \bar{x}_{4} \bar{x}_{3} x_{2} x_{1}$ and has two nonnesated literals.

```
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```



Figure 4
Prime Implicant Development Problem 1 Level 1

Referring to Equation 1 it is obvious the reduction method used is applicable only when the number of literals of the two terms to be combined differ by one nonnegated literal. By the above grouping these terms would always be in adjacent groups. It is, therefore, necessary to search only the next group for possible reductions if one starts with the first. The procedure then, is to start with the first term of the first group and compare it to each term of the next group for a possible reduction by Equation 1. Where there is a reduction the reduced result is noted in the next level of the reduction, as shown in Figure 5. In the first group, for example, the following reduction is possible.

$$
\begin{align*}
1+3 & =\bar{x}_{5} \bar{x}_{4} \bar{x}_{3} \bar{x}_{2} x_{1}+\bar{x}_{5} \bar{x}_{4} \bar{x}_{3} x_{2} x_{1}  \tag{8}\\
& =\bar{x}_{5} \bar{x}_{4} \bar{x}_{3} x_{1} \\
& =1
\end{align*}
$$

The above expression is tagged with a 2 denoting the second literal was removed from the terms. This result is shown in the first line of results in Figure 5. It may be noted that a simplification of the type used in this method is possible if, and only if, the terms differ by one literal only being negated in one term and not in the other. By use of the encoding as shown in Figure 3, this condition occurs when the encoded value of the terms


Figure 5
Prime Implicant Development
Problem 1 Level 2
differs by a power of 2 . Our reduction procedure is then simplified to taking each term one at a time and comparing it to each term of the next group to determine if it differs by a power of 2. For example, the first term of Figure 4 has a value of 1 . Comparing it with the terms of the next group it is seen that it differs by a power of 2 with the following octal numbers.

Table 6
Table of Differences of Minterms

| Term | Octal <br> Difference | Power of 2 <br> of Difference |
| :---: | :---: | :---: |
| 3 | 2 | 1 |
| 5 | 4 | 2 |
| 11 | 10 | 3 |

For the encoding system used it may be noted, as shown in Figure 3, that the literal represented as a difference is $X_{i}$ where $i$ is one greater than the power of 2 of the difference. The literal by which the term is reduced is called the "tag" and is shown in the last column of $\boldsymbol{\text { Ifigure }}$ 5. The results shown in Table 6 are given in the first three lines of the computer output in Figure 5. The remainder of the first group of Figure 5 is completed by comparing the term $\bar{X}_{5} \bar{x}_{4} \mathrm{x}_{3} \overline{\mathrm{X}}_{2} \overline{\mathrm{X}}_{1}$
as represented by the octal term 4 with the terms of the second group in Figure 4. Each succeeding group of the second level is likewise formed by comparing the terms of the equivalent group in the first level one at a time with all the terms of the nert group in the fizst level. Both terms in the first level for which there is a comparison differing by a power of 2 are starred (flagged) if, and only if, on that comparison all of the same outputs are included in both. If one term contains outputs not included in the other, only the common outputs are noted in the second level and the terms in the first level are not starred based on that comparison. In Figure 5, output for level 2, the first column is the flag denoting a comparison in the next level for those cases where the term is starred. The starring of a term flass it as a tem that is included in a term of a hicher level of the development.

The terms of the higher levels have fewer literals and require less gate inputs to mechanize; therefore they would be used rather than the starred terms in any optimum solution. For this reason the starred terms are removed from consideration as part of the final solution as they are flagged.

The fact that a term was derived from optional
minterms is not noted as this information will not be used until completion of all of the levels and is available in the level one output data storage area in the computer. Therefore, the "O's" of the second column of Figure 4 are not incluced in any of the remaining levels. The next column is the code of the literals of the reduced term. Throughout, this data is in octal form. The octal encoding provides the convenience that each digit represents exactly three literals as show in Figure 3. The last column is the tag (number of the literal which was reduced from the term).

The third level of the prime implicant development is derived in a similar manner. The one exception is that, in addition to differins by a power of two, tems must have the same tag to be reduced and entered in the next level. As was seen in the method of encoding and illustrated in Fizure 3, the fact that two terms differ by a power of two denotes that one literal appears in the nerated form in one term and in the nonnegated form in the other. However, if the tag indicates there are different literals removed from previous reductions, there would be in the original minterms of the derivation other differinf literals and the basic reduction as given in Equation 1 would not be appiicable. Hence, the tag must
match in the reduction process.

$$
\text { As an example, the first term "1 } 1
$$ output 1, tag $X_{2}$ ) of level two differs by a power of two with "5 1 2 " ( $\overline{\mathrm{X}}_{5} \overline{\mathrm{X}}_{4} \mathrm{X}_{3} \mathrm{X}_{1}$, output 1 , tas $\mathrm{X}_{2}$ ) and "ll 112 " ( $\bar{X}_{5} X_{4} \bar{X}_{3} X_{1}$, output 1 , taj $X_{2}$ ) of the second group, yielding "1 123 " ( $\bar{x}_{5} \bar{x}_{4} X_{1}$, output 1 , tags $X_{2}$ and $X_{3}$ ) and "1 124 " ( $\bar{X}_{5} \bar{x}_{3}{ }^{2} 1$, output 1 , tags $X_{2}$ and $X_{4}$ ) respectively. The reduction for the first group of level three is completed in a similar manner and is given in Table 7 below.

Table 7
Reductions Foming First Group of Level 3

| Ist Group Level 2 |  |  | 2nd Group Level 2 |  |  | Result |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 5 | 1 | 2 | 1 | 1 |  |
|  | 1 |  |  | 1 | 2 |  | 1 |  |
|  | 1 |  | 3 | 1 |  |  | 1 | . $32+$ |
|  | 1 |  |  | 1 | 3 |  | 1 |  |
|  | 1 |  | 3 | 1 |  | 1 | 1 | 42+ |
|  | 1 |  | 5 | 1 | 4 |  | 1 | 43+ |
|  | 1 |  | 6 | 1 | 1 | 4 | 1 |  |
|  | 1 |  | 14. | 1 | 1 | 4 | 1 |  |
|  | 1 |  | 24 | 1 |  | 4 | 1 |  |
|  | 1 |  | 5 | 1 | 2 | 4 | 1 | $21+$ |
|  | 1 |  | 14 | 1 | 2 | 4 | 1 |  |
|  | 1 |  | 24 | 1 | 2 | 4 | 1 |  |
|  | 1 |  | 5 | 1 | 4 | 4 | 1 | 41+ |
|  | 1 |  | $\sigma$ | 1 | 4 | 4 | 1 |  |
|  | 1 |  | 24 | 1 | 4 | 4 | 1 | 45 |
|  | 1 |  | 5 | 1 | 5 |  | 1 | 51+ |
|  | 1 |  | 6 | 1 | 5 |  | 1 | 52+ |
|  | 1 |  |  |  | 5 |  | 1 | 54.4 |

It may be noted that the first and third terms are the same except for the order of the tags. The order of
the tagged literals is the order in wich literals are removed. As the order in which literals are removed in the reduction is of no importance to the result, these two terms are identical. There are a number of other terms winich are also common in Table 7. The set of unique terms which are entered in level three, Figure 6, are indicated by a plus in Table 7.

One method of reducing the results of the algorithm to the unique terms would be to start with the total list for each group and compare each tem with all succeeding terms and eliminate all but one in the case of identical tems. However, this would require storing all of the tems and making $\frac{1}{2}\left(n^{2}-n\right)$ comparisons, where $n$ is the numm ber of torms in the group. Also, the individual comparisons are relatively complex, entailing a comparison which would in effect unscramble the order of the tag or compere separately on each literal of the tag. The computer time is reduced and the need for storing all terms is eliminated by the alsorithm used. With this alsorithm the tas is tested for literals in ascending order, right to left. If a term does not fulfill this specification it is dropped upon seneration, eliminating the need of buffer storage and a lengthy set of comparisons. The validity of this approach is shown below. In level two, where there

is only one tas, all terms are unique and are retained. For level three there are two literals which have been removed as common. Considerinf two generalized terms for which a reduction is possible we have

$$
\begin{array}{lllll}
Y_{1} & \bar{X}_{i} & Y_{2} & \operatorname{tag} & X_{j} \\
Y_{1} & X_{i} & Y_{2} & \operatorname{tag} & X_{j},
\end{array}
$$

where $Y_{1}$ represents all the literals with a subscript greater than $i$ and $Y_{2}$ all the literals with a subscript less than $i$. The above tems reduce to

$$
\begin{array}{lllll}
Y_{1} & Y_{2} & \operatorname{tag} & X_{j} & X_{i} .
\end{array}
$$

It is noted, however, thet the abova terms being present implies that both the $X_{j}$ and $\bar{X}_{j}$ literals are present with each of the terms $Y_{1} X_{i} Y_{2}$ and $Y_{1}, \bar{X}_{i} Y_{2}$ and therefore there would also be in level two terms of the form

$$
\begin{array}{lllll}
Y_{3} & X_{j} & Y_{4} & \text { tag } & X_{i} \\
Y_{3} & X_{j} & Y_{4} & & \text { tag } \\
X_{i},
\end{array}
$$

where the combined literals of $Y_{3}$ and $Y_{4}$ are the same as those of $Y_{1}$ and $Y_{2}$. These terms reduce to

$$
\begin{array}{llllll}
Y_{3} & Y_{4} & \text { tag } & X_{i} & X_{j} & \text { or, equivalently, } \\
Y_{1} & Y_{2} & \operatorname{tas} & X_{i} & X_{j} . &
\end{array}
$$

From this it is to be seen that for level three the basic algorithn will always yield pairs of equivalent terms. By the algorithra used, the tem with the hicher subscripted literal on the left (taj in ascending order, risht to
left) is selected. For the the level there are ( $k-1$ ) 1iterals in the tag, which is represented as $Z$. Two terms of the the level which are of the form that can be reduced for the ( $k+1$ ) level are

| $Y_{1}$ | $\bar{X}_{i}$ | $Y_{2}$ | $\operatorname{tag}$ | $Z$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $Y_{1}$ | $X_{i}$ | $Y_{2}$ | $\operatorname{tag}$ | $Z$. | This reduces to |
| $Y_{1}$ | $Y_{2}$ |  | $\operatorname{tag}$ | $Z$ | $X_{i}$. |$\quad$ Now, if i is a sub- script of smaller numerical value than any subscript of the ( $k-1$ ) literals of $Z$, the subscripts will be in ascending order, right to left, since $Z$ from the previous steps was in ascendins order. In this case the term will be retained. In the case where $i$ is mumerically greater than the smallest subscript in 2 , the smallest subscript is denoted $j$. As in the argument for the case of two terms, the possibility of a reduction for the literal $X_{j}$ in a previous level irnplies that both the $X_{j}$ and $\bar{x}_{j}$ literals are present with each of the terms

and

| $Y_{1}$ | $X_{i}$ | $Y_{2}$ | tas | $Z$ |
| :--- | :--- | :--- | :--- | :--- |

would also be in the 1 th level two terms of the form

$$
\begin{array}{lllll}
Y_{3} & \bar{X}_{j} & Y_{4} & \text { tag } Z^{\prime} \\
Y_{3} & X_{j} & Y_{4} & \text { tas } & Z^{\prime}, \quad \text { where } Z^{\prime} \text { contains }
\end{array}
$$

all the literals of $Z$, except $X_{i}$ is included and $X_{j}$ is not. These two terms reduce to $Y_{3} \quad Y_{4} \quad$ tag $Z^{\prime} X_{j}$.

As the literals of the tag $Z^{\prime} X_{j}$ are the same as tag $Z X_{i}$, and the combined remaining literals of $Y_{3} Y_{4}$ are the same as the combined remaining literals of $Y_{1} Y_{2}$, the two $(k+1)$ level reduced terms $Y_{1} Y_{2}$ tag $Z X_{i}$ and $Y_{3} Y_{4}$ tag $Z^{\prime} X_{j}$ are equivalent. By the above argument it is show that for any term with the tag subscripts not in ascending order there will be an equivalent term with the tag subscripts in ascending order. Therefore, terms, where the tag subscripts are not in ascending order, may be deleted without further evaluation.

The remainder of level three and levels four and five are developed in a like manner. The starred terms in Figures 4, 5, and 6 are the terms which are wholly included in a reduction, resulting in a term on the next level. The unstarred terms which remain include, therefore, all of the original minterms and are denoted the prime implicants. In Problem 1 these terms are:

11153 in level three, 114302 in level four, and 4154221 in level five. As described in the input data, the user may optionally select a prime implicant listing as part of the output from the computer. This includes all the information as shown in Figure 7 for Problem 1. Included is all of the information for level one on the minterms, as shown in Figure 4, and a listing of the prime implicants.

| $\begin{aligned} & \text { LFVFL } \\ & *=0 \end{aligned}$ | $\begin{array}{ll} 1 & 1 \\ & 1 \end{array}$ |
| :---: | :---: |
| * | 3 |
| * | 5 |
| * 0 | 6 |
| * | 11 |
| * 0 | 14 |
| * | 24 |
| * 0 | 7 |
| * | 13 |
| * 0 | 15 |
| * | 16 |
| * | 75 |
| * | 26 |
| * | 31 |
| * | 34 |
| * | 17 |
| * | 77 |
| * | 35 |
| * | 36 |
| * | 37 |
| LFVEL | $?$ |

LFVFL 3
11153

LEVFI 4
11437

LFVEL 5

| 4 | 1 | 5 | 4 | 2 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Figure 7
Prime Implicant Listing Problem 1

A prime implicant is termed an essential prime implicant when it is the only one in which a required minterm is included. Such a prime implicant must, of course, be included as part of the solution in order to include the required minterm. To determine the essential prime implicants each minterm is tested against all prime implicants for its inclusion in prime implicants. If. it is included in two or more prime implicants it does not require an essential prime implicant for its inclusion. If there is only one prime implicant in which it is included, that prime implicant is an essential prime implicant. In this case, all minterms which are included in this prime implicant are excluded from the test for further essential prime implicants by the computer program. If such a minterm were included in only this prime implicant it would indicate that this prime implicant was essential for more than one minterm; however, it is still an essential prime implicant. If an excluded minterm were included in another prime implicant it would be included in at least two prime implicants and, therefore, would not require an essential prime implicant to include it. In either case there is no loss in excluding the other minterms included in essential prime implicants from further testing to save computer time. If a minterm is not included in any prime
implicant (unstarred in level one) it is treated as an essential prime implicant. The essential prime implia cants for Problem 1 are shown in Figure 8. The literals are denoted by the numbers 1,2 , and 3 as shown in Table 8 below.

Table 8
Essential Prime Implicant Codes

| Literal Code | Neaning |
| :---: | :---: |
| 1 | Literal included in negated form (i,e. $\bar{X}_{i}$ ). |
| 2 | Literal included in non- |
| 3 | negated form (i.e. $X_{i}$ ). Literal not included. |
| Output Code | Meaning |
| 1 | Not included for this output. |
| 2 | Included as part of |
| 3 | Essential for this output. |

The literals are in the format $X_{5} X_{4} X_{3} X_{2} X_{1}$. There is only one output for the network of this problem; in all cases the essential prime implicants for this output are coded "3" (essential for this output). Other outputs, had there been any, would have been listed in ascending order from right to left.

The listing of the essential prime implicants is an

## ESSENTIAL PRIMF IMPIICANTS

LITFRAIS

133.37

33733
32312

nUTPUTS

3
3
3

3

Figure 8<br>Essential Prime Implicants . Problem 1

optional listing wich the user may select upon problem entry. For this problem all the minterms are included in the essential prime implicants and therefore a listing of essential prime implicants is the problem solution. When this occurs, the computer program states the fact and gives the listing of the essential prime implicants as shown in Figure 9. This solution to the problem is represented in literal form as
(9) $A=\bar{X}_{5} x_{1}+x_{3}+x_{4} \bar{x}_{2} x_{1}$.

This form requires two AND gate inputs for the first term and three for the third, plus three OR gate inputs, for a total of eight gate inputs as compared to the original form of the problem which required thirteen. It may be noted the second term, being a single term, does not require an AND gate input but may be wired direct to an OR gate input. The solution as determined by the computer is a minimun solution. When all the prime implicants are required as essential the solution is, of course, also the minimum cost solution.

### 2.4.2 Problem 2

Problem 2 provides a case where the desired network includes tems other than essential prime implicants.

# ALI. TFRMS ARE COVFRFD BY THE ESSENTIAL PRIME IMPLICANTS LITFRALS GUTPUTS <br> 13337 33233 <br> 33733 37317 <br> 3 3 3 

## A.

Figure 9
Problem 1 Solution

Problem 2 is to find the optimum AND-OR mechanization of Equation 10.
(10) $\quad A=\bar{X}_{1} \bar{x}_{2} \bar{x}_{4}+x_{1} \bar{x}_{2} x_{3}+\bar{x}_{1} x_{2} \bar{x}_{3} \bar{x}_{4}$

The data input and computer acknowledgement is as explained in Section 2.3.1, Data Entry, and is illustrated for Problem 1, Section 2.4.1. The computer acknowledgement for Problem 2 is shown in Figure 10. The prime inplicant development and prime implicant listing are shown in Figures 11 and 12 respectively. It may be noted that because there is no reduction possible past the second level the prime implicant developnent and prime implicant listing are the same. The essential prime implicants are shown in Figure 13. The solution to Problem 2 is shown in Figure 14. The problem solution is provided separately by network output. First, the prime implicants that are incluced exclusive of the essential prime implicants are given. For Problem 2 there is one $1311\left(\bar{X}_{4} \bar{X}_{2} \bar{x}_{1}\right)$. Also, the number of literals in the term (LIT 3), weight (VT 5), and output status (OUTPUT 2) is given. The weight is the weightins of the prime implicant. In this case a weighting of five was used. As described in Section 2.3.3, Optimum Prime Implicant Selection, a weight of one is assigned for the single minterm not included in the

## AUTOMATED LOGIC DESIGN PROGRAM

 AND-OR MINIMIZATION BASED ON A UNIFORM COST PER INPUT```
INPUT DATA
NO. LTTFRAIS=
NO. nUTPUTS=
NO: SOIUTIONS TM BF CONSIDFRED= 25
NO. SNIUTIONS TM AF CONSIDFRED= 25
    lllllllll
```

VARIARIF
223700
121300
217200

Figure 10
Problem 2 Specification

PRIME IMPLICANT DEVELOPMENT

| ${ }_{*}^{\text {LEVEI }}$ | 0 | 1 |
| :---: | :---: | :---: |
| * | 2 | 1 |
| * | 4 | 1 |
| * | 5 | 1 |
| * | 15 | 1 |
| LEVEI. | 2 |  |
|  | 0 | 1 |
|  | 4 | 1 |
|  | 5 | 1 |

Figure 11<br>Prime Implicant Development Problem 2

## PRIME IMPLIGANT LISTING

| LFVFL | 1 |  |  |
| :--- | ---: | ---: | ---: |
| $*$ |  | 0 | 1 |
| $*$ |  | 2 | 1 |
| $*$ |  | 4 | 1 |
| $*$ |  | 5 | 1 |
| $*$ | 15 | 1 |  |

I. EVFL 2

| 0 | 1 | 2 |
| :--- | :--- | :--- |
| 0 | 1 | 3 |
| 4 | 1 | 1 |
| 5 | 1 | 4 |

Figure 12
Prime Implicant Listing Problem 2

## ESSENTIAL PRIMFINPLICANTS

| LITFRAIS | OUTPUTS |
| ---: | ---: |
| 1131 |  |
| 3212 | 3 |

Figure 13
Essential Prime Implicants Problem 2

## PROBLEM SOLUTION

OUTPIIT NO. 1
PRINF IMPLICANT 1311 WT OUTPUT
ESSFNTIAL PRIMF IMPLICANTS 1131

3
37123
NO. DF 'AND' GATE INPUTS RFOUIRED =
NOQ OF OK' GATE INPUTS REOUIRED $=$
TOTAI $=$
TOTAI NO. OF SOLUTIONS $=$
THIS WAS THF
1

Figure 14
Problem 2 Solution
essential prime implicants and an additional weight of four because there were only two prime implicants that included this minterm. The output code 2 denotes that the prime implicant is included in this output network but is not an essential prime implicant. All the literal and output codes used in the final solution are the same as those detailed for the essential prime jmplicants in Table 8. The order of the literals is from risht to left (i.e. $\mathrm{x}_{4} \mathrm{X}_{3} \mathrm{x}_{2} \mathrm{X}_{1}$ ), the same as for the essential prime implicants. The essential prime implicants $1131\left(\bar{X}_{4} \bar{X}_{3} \bar{X}_{1}\right)$ and $3212\left(\mathrm{~K}_{3} \overline{\mathrm{~K}}_{2} \mathrm{~K}_{1}\right)$ are given next, along with their output code of 3 denoting they are essential for this output network. For the case of a network requiring a single output, the output coding is somewhat redundant as the titles and grouping would provide the same information; however, where a network has multiple outputs, this information gives the status of each prime implicant in reference to each output network. This is better seen and is explained in detail in the next sample problem. For the programing convenience of using one less print format, the output information is printed for the single output network as well as for multiple output networks. The problem solution is

$$
\begin{equation*}
A=\bar{x}_{4} \bar{x}_{2} \bar{x}_{1}+\bar{x}_{4} \bar{x}_{3} \bar{x}_{1}+\bar{x}_{3} \bar{x}_{2} x_{1} \tag{I1}
\end{equation*}
$$

The nuraber of AND gate inputs required are three for each of the three terms, or nine. The number of $O R$ gate inputs required is one for each term, or three, for a total of twelve gate inputs. For the case where a solution contained a term with a single literal, the correct solution would be indicated; however, the AND gate input count would be one greater than required sịnce tinis single term could be comnected direct to the 02 gate inputs. Also, for the case where the solution is one term, the $O R$ gate would not be required.

The computer also states the total number of solutions found and which one was best. As the total number of solutions was less than the twenty five requested by the default option (see Figure 10, Problem 2 Specification), it is known the search was exhausted and the solution is optimum. For the case where the number of nonessential prime implicants is less than the number of terms taken in combination, this test is conclusive. For a large problem, all of the combinations specified may have been tested and the number of solutions still be less than the number specified; in this case a solution is printed but the fact the number of solutions was not achieved would not indicate an exhaustive search of all combinations. The solution number for the best solution
is given as an aid to the user in getting a feel for when he is over or under specifying for long problems and for what weighting factors would seem to best fit his problem. This is an optional part of the input, as specified in Section 2.3.3, Optimum Prime Implicant Selection.
2.4.3 Problem 3

Problem 3 is solution of a network requiring two outputs. In the case of a multiple output network an overall minimum cost solution is sought: that is, the cost of generating each output may not necessarily be minimun if the added cost is more than offset by saviņs in making part of the network more usable in generating one or more of the other output functions. This approach is, of course, the optimum approach as compared to simply using those sections of the network, when available, which happen to exist for another output function. Problem 3 is to find the optimum AND-OR mechanization of Equation 12 and 13.
$\begin{array}{ll}\text { (12) } & A_{1}=\bar{X}_{1} \bar{Y}_{3} \bar{X}_{4}+X_{1} \bar{X}_{2} X_{3} X_{4}+\bar{X}_{2} X_{3} \bar{X}_{4} \\ \text { (13) } & A_{2}=\bar{X}_{2} X_{3} \bar{X}_{4}+X_{1} \bar{X}_{3} \bar{X}_{4}+X_{1} X_{2} X_{3} \bar{X}_{4}\end{array}$

The data input and computer acknowledgement is as explained in Section 2.3.1, Data Entry, and is illustrated
for Problem 1. The computer acknowledgement is shown in Figure 15. A difference which may be noted is the printing of the associated outputs with each term. For example, the first term, $2322\left(\bar{x}_{1} \bar{X}_{3} \bar{x}_{4}\right)$, is followed by 010. The first zero is a separator; the one denotes it is associated with with the first output network, or Equation 12; the next zero may be regarded as a blank, indicating this term is specified for only one of the outputs. The prime implicant development and prime implicant listing are given in Figures 16 and 17 respectively. The output column is the second numeric column. It is coded the same as the literals, as shown in Figure 3 for the literals. That is, each output is assigned a value $\theta$ as determined by Equation 14.
(14) $\quad \quad=\sum_{i=1}^{N O} \delta_{i 2} i-1$

Where NO is the number of outputs

$$
\left.\begin{array}{rl}
\delta_{i} & =0 \\
& \text { if the term is not included } \\
\text { in the } i t h \text { output }
\end{array}\right\}
$$

As with the literals, the result is expressed in octal. For Problem 3, which has two outputs, terms included in the first output only are coded one, terms included in the second only are coded two, and terms included in both

# AND AUTOMATED LQGIC DESIGN PROGRAM <br> AND-OR MINIMIZATION BASED ON A UNIFORM COST PER INPUT 

NO. I ITFRAIS=
NO. NUTPIITS= $\quad \stackrel{4}{2}$
NO. SOIUTIONS TO RE CONSIDFRED=

| NO. SOIITIONS TR RE CONSIDFRED= | 25 |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| NO. OF PRIME IMPLICANTS TAKEN IN | 25 |  |  |  |  |  |  |
| 7 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $\begin{array}{rrrrrrrrr}7 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\ 30 & 15 & 17 & 10 & 10 & 10 & 10 & 10 & 10\end{array}$

VARIARIE
2377010
1211010
3712017
1377070
1117070

Figure 15
Problem 3 Specification

| LFVEL | 10 | 1 |  |
| :---: | :---: | :---: | :---: |
| * | 1 | 2 |  |
| * | 2 | 1 |  |
| * | 4. | 3 |  |
| * | 3 | $?$ |  |
| * | 5 | 3 |  |
| * | 7 | $?$ |  |
| LFVFI | 2 |  |  |
|  |  |  |  |
|  |  | 1 | 2 |
|  |  | 1 | 3 |
| * |  | $?$ |  |
|  | 1 | 2 | 3 |
|  | 4 | 3 | 1 |
| * |  | 2 | 3 |
| * | 5 | 2 | 7 |
|  | 5 | 1 | 4 |
| LFVFI | 3 |  |  |
|  |  | 7 | 3 |

Figure 16
Prime Implicant Development Froblem 3


Figure 17
Prime Implicant Listing Problem 3
are coded three. A brief summary of the computer printout is now given. The codings used for input and output acknowledgement are outlined in Tables 1 through 4. The literal and output codes for the prime implicant development and prime implicant listing are outlined in Figure 3. The tag is simply the literals that have been removed from the terms by repeated application of Equation 1. The prime implicants for the multiple output case are developed as for the single output except, when all the outputs are not included in the various terms of a reduction, only those outputs common to all terms are listed for the reduced term.

The essential prime implicants for Problem 3 are listed in Figure 18 and the final solution in Figure 19. In each of these listings there is one colunn for each output. The columns for the outputs are listed from right to left and coded as outlined in Table 8. For the final solution, the first output network includes one prime implicant which is not of the class of essential prime implicants for the first output network. This is the prime implicant $1213\left(\bar{X}_{4} \mathrm{X}_{3} \overline{\mathrm{X}}_{2}\right)$. The literal cost is given as zero since the AND gating for the generation of this term is also used in the second output network. The prime implicant was weighted one because it contained one min-

## ESSFNTIAI PRIMFIMPLICANTS



NUTPUTS.
31
13
32
13

Figure 18
Essential Prime Implicants Problem 3

```
    OUTPUT NO. I
```

        PRINF IMPLICANT LIT \(\underset{1}{1713}\) WT. OUTPUT
    FSSFNTIAL PRIMF INPIICANTS
                        1131
                            13
    .13

## PRORLEM SOLUTION

DUTPUT NO. ?
PRINF IMPLICANT LIT WT DUTPUT
FSSFNTIAL PRIMF INPIICANTS
1332
1713
31
32

NO. TF :AND' GATE INPUTS RFOUIRED = $\begin{array}{ll}\text { NOP OF } \\ \text { TOTAL }= & \text { GATF INPUTS REOUIRED } \\ 16\end{array}$ TOTAL NO. TF SOIUTIONS = THIS WAS THF 1 TH

Figure 19
Problem 3 Solution
term for one output that was not included in the essential prime irnplicants, plus an additional four because there was only one other prime implicant that also included this minterm. The output code 22 denotes the prime implicant could be used in either of the two output networks. The essential prime implicants for the first output networks are $1131\left(\bar{x}_{4} \bar{x}_{3} \bar{x}_{1}\right)$ and $3212\left(X_{3} \bar{X}_{2} X_{1}\right)$, both of which are applicable only to the first output network. For the second output network there are just two essential prime implicants, $1332\left(\bar{F}_{4} X_{1}\right)$ and $1213\left(\bar{X}_{4} X_{3} \bar{X}_{2}\right)$, of which the former is applicable only to the second output networl and the latter is included in both. As noted earlier, this was the tem which was included at no additional cost for the literals (AilD inputs) in the first output network. The equation form of the solution is as follows:

$$
\begin{align*}
& A_{1}=\bar{X}_{4} X_{3} \bar{X}_{2}+\bar{X}_{4} \bar{x}_{3} \bar{x}_{1}+x_{3} \bar{x}_{2} X_{1}  \tag{15}\\
& A_{2}=\bar{x}_{4} \bar{x}_{1}+\bar{x}_{4} X_{3} \bar{x}_{2}
\end{align*}
$$

The number of sate inputs is sixteen as compared to twenty three for mechanization of the equations as stated in the input form (Equations 12 and 13). This solution was the first of three possible solutions as noted in Figure 19. It is also known to be the best possible solution for the same reasons given in Section 2.4.2 for Problem 2.
2.4.4 Problem 4

Problem 4 is part of a test of the operation of the program. It is the same as Problem 3 except the third input is entered separately for each of the output networks. This problem checks the program's ability to combine like entries, encodinj them with the various output networks they may be associated with whether or not they were separately specified in the problem input. The problem specification, prime implicant listing, and problem solution are given in Figures 20, 21, and 22 respectively. The prime implicant development and essential prime implicant list were not requested and were therefore omitted from the computer output. As they should be, the prime implicant listing and problem solution are identical with those of Problem 3.

### 2.4.5 Problem 5

Problem 5 tests the feature which allows minterms to be entered any number of times, as long as the specifications are consistent. The input specification is like Problem 3, except the last tem is redundant since it is included as part of the third term. The input specification is shom in Figure 23, the prime implicant development and essential prime implicants in Figure 24, and the

```
AND-OR MINIAUTONATED LOGIC DESIGN PROGRAM
AND-OR MINIMIZATION BASED ON A UNIFORM COST PER INPUT
INPUT CATA
NO. ITTFRAIS= 4
NO: QUTPUTS= - NOUN 2
NO. SOLUTIONS TO BF CONSIDFRFD= }2
NO. OF PRIMF IMPLIGANTS TAKEN IN COMBINATIONS OF
30
VARIABLF
237>010
1711010
3217010
3217070
13>7070
111>070
```

Figure 20
Problem 4 Specification

- PRIME IMPLICANT LISTING


Figure 21
Prime Implicant Listing Eroblem 4

## PROBLEM SOLUTION

DUTPUT NO. 1
PRINF IMPLICANT
$\begin{array}{rrr}\text { LIT } & \text { WT OUTPUT } \\ 0 & 5 & 22\end{array}$

ESSENTIAL PRIMF INPIICANTS
1131
3712
13
13

PROBLEM SOLUTION

DUTPUT NO. 2
PRINF IMPLICANT LIT WT OUTPUT
ESSFNTIAL PRIMF IMPITCANTS
$133 ?$
1713
31
32

NO. OF : AND' GATE INPUTS RFDUIREN = NO. OF 'OR' GATF INPUTS REQUIRED = TOTAL= 16

TOTAL NO. OF SOIUTIONS= 3 THIS WAS THE 1 TH

Figure 22

Problem 4 Solution

## AUTOMATED IOGIC DESIGN PROGRAM

AND-OR MINIMIZATION BÄSED ON A UNIFORM COST PER INPUT

INPITT CATA
$\begin{array}{lll}\text { NO. IITFRAIS }= & 4 \\ \text { NO. OUTPUTS= }\end{array}$
7
NO. SOLUTIONS TO RF CONSIDFRED= 25
NO. ПTF PRIME IMPLICANTS TAKEN IN CTMBINATIONS OF $\begin{array}{rrrrrrrrr}7 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\ 30 & 15 & 12 & 10 & 10 & 10 & 10 & 10 & 10\end{array}$

## VARIABIF

2327010
1711010
3212017
1327070
1117070
1212070

Figure 23
Problem 5 Specification

PRIME IMPLICANT DFVELOPMENT

| tFVEI | 1 |  |  |
| :--- | :--- | :--- | :--- |
| $*$ |  | 0 | 1 |
| $*$ |  | 1 | 2 |
| $*$ |  | 2 | 1 |
| $*$ |  | 4 | 3 |
| $*$ |  | 3 | 2 |
| $*$ |  | 5 | 3 |
| $*$ | 75 | 2 |  |

I.FVFL ?

|  | 0 | 1 | 2 |
| :--- | :--- | :--- | :--- |
| $*$ | 0 | 1 | 3 |
| $*$ | 1 | 2 | 7 |
| $*$ | 1 | 2 | 3 |
| $*$ | 4 | 3 | 1 |
| $*$ | 3 | 2 | 3 |
| $*$ | 5 | 2 | 2 |
|  |  | 1 | 4 |

LFVEI 3
1232

ESSFNTIAL PRIMF INPLICANTS


Figure 24
Prime Implicant Development and
Essential Prime Implicants
Problem 5

## Problem solution

OUTPUT NO. l
PRINF IMPLICANT LIT WT OUTPUT

ESSFNTIAL PRIMF INPIICANTS $\begin{array}{ll}1131 & 13 \\ 3212 & 13\end{array}$

PRORLEM SOLUTION

OUTPUT NO. ?
PRINF TMPLICANT LTT WT CUTPUT
ESSFNTIAL PRIMF IMPLICANTS
$\begin{array}{ll}1332 & 31 \\ 1713 & 37\end{array}$
NO. OF 'AND' GATF TNPUTS RFQUIRFD = NOTGF 'OR' GATF INPUTS REOUIRED = TOTAL NO. THF SOLUTIONS= $\quad 3$

Figure 25
Problem 5 Solution
problem solution in Figure 25. The prime implicant listing was not requested and was therefore omitted from the cornputer output. The development and solution are identical to Problem 3, as they should be.
2.4.6. Problem 6

Problem 6 is the same as problem 5 except that the last term, which was redundant in Problem 5 has been specified as an optional term. This creates a conflicting specification for the part of term three that includes the last term. The entry and results of Problem 6 are shown in Figure 26. The duplicate minterm entry for which there is a conflicting specification is entered on the last line. The two least significant digits give the octal value of the output network (i.e. 02 denotes the second output network and 03 both the first and second output networks). The next six digits are the octal value of the literals. The value 5 denotes $\bar{X}_{4} X_{3} \bar{X}_{2} X_{1}$. The most significant places are the number of true literals in base ten numbers (i.e. 2 denotes two true literals, $X_{3}$ and $X_{1}$ ). The sign denotes whether the minterm is required or optional; a negative sign denotes an optional minterm. The last term, - $1212020\left(X_{1} \bar{X}_{2} X_{3} \bar{x}_{4}\right.$ output 2), specified as an optional term, yielded the first term listed of the

AUTOMATED IOGIC DESIGN PROGRAM AND-OR MINIMIZATION BASED ON A UNIFORM COST PER INPUT

INPUT CATA
$\begin{array}{ll}\text { NO. LITFRALS }= & 4 \\ \text { NO. ПUTPUTS }= & 2\end{array}$
NO. SOIUTIONS TO RF CONSIDFRED= 25
NO. OF PRIME IMPLICANTS TAKFN IN COMBINATIONS OF $\begin{array}{rrrrrrrrr}7 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\ 30 & 15 & 17 & 10 & 10 & 10 & 10 & 10 & 10\end{array}$

VARIABIF
2377010
1711010
3717017
1372020
1112070
$-1212070$
DUPLICATF MINTFRM ENTRY 200000503

Figure 26
Problem 6 Entry and
Result
duplicate minterms. The third term, 3212012 ( $\bar{X}_{2} X_{3} \overline{\mathrm{X}}_{4}$ outputs 1 and 2), yielded the second minterm listed ( $\bar{X}_{4} X_{3} \bar{X}_{2} X_{1}$ outputs 1 and 2). The term $\bar{X}_{2} X_{3} \bar{X}_{4}$ from Equation 1 is seen to be composed of the two minterms, $\bar{X}_{1} \bar{X}_{2} X_{3} \bar{x}_{4}$ and $x_{1} \bar{Y}_{2} X_{3} \bar{x}_{4}$. The optional specification of the last entry for the minterm $\mathrm{X}_{1} \overline{\mathrm{X}}_{2} \mathrm{X}_{3} \overline{\mathrm{X}}_{4}$ on output 2 is in conflict with the specification of the third term which states both minterms $\bar{X}_{1} \bar{X}_{2} X_{3} \bar{x}_{4}$ and $\bar{X}_{1} \bar{X}_{2} x_{3} \bar{x}_{4}$ are required terms for both outputs. As a specification that a term is both optional and required is inconsistent, the duplicate minterm entry is noted to the user and the problem run is terminated.
2.4.7 Problem 7

Problem 7 consists of a test on the maximum number of allowable all combination literals (literals entered with a code 3). Each term with $k$ such entries is composed of $2^{k}$ minterms. For example, if four literals are used the entry of 1332 ( $\mathrm{K}_{1} \overline{\mathrm{~T}}$ ) is in fact representative of the four minterms $x_{1} \bar{x}_{2} \bar{N}_{3} \bar{x}_{4}, X_{1} x_{2} \bar{x}_{3} \bar{x}_{4}, x_{1} \bar{x}_{2} x_{3} \bar{x}_{4}$, and $X_{1} \bar{x}_{2} X_{3} \bar{x}_{4}$. If more than a thousand minterms are used there is a good possibility of storage space in the computer being exceeded. Ten all combination literals would result in $2^{10}$ or 1024 minterns and are therefore excluded with a note printed to the user that more than nine all combination literals have been used. Figure 27 provides an

## INPIT DATA

NO. IITFRAIS= 11
Nก. ПUTPUTS = 1
NO. SOLUTIGNS TO RE CONSIDFRED=
25
NO. OF PRIME IMPLICANTS TAKFN IN COMBINATIONS OF
VARIABLF
3333111111100
3333333333200
MORF THAN 9 ALI. COMBINATION IITERALS USFD

Figure 27
Problem 7 Entry and Result
example of this type of output.
2.4.8 Problem 8

Problem 8 provides an example of an entry with more than a thousand minterms. If more than a thousand minterms are entered, the computer program notifies the user. Figure 28 provides an example of the computer printout for Problem 8. This problem size restriction is a practical limit based on the memory limits of the computer used. By use of larger amounts of computer memory there is no theoretical limit to the size of job which can be run. While there is no theoretical limit, there is a practical limit in the amount of computer time used. This is more of a limiting factor than the memory size. The amount of time used for all the problems shown in this report combined was only one rinute and fifty eizht seconds, including link editing and printout. Compilation and printing of the computer listing as shown in the appendix took nine minutes and twenty eight seconds. This, of course, could be reduced considerably by use of an object deck of the final program. With larger problems, containing more prime implicants, the time for a solution increases very rapidly since the number of combinations to be analyzed tends to grow in a factorial type expansion to the limits specified by the number of nonessential prime implicants

INPUT DATA
NO. LITFRALS= 11
NO. OUTPUTS=

VARIARLF
3333333331100
3333333331200
MORF THAN IOOO MINTFRMS USFD

Figure 28
Problem 8
Entry and Result
and the combinations in which they are considered.
For analysis of each output network of each solution, the same basic approach used in the process of finding the solution is repeated, except only strings of the prime implicants known to be in the overall solution are included. This process is used to provide the minimum cost circuit, which includes the sharins of hardware, not only for what may already exist, but rather developing the circuitry so the cost is minimum, considering all outputs.

As was noted earlier, if the problem is of a size where all combinations are not tested the solution printed is the best of those tested. In the case of multiple outputs, at each comparison during the prime implicant development tems reduced for some outputs, but not all, are left for further consideration (not flassed). It is therefore possible to have included in the final solution a tem that would be included in another term (not really a prime implicant). Such terms should be removed by visual scanning of the solution by the user. Where equivalent terms are in the range of the combinations used for the problem the computer will automatically select the best solution avoiding this problem.

Considerin ${ }^{3}$ the number of prime implicants taken in combination, it would be at least as many as defined in
conjunction with table 4 if a lower X is not given an ootional value less than a higher X . Basically, at each $X$ level the number of prime imolicants considered is that specified (ie. at the third $X$ level, $X=3$, using the default option of 15 , each of the first 15 prime implicants would be considered in turn with all unique combinations of two other terms, where the other two may include prime implicants above the 15 th based on the lower $X$ level specifications).

As an example of a lonser problem, a problem with seven literals and 34 prime implicants, including five essential prime implicants, was run with a reduced search. The prozram was stopped by the operator with an elapsed time of one hour, six and a half minutes. By use of printout at selected steps, it was found that the computer had proceeded correctly to the first solution and was in the process of analyzing this solution. While the long time could possibly be attributed to an undetected programing "bug", a consideration of the amount of computation indicates a time limitation.

A significant improvement in the running time for larger problems would be achieved if the prime implicants and the minterms were stored in an expanded form for the last section of the program, subroutine OPTMPI. Also, if
a separate list of the minterms not included by the current group of test solution orime imolicants was maintained, the running time would be reduced. With this method, as each combination is analyzed, only the one new prime implicant normally used to replace one of the previous ones need be tested to see if it includes the still missing minterms.

The present method looks at each new set of prime implicants separately to see if they include the required minterms. The minterms and prime implicants are stored in a compact format which requires expansion for convenient operation. Due to the above considerations, more than an order of magnitude time savinzs would be anticipated for the shorter approach on large problems. While the theoretical maximum size problem that could be run with a given size memory would be reduced, due to the extra storage required, the upper practical limit would be increased. For very short problems or problems requesting only prime implicant listings there would be no significant difference from the present prozram. In the next chapter a further development of the overall design problem is treated on a broad basis and a sample machine design problem is presented.

CHAPTER 3. FURTHER DEVELOPMENT OF THE AUTONATIC DESIGN PROBLEM

In the course of the thesis work an integrated approach to the development of automatic design techniques in the field of switching networks was developed to a limited extent. This is a program in which computer aided design would be carried to higher level functions and total devices. The approach proposed is a hierarchy of supervisor routines which would call basic optimization prosrams similar to the AND-OR minimization program of this thesis. The modules of this program are envisioned as containing models including all the significant real life problems of design so as to require a minimum of user interpretation of the results.

Designs which include all of the applicable real life problems, such as variations of temperature, power supply voltage, circuit loading, stray capacitance, deterministic noise (predictable undesired short term pulses), statistical noise, etc., are by their nature many times more difficult - if not impossible - to solve by a single algorithm. The practical approach to this problem is to consider the many developed approaches to the design, evaluate the classes which are most likely to lead to a solution, and search these, selecting the best. These are
the steps in a good manual design. With an automated design these same steps can be performed much faster without the problems of clerical error. The resulting computer aided design would therefore be developed at a lower cost and be basically error free. Due to the higher speed of automated desion more possible approaches may be considered, providing for still greater economies. It would in this way be practical to develop more sDecialized and improved techniques for various classes of problems due to the wide usage such a program would have. When the person developing the program is not very certain of the best approaches, the program itself may be equipped with memory of past experience in finding optimum solutions along various routes. This information is used to self-modify the program to guide in its future approaches to solutions of similar problems. However, if this approach is used in lieu of a direct approach where one exists, a less than optimum search will zenerally result. This was pointed out by $M$. Minsky (20) who discussed the shortcomings of the "Logic Theory" program of Newel1, Shaw and Simon (21, 22) in the lizht of the criticism by wang (23). It was pointed out by M. A. Breuer ${ }^{(24)}$ and E. J. McCluskey (25) that this topic, effective automatic seneration of logic, is one of the major classes of automated
computer design which remains unsolved. Due to the enormous scope of this project it is part of this thesis to set up a program of a continuing nature which can be further developed in future investigations. In the next section, the program structure is discussed and in the section following a sample design problem is presented. 3.1 Program Structure

The program is planned around a hierarchy of specifications which are to be implimented by a set of library programs. These programs are in turn designed to search for an optimized solution in their specific areas, after which control is returned to the higher level routines. The higher level routines are given the capability to call on the design level routines iteratively or in combination changing the specification, in order to get an optimized solution in cases where trade off is necessary and solution of the equations involved simultaneously is not practical. The "Machine Type Specification" is the highest level and is used to call the basic routines involved in the problem solution. This specification states the type of unit that is to be designed. Secondary specifications are used for such items as the input interface, output interface, items which directly affect
the logic design but are not part of it (lumped cost items), the general specification of what the machine is to do with the input, etc. A description of these specifications follows, with their program implementation implied in Figures 29 and 30 and in Section 3.1.9. 3.1.1 Nachine Type Specification

The type of machine to be designed is specified. This specification states whether it is primarily a computer main frame, medium size computer in total, desk top computer, card reader or punch, masnetic tape transport, disk memory, core memory, drum storage unit, paper tape reader or punch, data buffer, data transmission or terminal device, cash register, etc. The basic approach to design and the decisions to be considered would, of course, vary widely within the above types of machines. To handle this problem a supervisory routine is called by the entry of the code that describes the machine. The supervisory routine in turn calls other routines which are common to the various types of devices. This provision saves computer memory and allows a modular approach to building and addition to the overall program.



Figure 30
Combinational
Logic Circuit Design

### 3.1.2 Input Interface Specification

This includes, unless optional, the coding specifications; voltage levels; drive capability; timins; rise and fall times; required "don't care" timing zones and predicted input error rate. The required items to be provided as input specifications will be determined by the supervisory routine. It is to be noted that this is an automatic logic design program and would, for example, consider twelve parallel lines from the read head on a card reader as an input. It does not consider the detailed mechanical design of the card transport even though it is part of the system. As this program contains extensive cost effectiveness provisions, other electronic devices such as magnetic tape read amplifiers are handled in a manner similar to the logic units. Mechanical and other units are handled as lumped cost units (i.e. several alternate electro-mechanical card read heads could be automatically considered as to their overall effectiveness on system performance and cost, including optimizing the logic design for each. However, their individual designs would not be developed by the computer program).

### 3.1.3 Output Interface Specification

This includes, unless optional, the coding specifications of the output device; voltage levels, drive requirements, timing, rise and fall times, allowable "don't care" timing zones, and numbers of lines. Required error rates are covered as part of the General Specifications of item five.

### 3.1.4 Lumped Cost Items

There are items which have a very direct affect on the logic design but are not logic elements. Examples of this are magnetic read and write heads and power supplies. For example, by using different types of logic the amount of power used and the cost of the power supply is greatly affected. Alternately, under different power drains and power supply tolerances the maximum reliable speed of the same logic elements will vary considerably. The specifications of the lumped cost items to be considered are called from a library by entering their identification number. These specifications, along with the General Specification, are used to determine an optimized unit selection and to optimize the mode of use.

### 3.1.5 General Specification

The General Specification basically states what the machine being designed is to do with the input before putting its results on the output lines. This is accomplished by providing the General Specification program a list of inputs of alpha-numeric symbols, special characters and commands for the machine being designed. It is to be noted that commands are specified to the program by their library number. When there are specificic input-output specifications (items 3.1.2 and 3.1.3) associated with a command line, reference to these specifications is included here. As an example of a command specification, consider the case of specifying the command of multiplication. Assume the General Specification code for the class of multiplications to be considered in our example has a library number X01. Also assume that it is desired to provide as a built in function the multiplication of the contents of register 02 by the contents of register 01 with the results placed in 02. Assume resisters 01 and 02 are registers previously requested to be implemented as output registers. Giving the command "x01, 02, 01, 02, YYY" is all that is necessary to provide for the design of this function. YYY is a command identification number. The library prosram XOl will automatically
provide all additional information to upgrade the logic control of register 01 and 02 from output rezisters to arithmetic registers or provide a more desirable alternate. The type of arithmetic, error checking, error correction, precision, associated inder registers and control logic are also automatically provided by the library prozram. The overall accuracy of computation is also entered as part of the General Specification. This may be overridden for any specific command where it would be desired.

### 3.1.6 Detailed Specification

Two items are specified as detailed specifications. Those are speed and reliability. Generally, there is a minimum speed requirement. This in turn determines the types of losic most appropriate and whether parallel or serial operations as well as, to a certain extent, whether synchronous or asynchronous operations are optimum. Very frequently, improved capability (speed) above the minirnum specified is worth something but the percent increase in value per percent increase in speed will vary depending on application. In our example problem of Section 3.2, in the COMPUTE mode 0.2 seconds is just about as fast as a person can operate the keys. Therefore, if a person hits a divide key and it took 0.2 seconds before the answer was
on the screen this would be satisfactory and going faster would be of no value. In the RUN mode, however, a whole series of arithmetic operations is most probably going to be performed before a display pause or DATA entry command is reached; therefore, an increase in speed would be of value. This increase in value is specified by stating the percent of increase in value that would result for a specific increase in speed. Provision is made for twenty specjfication points with either lincar or logrithmetic interpolation between specification points. As an example it could be specified that a twenty five percent increase in speed is worth ten percent, fifty percent in speed, fifteen percent, and two hundred percent in speed, twenty percent in value with linear interpolation between points. The design progxam in this case would continue to increase the speed until the increase in cost equaled the above cost effectiveness specification curve. See Fisure 31 for an example specification.


Figure 31
Cost vs Speed Decision Data

In the above example, the design would be implemented for approximately 85 operations per minute based on the speed of the slowest operation. As different operations may increase the value of the machine differently for the same increase in speed, and as it is not always the slowest that should be the determining factor, provision is to be made to weight the different operations. All operations are grouped by the YYY command identification number provided by the user in the General Specification. Each YYY number may be given a different cost vs. speed specification and thereby each group of operations may be effectively weighted as determined by a market analysis. The reliability may be specified as an overall mean time
between failure and/or as a probability or error on a single operation. Increased value from improving the reliability over the minimum specified is handled as a percentage in the same way as for the value of increased speed. The probability of error specification for a single operation may also be defined by the YYY coding.
3.1.7 Particular Specification

Here, items particular to a specific machine, such as options, are considered. To consider a built-in squareroot operation to add value to one machine may be of so little value it would not be worth considering. However, in the case of our example computer of Section 3.2 the manufacturer may like to know how much this feature would add to the cost either as a model modification or as a plug-in unit. In the case of the plug-in unit he probably would like to know how much cost is added to units where the plug-in is not supplied. The particular specification is also used to provide marketing data on price vs. expected sales volume and manufacturing costs vs. volume. This volume data is specified similar to the way added value of the speed-cost data is specified. All cost data would be considered as a unit and a design implemented for
the combination that produces the greatest value over cost (profit) for the total production. Additionally, this specification is used to provide cost data on items of fixed cost or those of only minor importance in the logic design, such as painting costs, packaging costs, etc. If any cost is significantly affected by the logic design it is provided in the lumped cost library and an appropriate optimization of losic to minimize the total cost is effected.
3.1.8 Output Specification

The program will provide the following information as requested:

* Statement as to the feasibility of meeting the specifications using components currently in the library
* Cost per Unit
* Projected Volume
* Total Cost
* Sales Value
* Projected Profit
* Materials List (parts used and item costs)
* Manufacturing Costs
* Reliability Data (overall and for all operations specified separately)
* Speed (for all classes of operations)
> * Logic List (logic expressions defining the design)
> * Connection/Wiring List
> * Simulated Nachine Program This progran will allow testing the machine on another computer before manufacture to get a feel for its actual use.
> * Any or all of the above may be provided for any of the options considered.


### 3.1.9 Program Outline

A completely modularized program approach is used because of its ease in expansion and development in future investigations. While a completely modularized program offers flexibility in development and ease of expansion, it also necessitates the user knowing the routines available and how to call them in detail if this function were not handled by a supervisory routine. The supervisory routine is detemined by the user's machine type specification. This is done by entering a code which corresponds to a machine type. This code is also the library number of the supervisor that will process the program. The supervisor will call the appropriate input routines, component selection routines, lozic development and minimization routines and the output routines. In cases where a routine is very simple, it will be incorporated directly
into the supervisor. The overall prozram flow chart is shown in Figure 29. It may also be noted that the more complex supervisors will call upon other supervisory routines. A secondary calling arrangement is within the specific sub-program that does the calling. In such cases control is returned to the routine that did the calling rather than the main program.

In addition to specifying the machine type, the user may wish to further specify the type of problem. Consider the case of a combinational logic design problem. The problem could be one of simplifying an expression in terms of the least number of input lines for $A N D / O R$ logic, or it could be to find a minimum cost set of logic from a selected library of logic elements compatible with the equipment this item of logic is to be part of. Or, the problem may be to find the minimum cost logic design to meet a certain specified speed requirement. To allow this further definition of the problem the first data card contains a number of entries. The first column is the continuation instruction. A blank denotes this is the last problem. A "l" denotes another problem will follow. The next four columns are the library number of the machine specification. The types of machines to be implemented are assigned a library number at the time it is decided
to incorporate a class of machine in the program. This arrangement allows unlimited expansion of the system without modifying the previous structure. The machine types to be assigned code numbers at this time are given below.

Table 9
Machine Types

| Code | Type of Machine |
| :---: | :--- |
| 1 | Combinational Logic Circuit Design |
| 2 | Sequential Losic CrCuit Design |
| 3 | Desk Top Type Computers |
| 5 | Data Buffers |
| 6 | Paper Tape Readers and Punches |
| 7 | Card Readers and Punches |
| 8 | Core Memories |
| 9 | Magnetic Tape Units |
| 10 | Disk Memories |
| 11 | Data Terminals |
|  | Medium Size Computers |

Succeeding five column numbers denote sub-classification of the problem specification library. So that the user does not have to know or make a specification for options in which he is not interested, a standardizations of options is adopted. In this standardization a blank number denotes the program is to perform the design in the simplest way possible for this level and any remaining sub-levels of the specification. A "1" will always denote the most general solution (lowest cost solution) out of all possible solutions the program is set up to consider.

In the design of combinational logic a "O" or blank secondary code denotes a logic minimization for two level AND/OR logic with either gate type having its cost directly proportional to its number of inputs. Code "1" denotes the entire combinational library would be searched for a minimum cost mechanization meeting the circuit specification. Code "2" denotes NAND/FOR type logic having its cost directly proportional to its number of inputs. It is intended that codes "0" and " 2 " are for student use or what might be classified as a theoretical circuit specification. Code "3" and $u$ p are the production codes and specify libraries with information on propagation delay, rise and fall times, speed, reliability, drive capability and input loading. Variations of these parameters as a function of circuit loading, operating temperature, stray capacitance and power supply specification are included. Also costs of assembly, interconnection and test are included. Required don't care or "dead" times will automatically be calculated and integrated into meeting the overall specification. Codes "3" and up are based on various groupings of compatible manufacturer's logic lines which would include various combinations of number of inputs and number of gates for NAVD/NOR, AND/OR, EXCLUSIVE OR, INVERTERS, etc. Flip-flops, shift registers and other
devices with memory will be considered under the sequential circuit supervisory routines.

The program mechanization for the combinational logic design approach is shown in Figure 30. It is to be noted that if another prozram calls the combinational subprogram the calling program will automatically supply all the necessary specifications without any additional requirement on the part of the user. Even when the logic code is not code "1" a calling program may in sequence request a number of combinational lozic design sub-prosram codes and then select the design wich gives the best results. A sample problem was developed to test the program after it had been expanded and to indicate the type of problems to be considered. A description of this sample problem is presented in the following section.

### 3.2 Development of Sample Computer Design Problem

A sample computer specification was developed which would enable testins of the overall procram after its major cose sections have been written and are operative. This specification also illustrates the capabilities intended for the overall program. For our example, the case of a manufacturer who would like to have designed a general purpose desk top calculator-computer is considered.

The computer is to be able to add, subtract, multiply and divide as direct key entry operations. It is also to include program capability so that any other mathematical function such as the trigometric, inverse trigometric, or hyperbolic functions could be used as programable functions. Also, this machine is to provide the user with general purpose prozraming capability so that userdesigned programs may be entered for repetitive calculations. Nine digits with adjustable decimal point are to be provided in the readout. The output is to be three registers displayed on a cathode ray tube. It has been decided this is to be a low cost machine limited to sixty four words of core memory for the main memory. The word size is to be nine decimal digits plus sign in a format to be defined by the prosram. The entry keys are described below:

Table 10
Example Computer Entry Keys

| Keys | Function |
| :--- | :--- |
| 0 through 9 | Numeric Entry |
| + | Addition |
| - | Subtraction and Negative |
| $\times$ | Number Entry |
| $/$ | Multiplication |
|  | Division |

In addition to the above mathematical entry keys the following programing functions are to be provided as direct single key entry.

Table 11
Programming Functions

| Keys | Function |
| :--- | :--- |
| Move TO | Copies from one Iocation <br> of memory to another |
| Repeats TO | Similar to Fortran IF <br> Statement <br> Similar to Fortran DO <br> Stetement |
| Data | Similar to Fortran GO <br> TO Statement <br> Clear |
| Call for data entry <br> To clear registers or <br> conrect errors |  |

Table 12
Control Functions

| Switches: | Pover On-off |
| :---: | :--- |
| On-off | Mrosram-Run. |
| Compute | Mode selector |
| O.o Thumb- <br> Wheel switch | Locates decimal point <br> Irom far right to far <br> left |

The output consists of three registers on a cathode ray tube, each displaying nine digits plus sisn and
decimal point. Also, an error light is provided; rinen the error light is lit the leyboard locks exceot for the clear key.

In the compute mode the machine is to perform as a desk calculator. In this mode, the keys have the following functions. Dhe three menory registers which are displayed are denoted 1,2 , and 3 . The overall specification is as denoted in Table 13 as Follows:

Table 13
Compute liode Specification

| Key | Compute liode Detailed Spectitication |
| :---: | :---: |
| Numeric Keys | Enters number at richt-most position in resister 1 with an automatic shift with each entry. Displays error if more that nine numbers are entered, previous contents of register remain unchanged. <br> Adds the nurber in 1 to tho number in 2, puts result in 2 and clears 1. Displays error on either positive or negative overflow, not changing 1 or 2. <br> Subtracts the number in 1 from the number in 2, puts the results in 2 and clears 1. Dism plays error on overflow, not changing 1 or 2. |

Table 13 (cont)

| X. <br> / <br> $X$ Move to $Y$ <br> Clear X | Multiplies the number in 1 by the number in 2, puts the result in 2 and clears 1. <br> Displays error on overflow, not chansing 1 or 2 . <br> Divides number in 2 by the number in 1 , puts result in 2 and clears I. Displays error on overfiow or divide by zero, not changing $I$ or 2 . <br> $X$ and $Y$ are resister nurbers. The contents of $X$ are copied into $Y$. $X$ is left unchansed. $x$, a two dizit number, is entered first, then the liove To key is cepressed at which time the words NOV TO will be displayed in 1 to the right of the number $X . Y$ is a two disit number that is entered last. Upon display of $Y$ the memory transfer is complete. Rezister 1 will automatically be cleared vith the next entry. If $Z$ or $Y$ are not numbers corresponding to memory locations, an error will be displayed and no transfer takes place. <br> Turns off the error 1 ight and frees the keyboard if needed. $x$ is a three digit number. If I is 000 all registers (all of memory) are cleared. If a number correspondins to a memory location is entered that register or memory location is cleared. If $X$ does not correspond to a memory position or 000 (i.e. 999) no rejisters are chansed. |
| :---: | :---: |

Test, Repeat To, Go To and Data have no effect (cio
nothins) in the compute mode.
In the program mode, programs may be written into the computer memory for later processing. In this mode the keys will have the following functions:

$$
\text { Table } 14
$$

Program Xode Arithnetic Operations

| Key | Progran Kode Detailed Specification |
| :---: | :---: |
| Numeric Keys | Enters number of memory location |
| $\begin{aligned} & X+Y \\ & X-Y \\ & X Y \\ & X \\ & X \end{aligned}$ | $X$ and $Y$ are memory locations. The indicated operation will be perfomed in the run mode. At that time the contents of X will be put in 2, the contents of $y$ in 1 , the specified operation performed and the results put in 2 . Resister 1 will be cleared. |

In the program mode all instructions are written in register 1 and shifted up as new instructions are entered. In this way the last two plus the current instruction will appear on the screen. The instructions are described in Table 15.

Table 15
Programing Functions Detailed

| Key | Prozram Mode Detailed Svecification |
| :---: | :---: |
| $\because Y$ Tost $Z$ | Transfers procram operation to the wth step entered if the contents $0: Z$ are nejative and to the yth step if positive. Zero is considered positive. |
| X Repeats to Y | Repeats the nert series of steps through the yth step $X$ times. |
| Go to X | Unconditional transfer to the "th step. |
| Data X | Denotes in the mun mode the computer will pause for $X$ items of data to be entered. is may be any iwo digit number other then 00. 00 is a display pause. In the run mode, depressing the data ley denotes an item of ciata is entered. Data entered will be irnored if $x$ is 00 . |
| Clear X | If there is a prorram entry exsor the error lisint will ligit and the keyboard, other than tio clear key, will lock. Clear turns off the error light and Irees the keyboard if needed. If $\because$ is 000 all of menory is cleared. If $X$ is any number corresponding to a program step number, that step is cleared. If $X$ is anything else no mesisters are changed. The nert entry will eutometically clear resister 1 (the display "CLEAS xaxi"). |
| x liove FO Y | Sane as in compute mode |

In the mun mode only the numeric keys, data key, and clear koy will be used. These will be used to enter data as requested by the program and to make corrections of data in resister 1. If a prosran error is uncovered, it is to be corrected by switching the togzle back to the progran mode. The final specification for our test machine is that results should appear instantaneous to the uscr. By that is meant all single operations should be completod in less than 0.2 seconds.

CEAPTER 4. CONCLUSIORS

A two level ATD-OR losic simplification proram was developed that has centain advantazes over other ap. proaches winch appear in the literature. This procram should prove desirable for stucent use in solving lozic simplification problems wich are more extensive than those normally solved by the Quine-NcCluskey method unaided by such a computer progran.

A method has been illustrated for the structuring of an automatic desisn program for switching networks. This is still in its infancy, representing one of the majo: areas of the industry yet to be developed to anything approaching its full potential. This area holds one of the best futurcs for automation of design since much of the design task is centered around deductive type loãic decisions and is hishly repetitive. Both of these attributes ane the leading prerequisites to an efficient solution by a digital computer. The only drawback is the large amount of actual development work required.

## APPENDIX I

PROGRAV FLOW CHARTS

To enable use of less space in the c.mputer memory the program was organized in phases which are overlaid durins program operation. Phase one is the main program which has the function of calling the working routines. It is always in memory. Each of the other phases is overwritten as the next phase is called in. The prosram structure is shown in Figure 32. Subroutines called by another routine are shown under the calling routine. All the special subroutines in a program phase are shown under the phase title block. The main program flow chart is shown in Figure 33. Subprosram flow charts are shown in Figures 34 through 41. CONV1, CONV11, CONV12 and COivV13 are alike except for their use in different phases of the prosram. Also, CONV2 and CONV23 are alike. Flow charts for CONV1 and CONV2 are shown as Figures 40 and 41 respectively.


Figure 32
Program Overlay Structure


Figure 33
Main Program Flow Chart


Figure 34
dataen Flow Chart




Figure 37
ESSPI Flow Chart



Figure 39
OPTVPI Flow Chart


Figure 40
CONV Flow Chart


Figure 41
CONV2 Flow Chart

APPENDIX II

PROGRAM LISTING

The computer program was written to run in FORTRAN IV under an IBM 360 DOS system with a minimum of 50 K words of core memory. As the program is in a widely used language it would be adaptable to most systems of equivalent or larger size with a minimum of change. A source listing of the progran statements follows.
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PI
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ーnmutnowocmamtinc





) $111 \cdot 117.113$
$\mathrm{J})+2 * *(K-1-3 * K L) * 10 * * K L+1000000$

- צ
$7=$
$-9), 115 \cdot 114 \cdot 114$

NnN
\|! 11 - 11
$J=J 2, J$
$=18(J 4)$
$=18(J 4)+$
B(.j4) = $\mathrm{B}(J 4)+2 * *(K-1-3 * K L) * 10 * * K L+1000000$


$$
\begin{aligned}
& \stackrel{1}{\sim}
\end{aligned}
$$

$0 \sim$
-5 10.110 .118
$N B L K$
01120.120 .119

- 3
C~
$1121 \cdot 121 \cdot 122$
130
$J=1 \cdot N O$

C
$\frac{\underset{y}{2}}{2}$
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 СОСOCOM-

$K F)-L B(K S)) 142.142 .145$






$$
\propto \sigma \sigma
$$

$\operatorname{moc}$
$\sim m o$
テv

90
vin

$J=1 . j 3$
$i(J)$ $m-++x$ に
$X+I R S$
$M+I B S$
$M+153.155 .155$ H
R


HRS
$1 . S)+L B(K F)) 166 \cdot 165 \cdot 165$
$=L B(K F)$ +1
+1
-1
1102
$01701 \cdot 1701 \cdot 1631$ $1+S 8$

## 141

$(K S)) 162 \cdot 163 \cdot 163$ $S-1$ 169.169 .164




min $n$
unc
ing
$\rightarrow 0$

$166[B(K T)=L B(K S)$
$S+1=L B(K S)$
$S-N B) 164.164 .167$
$S-N B / 164 \cdot 164 \cdot 167$
$8 J=1 \cdot J 1$ $=L B(K F)$
の＋ローワ
$J=31 i^{K T}$


C
171 ＋フッラルール」ーズーム

## S（LB（J－1））

$J 3$
7145 JN $=1$ NO
JP（JN）－KOM（JN））17142．17142．17141
$J F 3+J F$ 7
+7
4
4 $1) 17146.17149 .17149$
） 17149.17149 .17147
山1ースー
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167

168
169

1770
1701
1707
171

1711
1717
1713
1714
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| $\infty$ | $\sim C N \sim N$ | 5 |
| :---: | :---: | :---: |
| ナホ | $\cdots-\cdots-N$ | $\cdots$ |
| - | $\cdots N+N-m$ | $-\mathrm{N}$ |
| $N$ | $\cdots$ - | - |

-Nmyinchaoornmyischao
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$B)=1 R(K N B+1)$
$1-K B$
$B(J)$
$F X+K I$
$B(J-1)$
$1)=K N B+1$
11191．191．192 ！ そローツーでミッー YOイル $\because \times\|¥\|$


## 200 $1+1)-K L I$


L
$20 Z \cdot G O Z * G O L$
$(S X) 甘 T I S 甘$
$1 \begin{aligned} & 1, ~ J 1\end{aligned}$
フコミ





| $n$ | － | n | Lnc | へ | 促 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C | $\sigma$ | $\sigma$ | oc | cc | cc |
| $\sigma$ | － | － | －n | nn | n |


 çG


のOーNmホnoraのornmsぃぃ ヘ $10 \propto \propto \propto \propto \propto \propto \propto \propto$ がのぶののの

 のかがCCOCCOCCCーーーートーーーー


| - | virctoon | -nNmjiscramonnmすinctaoc |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |
| cccoc | cccocc |  |

$B)=L B(J 7+1)+M V * J M V$
NI $)=K N B$
261.261

| $\begin{aligned} & 2491 \\ & 2497 \end{aligned}$ | $L B(N B)=L B(J)+1)+M V * J M V$ |
| :---: | :---: |
|  | $L P(K N L)=K N B$ |
|  | IVF=1 |
|  | $L R(K N R)=N B-K I N+1$ |
| 250 | IF (KS-KSX)251.255.255 |
| 751 | $K S=K S+K I$ |
|  | $I K S=I \Delta B S(L B(K S))$ |
|  | GO TO 201 |
| 755 | IF (KF-KFX) 200.260 .260 |
| 260 | IF (KB-7000+LP(KL))190.261.261 |
| 261 | $\cdots 1=1 . P(K N L)$ |
|  | $J 7=L P(K L)$ |
|  |  |
| 267 | IF (J?-J1) $263.263,764$ |
| 263 | $I H L=K I$ |
|  | IR $=0$ |
|  | GO TO 900 |
| 264 | $T H I=K N L$ |
|  | I $R=0$ |
|  | Gil TO 900 |
| 799 | IF(LXRI) 310.310 .300 |
| 300 | $J 1=1$ |
|  | $J 7=0$ |
|  | $J F 1=1 \times B(1) / 100$ |
|  | $J F=J F 1-(J F 1 / 1000000) * 1000000$ |
| 307. | $12=17+1$ |
|  | $J S=L R(J 2) / 100$ |
|  | $J S=J S-(J S / 1000000) * 1000000$ |
| 303 | IF(.JS-JF) 307.305 .305 |
| 305 | $\operatorname{LR}(.17)=L B(.12)-(L X B(J 1)-100 * J F 1)$ |
| 306 | IF (J1-1 X BI) 307.310 .310 |
| 307 | $J 1=J 1+1$ |
|  |  |
|  | $J F=J F 1-(J F 1 / 1000000) * 1000000$ |
|  | GПTO 303 ( |
| 310 | RFTUKN |
| 900 | 1F(KB-1)9001.9001.900? |
| 9 COJ | $F P \cap I N T=N R$ |
|  | G0 T019003 |
| 9007 | JKR=2002-KB |
|  | FPOINT = L $\mathrm{H}(\mathrm{JKR}$ ) |
| 9003 | IF(I.PID)910.910.901 |

pID) 910.910 .901






| $\begin{aligned} & \text { IF } 1 \text { LPOINT-1)9011.9011.9012 } \\ & \text { WRITF (M:2) } \end{aligned}$ |
| :---: |
| $J l=F P \cap I N T$ |
| IF（IR）9014．9013．9013 |
| $11=N H$ |
| KPПINT＝LPOINT |
| IF（KPOINT－I R（LBLПCK））902．902．9016 |
| LBLOCK＝LBLOCK－1 |
| WRITF（M．3） |
| IF（Li）1 OCK－IP（LLEVFL））9018．9015．9015 |
| LIEVFI＝LLFVFL＋ 1 |
| WRITF（M，4）LLEVEL |
| GO TO 9015 |
|  |
| $\sqrt{3}=\mathrm{J} 7-(\mathrm{J} 2 / 100000000) * 100000000$ |
| WRITF（M．3） |
| （IST（1）＝J $3 / 100$ |
| L．IST（ I ）$=\mathrm{J} 3-\mathrm{LIST}(1) * 100$ |
| IF（LR（KPOINT））9071．9072．9022 |
| WRITF（M．7） |
| IF（J）－7000000000）9024．9023．9023 |
| WRITF（M．8） |
| $J 7=1.1$ FVFL－1 |
| $13=3$ |
| KPOINT $=$ KPCINT＋1 |
| $J 4=5$ |
| J5＝LF（KPOINT） |
| IF（J）19079．9029．9027 |
| IF（14）9025．9025．9028 |
| ， $6=\mathrm{J}$／ 1100 |
| I．IST（．13）$=\sqrt{5}-\sqrt{6 * 100}$ |
| J7＝ $17-1$ |
| ， $33=\sqrt{ } 3+1$ |
| $J 4=J 4-1$ |
| $J 5=16$ |
| GO TU 9026 |


| －－n | 0 | $\bigcirc$ | $\bigcirc$ | ＋ | 15 | $\infty$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C－ロ |  |  | C | Nへへへ | ， |  |
| aco | ccoc | CO | $\sigma$ | －coc | C | CC |
| 00 | のののの | のo |  | のののの | $\sigma$ | $\sigma$ |

 のбののたすのссссссссссーーーーーーーーーーへへへへへへへへへ

IF (J4-5)903.904.904
KPOINT=KPOINT+1

| 904 | $\begin{aligned} & \text { J3=J3-1 } \\ & \text { WRITE }(M, 9)(L I S T(J), J=1, J 3) \end{aligned}$ |
| :---: | :---: |
| YO5 | IF (KP@INT-J1)9015.9015.906 |
| 906 | IF (IK) 910.910.299 |
| 910 | $\lambda=L P(1)$ |
|  | $k]=(R(J)+1$ |
|  | IF $\mathrm{KL}^{(1) 1930.930 .9102 ~}$ |
| 9107 | IF(K1-LPOINT) 911.912 .912 |
| 911 | $K 1=L P \cap I N T$ |
| 917 | IF(IR)9122.9121.9121 |
| 9121 | $\mathrm{K} 2=\mathrm{NH}$ |
|  | Gก TП 9123 |
| 9172 | $K>=F P \cap I N T$ |
| 9173 | $\underline{I} B=L P(1)-1$ |
|  | $11=7$ |
|  | I $\mathrm{NK}=$ ? |
| 913 | IF(I.H(IB)-K1)914.915.915 |
| 914 | $I R=I A-1$ |
|  | Gก TO 913 |
| 915 | IF (IPP(IL)-IR)920.920.916 |
| 916 | $I L=I I+1$ |
|  | INK $=(11+8) / 5$ |
|  | GOTO 915 |
| 970 | IF(LR(K1)-2000000000)9701.921.921 |
| 9701 | $K 1=K 1+I N K$ |
|  | GOTO 924 |
| 471 | NAST $=$ NR-INK |
|  | JN=K1+1NK |
|  | DO 97) J=Kl.JLAST |
|  | $L P(J)=L B(J N)$ |
| 927 | $\checkmark N=, ~ N N+1$ |
|  | $N B=N B-I N K$ |
|  |  |
|  | Dก 973 J=Jl.IR |
| 973 | $1 . B(J)=L B(J)-I N K$ |
|  | K $\boldsymbol{*}=\mathrm{K})-$ INK |
| 974 | IF(K1-K2)913.913.929 |
| 979 | $1 \mathrm{P} \cap \mathrm{INT}=\mathrm{K})+$ + NK |
| 930 | IF ( 1 K) 271.931 .931 |
| 931 | IF(LPI)299. 299.937 |

[^1][^2]
 へへへへへへへへへへ


[^3]C．ONV12（KMT．KOM，NX）
$1 \cdot N O$
$306 \cdot 306 \cdot 307$

$110-1$
$1+10 * *(2+J P)) * 2 * *(J P 1-J P 2 * 3-1)$
KPI－（KPI／1000000001＊100000000）／100






| vin | 0 | $\sim \infty$ | －Jin | 0 | N | $\propto$ | 0 | $\stackrel{\square}{ }$ | Nc |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cc | c | CO－ | ーーー | － | － | －n | $n$ | $n$ | n |
| mo | $m$ | rmm． | mmm | $m$ | $m$ | mm | $m$ | n | mm |
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## ごMげどか cccccicc cccoccce


$J P 1=J P / 10$
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## $\circ$

 ○くごーロー 1エロー




## LM． 410.408 <br> $\sum$

 かフーニーシールーじメ

408
ご
$\stackrel{5}{5}$
$\stackrel{c}{\sigma} \underset{\sim}{\sigma}$










| c | 15 | con | $\Omega$ | coc | －n | rin | $\bigcirc \propto<$ | no |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| in | ↔ | 100 | $\bigcirc$ | cor | NT | Nへ |  | $x \propto$ |
| $\checkmark$ | $\checkmark$ | ささす | $\checkmark$ | さす」 | ナJ | ナ」 | ささず | ナ」 |





$4 \infty$ $\rightarrow \oplus \rightarrow \subset$ xom－x とCローエエ ค $\alpha-1+0$ Na－aー
 $Y \rightarrow 2 \rightarrow-N$ －$-\infty \times 0$
Y－Ca－10 Y－$\rightarrow=-1$ $n \cdots \geq \Omega a$ $\rightarrow \dot{\sim} \rightarrow \infty=4$ $\sum \rightarrow 0 \rightarrow \infty$ Q－C M L O U－CG－I ，NZ－上x $1 \cdot \sim$－U $\geq ロ \infty-1 \rightarrow$ FT－CR
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MCl $1=0$
(1)




581 KI．P1（1）＝KLP1（1）－3 $c$

$$
\ln _{\propto} \cap
$$

$P B=J 1+2$
$F(K L P 1(1)-I P C) 590.595 .595$ （K

## 

3
5
6
6
1

$$
\begin{aligned}
& \mathrm{KPPB} \\
& -1
\end{aligned}
$$ Yロ

5 （KK1，KC．NLIT）

## L．1 $K(1) 650.650 .611$

## C． 1$) 612.612 \cdot 613$

20.620 .614
KPB1）

## へ <br> $-3) 611 \cdot 617.611$ <br> $-K \dot{C}(, J)-1) 611.617 .616$

611

640 $\pm=-202$
ゅモニ
$\stackrel{\circ}{\circ}$








$C 1-J) 658.660 .660$
1661.661 .659
$p 1(111$
-1
$1.1+21$
$n=1000000$
$n-J 01 \times 1000000$
등
$J F F=1 \cdot J F F F$
$66002 \cdot 66003.66003$





| M | 18 | 0 | concin－n | myo | －$\sim \sigma$ | c | Cmin |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mor |  |  |  |  | パった | 0 | cc |
| 00 | $c$ | $\checkmark$ | ¢006心in | Lninc | 0く」 | $\bigcirc$ | co |
|  |  |  | 00 | 00 |  |  | c |





JLI＊100
$\cap 1$
$8(J+1)$
$-9) 6601.6601 .6602$
シーーーフールミ゚

JFF
3



| $m$ | － | $c-n$ | $n$ | $\bigcirc$ | $c-n$ | mm． | －n | － | $\bigcirc$ | ， | － |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 0 | $\cdots$ | － | c | nnn | へc | $c$ | $n$ | 0 | 0 | $\checkmark$ |
| $\bigcirc$ | 0 | coc | $\bigcirc$ | $c$ | ccc | Cs | $c$ | $c$ | $c$ | $\sim$ | $\bigcirc$ |
| 0 | $c$ | 000 | $\bigcirc$ | $\bigcirc$ | cos | $\cdots$ |  | $\bigcirc$ |  |  | $\bigcirc$ |
| $c$ |  | cくo | $c$ |  | ccc | $c$ |  |  |  |  |  |

[^5]
## 6643 $(M \cdot 9) J \cap 1 \cdot J O \cdot J O T$ $K B S C+1$

## PS1663．665．665 <br> PSI 663.665 .665 NOI 564.666 .666

J）
＋LR（JP＋2）／100000000
－IFP） 674.672 .672

S（J） $1100000000+\mathrm{NL}+1$

$$
n \simeq 1
$$

2

## $J=1 . K L$

NALI680．680．6777
SC－JPC

（M．4）JPC．JOR．KRSC．ISOL．ISOLI

## +1 S（．） 682.700 .700

$-\infty$

いノハーロールーエンニン －




| へM＊ | 150 | － | $N$ | く才心のカース | か0－n | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ちざ | cc | － |  |  | $\uparrow \propto \propto \sim$ | $\infty 000$ |
| くッく | $c$ | $c$ | c | ccccur | ccuc | onter |
|  |  |  |  |  |  |  |



 000000c00000000000000000000000000000
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ーnmvinctaocmのmvinor
 000cocoocooocococ
ェoーOu,

$$
y \subset Q
$$

$$
\mathrm{Na} \cdot 0=
$$

́ーゅu๙ホ

$$
\underline{x}+z-n
$$

$$
\dot{y}
$$

둥ㅁㅁ

$$
\underline{Y}=\sum^{\circ}
$$

Kicio
ミウーロームホ

$$
z-c=0
$$

$$
\therefore \because \sum_{n}
$$

$$
20 \infty-10
$$

ミームジー

$$
\begin{array}{ll}
0 \\
0 & 0 \\
0 & 0 \\
0
\end{array}
$$
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