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ABSTRACT Blur region detection from a single image with spatially-varying blur is a challenging task.
Although many methods are proposed in the past decades, most of them are based on hand-crafted features.
These features are not robust to image context, image size, blur type and other factors, which cannot obtain
sound performance. In addition, the craft of these features requires a lot of domain knowledge. To address
these problems, in this paper, a blur region detection method based on semantic segmentation is proposed
to extract blur regions, which well integrates global image-level context and cross-layer context information
making the auto-learned features more robust. Specifically, we design a blur detection net (BDNet) for
blur detection by combining ResNets and FCNs. A binary mask can be produced in an end-to-end way.
By our method, the mean region intersection over union (Mean IoU) increased by nearly 20% compared
with most other blur detection methods. We make the code publicly available at https://github.com/
SEU-DongHan/BDNet.

INDEX TERMS Deep learning, convolutional network, blur detection, semantic segmentation.

I. INTRODUCTION
Blur can be regarded as one type of photo degradation
caused by many factors in the process of photo acquisition
or post-processing. Blur leads to the loss of details and
prevents people from obtaining the information of the real
scene captured by the image quickly and accurately. There
are two common types of blur phenomenon, named motion
blur and defocus (out of focus). The former is mainly caused
by camera relative motion during exposure and the latter is
caused by lens aberrations [1]. With the rapid development
of computer vision techniques, image content understanding
has become a hot research field, and thus, it becomes essential
to uncover the information immersed in the blurred image.
Actually, efficient and effective extraction of blur regions can
naturally benefit many applications, including scene classi-
fication, object detection, image quality assessment, image
restoration [2].

The associate editor coordinating the review of this manuscript and
approving it for publication was Jenny Mahoney.

In this paper, we will mainly focus on the methods to
solve the spatial-varying blur detection problem. A number of
algorithms have been proposed over the past decades to deal
with this problem. Most of the existing methods are based
on hand-crafted features [2]–[4]. Inevitably, the performance
of these methods mainly depend on the discriminative ability
of these features. However, the craft of robust features is not
an easy task, because the image context, image size, and
other factors may have a large impact on them. Moreover,
most of the previous methods only utilize the local informa-
tion from the image patch [4], [5]. Therefore, to get dense
blur map, the size and stride of the sliding window should be
well trade-off. Using a local image patch cannot capture the
large context information which will be helpful for the clas-
sification of texture flatten areas in blur detection problems.
Last but not least, some methods are proposed to address
the blur detection problem of a specified blur type [6]–[9].
In this case, the blur type is seen as a kind of prior knowledge,
which is not always available. In addition, a blurred area of a
spatial-varying blur image may be blurred by mixed of blur
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kernels. In such cases, this kind of methods may not work
well.

In recent years, deep learning has become a promising
framework, which has been widely applied in the fields
of computer vision, pattern recognition and signal process-
ing [10]–[12]. A variety of effective networks have been pro-
posed for different applications. VGG [13], Google-Net [14],
ResNet [15] and etc. are put forward for image classification.
FCN [16], SegNet [17], UNet [18] and etc. are proposed
for semantic segmentation. The problem to be solved in
this paper is to distinguish blur regions that can be detected
by human eyes. Given an image, a binary mask should be
generated to show each pixel is blur or not, which can be
regarded as a classification problem in pixel level. From this
point of view, there is much similarity between blur detec-
tion and semantic segmentation. Therefore, the approaches
for semantic segmentation can be adopted to process blur
detection problem and this is the key insight of our approach.
However, the blur detection is different from the common
object semantic segmentation task. Firstly, due to the existing
of the gradual blur, the boundary between blur and clear
regions may be not sharp and is hard to determine. Secondly,
there is no massive and public dataset available.

To overcome the aforementioned two issues, we propose
a novel deep neural network called BDNet by fusing the
ResNets and FCNs. Following the common network structure
for semantic segmentation, we use ResNets as our encoder
part and FCNs as decoder part. We further extend FCNs to
FCN2s. Moreover, instead of training the model stage by
stage, we train the model all at once. To make the progress
more stable and efficient, the batch normalization layer is
added before the merge of features from different layers.
We also make some other improvements to the structure of
the combined network. With limited data, the technique of
transfer learning is employed to get better results and save
the time of training. Finally, by the proposed method, the blur
regions can be detected successfully and a competitive result
is reached.

The proposed method has several advantages over other
existing spatial-varying blur detection methods on a single
image. First of all, with the powerful auto feature extrac-
tion ability of deep learning framework, it is unnecessary
to craft features by domain knowledge. It is shown that
these auto-extracted features are more robust to image size,
the image context and etc. Secondly, differing from image
patch based approaches, with relatively large reception field
of view, our proposed framework can capture the context
information efficiently. A better segmentation result can be
achieved with a small noise. Thirdly, the fully convolution
network structure can process different sizes of images.
Fourthly, just a single image is used to get segmentation
results, which makes our method more practical. Compared
with other classical methods, the mean region intersection
over union (Mean IoU) [16] of our method increases by
about 20%.

The organization of the result of the paper is as follows.
In the next section, we review related work on blur detection,
deep neural networks and semantic segmentation based on
convolutional neural network. In Section 3, we firstly intro-
duce the datasets and then present the proposed approach
and implementation details. Section 4 gives the experimen-
tal results, where we compare the proposed results with
some state-of-art methods. Finally, we conclude the paper in
Section 5.

II. RELATED WORK
A. BLUR DETECTION
Many blur detection methods are proposed in the past
few decades. According to the input, these blur detection
methods can be categorized into sequence-image based and
single-image based ones. Sequence-image based algorithms
can be classified into three types, frame difference based,
background modeling based and decomposition based ones
[3]. Single image blur detection algorithm can be further clas-
sified into spatial-uniform and spatial-varying ones. As the
name suggests, for spatial-uniform blur detection problem,
there is only one type of blur and the blur strength does not
vary in spatial, while spatial-varying is opposite. However,
spatial-varying images are more common, most of the recent
research is conducted on this kind of images. So, we will
mainly review related works on this problem.

Spatial-varying blur detection is a much more challenging
task compared with spatial-uniform blur, because blur varies
in different blur regions and different blur types present.
Actually, blur detection can be accomplished by blur-nonblur
classification or by blur estimation. The former attempts to
determine whether or not a region is blur. The later can tell the
blur kernel straightly or just estimate blur strength. Among
the later, there is one kind of estimation algorithms concen-
trating on constructing discriminative blur features directly
for input images and make them potent enough to differen-
tiate between different strength of blur. By mining blur cues
of the input image, many features have been proposed espe-
cially for blur detection task, most of which are handcrafted
and derived from spatial domain, frequency domain, color
space and etc. Su et al. [19] detect blurred image regions by
examining singular value information for each image pixels.
Shi et al. [20] propose a simple yet effective blur feature
to detect and estimate just noticeable blur (JNB) via sparse
representative and image decomposition. Rather than using a
single feature, some learning-based methods try to combine
several features together with classifiers. Liu et al. [4] develop
several features modeled by image color, gradient and spec-
trum information, and then a Bayesian classifier is trained to
discriminate whether or not an image patch is blur. Shi et al.
[2] study a few blur feature representations in image gradient,
Fourier domain, and data-driven local filters to differentiate
between blurred and clear image regions. Yi et al [53] propose
a sharpness metric based on Local Binary Patterns (LBP) to
separate blur and non-blur regions.
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Instead of just mining discriminative features, the other
kind of algorithms focus on further fitting the relationship
between blur kernels and blur features or estimating the
blur kernels straightly. However, different blurs are modeled
differently, most of this kind of algorithms are designed for
specified blur type. Actually, blur kernel estimation is the first
step of most of deblur algorithms [21]–[23], these methods
can be easily adapted to blur detection. Many task-specific
methods are proposed to estimate the blur kernel for blur
detection problem. Chakrabarti et al. [5] apply shot-time
Fourier transform on directional blur image patches and find
a local blur cue that measures the likelihood of a small neigh-
borhood being blurred by a candidate blur kernel. Pang et al.
[3] propose a new kernel-specific vector with the information
of a blur kernel and an image patch and classifiers are used to
estimate the blur kernels. To deal with defocus blur images,
Zhuo et al. [6] re-blur the input image and then blur kernel is
estimated at edge locations, full blur map is achieved by prop-
agation techniques. Tang et al. [9] establish the relationship
between the amount of defocus blur and spectrum contrast
at edge locations, similar propagation operation is used to
obtain full blur map. Zhang et al. [7] model the blur kernel
at edge location as Gaussian function, which is estimated
by combing the gradient information of input image and the
re-blurred ones, and then K nearest neighbors (KNN) [24]
matting interpolation is used to get full blur map after the
sparse blur map is refined by guided filter [25]. Golestaneh
and Karam [48] propose a method to compute blur detection
maps based on High-frequency multiscale Fusion and Sort
Transform (HiFST) of gradient magnitudes to determine the
level of blur at each location in an image.

However, the aforementioned methods have some
disadvantages. Firstly, most of the previous works are based
on observation or handcrafted features. The craft of a feature
with high discriminative ability and generality is still not
an easy work, which may require much domain knowledge.
It is most possible that these methods are not robust enough,
easily affected by the context of image, image size and other
factors. Secondly, most of these features are crafted only
using the local information of an image patch, image global
context information could not be captured effectively, and
therefore the texture flatten region is not handled appropri-
ately. Thirdly, some algorithms are designed for some specific
blur type which is a kind of prior information not always
available.

There are also some methods try to analyze blur images
by the deep neural network. Yan and Shao [26] apply
pre-trained deep neural network (DNN) and general regres-
sion neural network (GRNN) to the problem of blur analysis
for the first time. Sun et al. [27] propose a deep learning
approach to address the problem of estimating and removing
non-uniform motion blur from a single image. They first
predict the probabilistic distribution of motion blur at the
patch level. Then a Markov random field model is used to
infer a dense non-uniform motion blur field. Finally, motion
blur is removed by a non-uniform deblurring model using

patch-level image prior. To address the problem of segment-
ing dynamic objects, Punnappurath et al. [28] develop a
CNN to predict the probabilistic distribution of the composite
kernel, and then automatically segmentation is performed at
each depth layer. Kim et al. [52] propose a network with
long residual skip-connections andmulti-scale reconstruction
loss functions to detect blur regions. Basically, these deep
learning models are trained to learn blur kernels. But unlike
deep learning based methods above, we tackle blur detection
problem by telling a pixel is whether blur or not, or estimating
the blur strength.

B. SEMANTIC SEGMENTATION
Li et al. [49] propose a method called vector field convolution
(VFC) to segment images. TheVFCfield can be calculated by
convolving a vector field kernel with the edge map generated
from the image. This method is less computationally expen-
sive and robust to noise, but the weak edges in images might
be overwhelmed by the strong edges along with the noise.
Maghsoudi et al. [50] use superpixels to segment images
for animal morphology research. The proposed method uses
SLIC to remark and segment images, but the speed and
accuracy still need to be improved. At present, deep learning
is mostly used for image semantic segmentation compared to
traditional methods.

The rapid development of deep convolutional network
is inspired by AlexNet [29] as a winner of the ILSVRC
2012 competition. After that, growing numbers of par-
ticipators try to develop novel and effective networks.
VGG-nets [13], GoogleNets [14] win the championship of
ILSVRC successively. Recently, the winner of ILSVRC
2015, He et al. [15] propose a much deeper convolutional
network called ResNet presenting a good solution to the train-
ing problem of deep convolutional networks and showing the
better auto-feature learning ability of deeper networks. Later,
Zagoruyko and Komodakis [30] propose a novel architec-
ture called wide residual network by decreasing depth and
increasing width of residual networks. Xie et al. [31] present
ResNext exposing a new dimension of convolutional neural
network.

Driven by deep learning, significant progress has been
made in semantic segmentation. A number of frameworks
are proposed based on deep convolutional neural network.
Among them, FCN is the most classical and successful one.
The key insight of FCN is to build ‘‘fully convolutional’’
networks that produce output with the same size as input.
It can be trained end-to-end. Skip architecture is employed to
combine semantic information from a deep, coarse layer with
appearance information from a shallow, fine layer to produce
accurate and detailed segmentation [16]. Later, some varia-
tion networks are developed. DeepLab models [32] enlarge
the reception field of view by dilated convolution and use con-
ditional random field(CRF) model as a post-processing tool
to refine segmentation result. Deconvolution networks [33]
use a stack of learnable deconvolution and upsampled layers
to restore segmentation resolution. UNet [34] combines skip
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FIGURE 1. The first row is the original images in the dataset, and
the second row is the corresponding ground truth images. The ground
truth marks the blur area as white and non-blur area as black.

layers and learnable deconvolution layers for pixel labeling.
PaseNet [35] employs average pooling layer to capture global
image context information and normalize featuremaps before
fusion. Segnet [36] uses the pooling indices computed in the
max-pooling step to perform non-linear upsampling.

Blur detection can be accomplished by blur estimation
or by blur-nonblur classification. The former needs to mine
blur features, most of which are handcrafted and derived
from spatial domain, frequency domain and etc. However,
deep learning methods can omit the processes of extracting
features manually. Deep learning methods can transform the
blur-nonblur classification into semantic segmentation, and
obtainmore abstract features by training networks. Extracting
blur regions by semantic segmentation can be more accurate
and robust.

III. DATA AND METHOD
A. DATASETS
There are three datasets used in our experiments called
BlurRaw, BlurDB1 and BlurDB2. The BlurRaw dataset is
contributed by Shi et al. [2] containing 1000 annotated
images with 296 motion blur and 704 defocus. Some sample
images are shown in Fig. 1. Here, we find some annotation
errors (out_of_focus0508, etc.) and have fixed them. These
images vary in size. We find the mean height of these images
is 467 and the mean width is 617. But the maximum width
reaches 1024.

Based on BlurRaw, we generate two datasets called
BlurDB1 and BlurDB2. To generate BlurDB1, we randomly
crop image patches with a size of 256×256 from raw images.
To get the same number of images for different blur types,
we crop 12 image patches from each motion blur image and
5 image patches from out of focus image specifically. Finally,
we obtain 7072 images in total, with 6727 training images
and 345 testing images. The details are shown in Table 1.
BlurDB2 is generated to make the best of limited data.
We crop image patches from top left to bottom right with 1/2
area overlap for every two adjacent patches. Finally, we get
9134 images in total. Same as the proportion of training set
and test set used in current research [51], 10% of the dataset
are used for testing and 90% for training. More details are
shown in Table 2.

TABLE 1. Details about BlurDB1. There are 7072 images in BLURDB1,
of which 6727 are used as training images and 345 are used as testing
images.

TABLE 2. Details about BlurDB2. There are 9134 images in BLURDB2, of
which 8215 are used as training images and 919 are used as testing
images.

FIGURE 2. BDNet network structure. The ResNet used as Encoder to
extract features and the FCN used as Decoder to get results.

B. BDNet-NETWORK STRUCTURE
Our general network called BDNet is shown in Fig. 2. Our
network fuses ResNets and FCNs for transfer learning. FCNs
is an effective general framework for semantic segmenta-
tion. And ResNets have outperformed other classification
networks in many tasks. In our proposed network structure,
ResNets are used as encoder to extract features and FCNs
are used as decoder to get dense segmentation results. With
transfer learning, we train the network to detect blur regions
successfully.

1) DEEP ResNet
Deep neural networks have shown impressive performance
in many tasks. The key point is to design a novel network
structure. It is evidenced that the network depth is of crucial
importance on the feature representations [14]. After VGGs
and GoogleNets, a growing number of people focused on the
design and training of deep neural networks. However, simply
increasing the depth of neural networks does not improve
anymore, which is known as degradation problem. He et al.
[15], [37] propose a deep residual learning framework to
handle this problem and it shows compelling results and nice
convergence behaviors on ImageNet and MS COCO compe-
titions. It is revealed that by using identity mappings as the
skip connections and after-addition activation, the forward
and backward signals can be directly propagated from one
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block to any other block without adding extra parameters or
computation complexity.

Generally, the residual unit with identitymapping performs
the following computations:

xl+1 = h(xl)+ F(xl,Wl) (1)

where xl is the input feature to the l-th residual unit and Wl
is a set of weights associated with the l-th residual unit. h(xl)
is an identity mapping. F denotes the residual functions to be
learned, e.g. a stack of convolution layers. After unfold the
formula recursively, we will have:

xL = xl +
L−1∑
i=1

F(xi,Wi) (2)

The feature xL of any deeper unit L can be represented as the
feature xl of any shallower unit l plus a residual function with
a form of

∑L1
i=1 F(xi,Wi). This leads to nice backward prop-

agation properties. From the chain rule of back propagation,
we have:

∂ε

∂xl
=

∂ε

∂xL

∂xL
∂xl
=

∂ε

∂xL
(1+

∂

∂xl

L−1∑
i=1

F(xi,Wi)) (3)

where ε denotes the loss function. The formula indicates that
the additive term of ∂ε/∂xL can be propagated directly back
to any shallower unit l.

2) FULLY CONVOLUTIONAL NETWORK (FCN)
A standard deep CNN architecture for whole-image classi-
fication typically consists of a stack of convolution layer,
nonlinear activation function, pooling layer, and fully con-
nected layer. If no adaptive pooling operations are used,
the input of fully connected layer must have fixed dimen-
sions. Long et al. [16] cast the classifier networks to full
convolutional networks that can take an input of any size and
output classification maps by replacing full-connected layers
with convolutional ones. However, the repeated combination
of max-pooling and downsampling layers results in feature
maps with a significantly reduced spatial resolution [32].
To overcome this problem, FCNs use in-network upsampling
layers (deconvolutional layers initialized by bilinear upsam-
pling) to produce a dense prediction. Dense prediction can
also be yielded by the trick of input shifting and output inter-
lacing, but Long et al. find that learning through upsampling
is more effective and efficient. To obtain accurate and detailed
segmentation, a skip architecture is introduced combining
semantic information from deep layer to shallow layer, which
improves the performance of FCNs dramatically.

Most of the previous blur detection methods use image
patches. However, the patch-based processing flow is waste-
ful and time-consuming [38]. The estimated blur strength,
kernels or the binary labels are corresponding to the center
pixel of a cropped image patch. To obtain full blur map,
the stride of the sliding window should be small enough.
Unavoidably, this will result in some redundant computing
operations between neighboring patches. Moreover, the size

of image context is determined by image patch, which should
be bigger enough to make more information available for
better estimation or classification result. But bigger patch
size will enlarge the unhandled area at the borders of images.
And patch size also has some influence on the performance
of some features. So, the image size should be traded off
critically for these methods.

On the contrary, our framework can produce dense predic-
tion with a large reception of field of view without redundant
operations, which is very helpful to handle texture flatten
regions.

3) NETWORK FUSION AND TRANSFER LEARNING
Here, we extend FCNs to FCN2s to make the best of the skip
connection structures. More low-level features can be fused
to final results. We think it is more important for semantic
segmentation tasks without sharp segmentation boundaries
like blur detection. In order to train the network all-at-once
without divergence, scale layers proposed by [16] with fixed
constants picked artificially are used before feature map
fusion from different layers. However, the scale of features
from different layers may be quite different, which makes it
difficult to combine directly the features for prediction [35].
Therefore, the scale layer is replaced with batch normaliza-
tion layer in BDNet, which makes it easier to train and avoid
picking constants. In VGGs, the downsampling operations
are implemented by max pooling layers. But, except max
pooling layer 1, the downsampling operations in ResNet are
performed by convolution layer with stride 2. Thus, in our
experiments, skip connection is added after each block with
downsampling operation or concatenation layers after down-
sampling block. Moreover, deconvolution layer is utilized to
upsample, and dropout layer is employed at the top of ResNet
to avoid over-fitting and this leads to a better result.

Transfer learning can apply knowledge previously learned
in one domain to another. Generally, transfer learning can use
previously trained model for a new task, and the model usu-
ally is trained on large datasets. Transfer learning can save a
significant amount of training effort [39]. With limit data, this
technique provides a significant head start toward learning
appropriate visual features. Specifically, we use the model
pre-trained on ImageNet [40], [41] data to initial encoder
part (ResNet) of our network. We also try two transfer learn-
ing methods in our experiments. First, the parameters of
ResNet part is fixed without updating in the phase of training.
Second, the entire network is trained jointly with low learning
rate in encoder part, and achieves better results. With this
strategy, our network spends less time to train and gets better
results with limited annotated data.

C. IMPLEMENTATION DETAILS
Most of the models in this paper are trained and tested with
Caffe [42] on a single NVIDIA GTX 1070. The parameters
mainly refer to [16], which are general parameters that used
in the relevant research. We use SGD as optimizer with
the mini-batch size of 5. The weight decay is 0.0005 and
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the momentum is 0.9. we fine-tune our network using pre-
trained weights, start from learning rate at 1e-3 and divide
it by 10 for three times at step 21000, 42000, 56000 with
the max iteration 70000. All deconvolution layer in FCNs
initialized with bilinear kernels and other layers with Xavier
[43] random variables. The weight used in VGG16 series
experiments is provided by [16](FCN-32s) fine-tuned from
the ILSVRC-trained VGG16 Model and the VGG16 net-
works also follow the same structure with [16]. The ResNets
network structure is implemented following [37], and the
code is publicly available with pre-trained weights. The
cross-entropy loss is utilized as the objective function.

The input of the network is a 224× 224 color image with
RGB three channels. The input images are preprocessed by
subtracting the mean value in each channel. The training
data are augmented by randomly cropping, flipping horizon-
tally or vertically. Finally, we trained the model 100 epochs
for 7 hours and 55 minutes in our experimental environment.

IV. EXPERIMENTS
A. EVALUATION METRICS
Blur detection is often evaluated by visual inspection and
quantitative assessments with Precession-Recall (PR) Curve
and Receiver Operating Characteristic (ROC) Curve. In addi-
tion, four novel metrics are introduced from common seman-
tic segmentation and scene parsing evaluations to compare
methods fairly, which are the variations on pixel accuracy and
region intersection over union, namely pixel accuracy, mean
accuracy, mean IoU, frequency weighted IoU.

Pixel accuracy is a commonly utilized measurement which
represents the percentage of total pixels that have been clas-
sified correctly. Mean accuracy calculates the proportion of
pixels correctly classified in each class and then averages
the results of all classes. Mean IoU stands for mean inter-
section over union and is a standard measure of semantic
segmentation. It can calculate the ratio of the intersection and
union of two sets, which in the case of semantic segmenta-
tion are ground truth and predicted segmentation. Frequency
weighted IoU sets the weight for each class according to the
frequency of occurrence.

The metrics above can be computed by flowing
formulations:

Pixel Accuracy:

(
∑

i
aii)/(

∑
i
tii) (4)

Mean Accuracy:

(1/ac)
∑

i
(aii/ti) (5)

Mean IoU:

(1/ac)
∑

i
(aii/(ti + ki − aii)) (6)

Frequency Weighted IoU:

(
∑

k
tk )−1

∑
i
(inii/(ti + ki − aii)) (7)

where, αii denotes the number of pixels labeled by i and
predicted to i. The number of classes αc. t i =

∑
j αij denotes

the total number of pixels of i. ki =
∑

j αji denotes the total
number of pixels predicted to i.

B. COMPARISON WITH OTHER METHODS
The proposed method is compared with other existing
blur detection methods of Shi et al. [2], Liu et al. [4],
Chakrabarti et al. [5], Zhang et al. [7], Su et al. [19],
Golestaneh and Karam [48], Kim et al. [52] and Yi et al.
[53]. The methods of Shi et al. [2], Liu et al. [4], Su et al.
[19], and Yi et al. [53] can mine discriminative features of
images. The methods of Chakrabarti et al. [5], Zhang et al.
[7] and Golestaneh and Karam [48] focus on further fitting
the relationship between blur kernels and blur features or esti-
mating the blur kernels straightly. The method of Kim [52]
uses deep neural network to extract blur regions. Here we
use their code publicly available to produce the results. The
results of all these methods are in the form of blur map. For a
fair comparison, we modify the output layer of the model and
use sigmoid function to get blur map instead of binary results.
The data for evaluation comes from database BlurRaw, we
use 10% raw images left for test. Our model used here is
BDNet (with BN, Dropout) trained on BlurDB2.

In the experiments, we used 10% of training set for
validation and trained the model with 100 epochs. The loss
curves of train and validation are shown in Fig. 4. The trends
of two curves are consistent, which can demonstrate that the
model is not overfitting. In addition, we also performed k-fold
cross validation and trained model with 100 epochs, where k
is set to 3. The experiment results are shown in Fig. 5. The
results show that the performance between different folds is
quite similar, especially after about 60 epochs. The experi-
ments further demonstrate the robustness and generalization
ability of the proposed method.

The visual comparison is shown in Fig. 3. We see that our
method can obtain competitive results. The overall relatively
poor performance of other methods accounts for many rea-
sons. Firstly, noise is not well controlled. Secondly, some
methods can only capture edge information which results in
many holes leading tomoremisclassification. Thirdly, texture
flatten areas are not handled appropriately. In addition, we can
find through the PR Curve and ROC Curve in Fig. 6 and
Fig. 7 that our method performs much better than other
methods.

The quantitative comparison is shown in Table 3. As we
can see from the table, our method outperforms all other
methods in terms of all metrics. Our method achieves a mean
IoU of 0.800, pixel accuracy andmean accuracy over 0.9. And
moreover, the mean inference time of our method is less than
10 seconds with our computer, which does not take more time
than Zhang [7]. And what is more important is that no post-
processing methods are applied in our method.

We also find some pictures do not achieve expected results
using our method such as images 7-10 shown in Fig. 3.
A large number of pixels are misclassified when a large
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FIGURE 3. Detection results of different methods, ‘‘src’’ is the blur image, ‘‘gt’’ is ground truth. The figure shows intuitively that our method obtains
competitive results.

FIGURE 4. The trends of training loss curve and validation loss curve are
consistent, which can prove our model is not overfitting.

texture flatten area presents. Our model is trained on small
sized images, which has some impact on our results. We think
this problem can be solved by fusing more global context
information or training on datasets with larger sized images.
Another problem is that the boundary is not determined
accurately if the blur boundary is not sharp enough, especially

FIGURE 5. The performance between different folds is quite similar.
It further demonstrates the robustness and generalization ability of the
proposed method.

for motion blur images. And the fact that the number of
annotated motion blur images is smaller than out of focus
images makes it worse. In fact, considering the imaging
mechanism, the scenes captured by defocus images are static.
Although the blur amount may change continuously in some
defocus images, the blur amount of most of this kind of

VOLUME 8, 2020 44873



A. Shen et al.: Automatic Extraction of Blur Regions on a Single Image Based on Semantic Segmentation

FIGURE 6. Precession-Recall (PR) Curve of different methods. The red
curve on the top represents our method and the results are better than
the other methods.

FIGURE 7. Receiver Operating Characteristic (ROC) Curve of different
methods. The red curve on the top represents our method, with the Area
Under The Curve (AUC) of 0.95, which is higher than the other methods.

TABLE 3. Results of other methods and our method. The results of our
methods in four metrics are better than others.

images changes abruptly. So, the blur boundaries of defocus
images are sharper than motion blur images. That is very
helpful for blur detection. Relatively, it is more difficult to
solve the problem of motion blur detection. Due to the rela-
tive motion between camera and objects, it is hard to deter-
mine where the motion area starts and ends. The available

TABLE 4. Results of VGG16-FCN32s-OL and VGG16-CN32s. The results
show that online learning yields better model.

boundary information is very limited which may confuse our
model and leads to bad performance, even we have fused
lower level features by extending FCN to FCN2s. Moreover,
images with RGB channels may be helpful for segmentation
tasks with sharp edges such as object segmentation, but not
good at blur detection. So this problem may be improved by
some sample instance type aware learning techniques or some
post-processing methods such as CRF(Conditional Random
Field) and cluster [45]. Last but not least, massive data are
always the base stone of deep learning, and we argue that
more training data will definitely be helpful for getting better
results.

C. EXPERIMENTS WITH FCNs AND ResNets
In this section, we first investigate the capacity of FCNs
based on VGG16, and then conduct comprehensive experi-
ments on BDNet. The models in a), b) and c) are trained on
BlurDB1 and d) is on BlurDB2. In all of the experiments
of a), b) and c), VGG16 models follow the same structure
with paper [16]. The differences of comparison results in
each experiment may be small because of the similar overall
structure of the network.

1) ONLINE LEARNING STRATEGY
The paper [16] empirically shows that online learning (high
momentum, one example for each step) works well and
yields better models. To verify that, we train two mod-
els VGG16-FCN32s-OL and VGG16-CN32s, the former is
trained by the strategy employed by the paper and the latter is
trained by the way aforementioned in section 3.3. The results
are shown in Table 4. It shows that the empirical strategy
does work well, the former model outperforms the latter by
2.4% in term of mean IoU. But we think that this strategy
may be suitable for traditional networks without batch nor-
malization. For networks where batch normalization layer is
widely used, it may become unsuitable. And this train strategy
cannot make full use of hardware computing power and takes
more time. So, the training strategy employed hereafter by
following experiments is the same as what is described in
section 3.3.

2) FROM FCN32s to FCN2s
As stated in the paper [16], the success of FCNs is mainly
contributed by skip structures. We train a series model from
FCN32s to FCN8s and further extend to FCN2s. And here,
we train these models stage by stage which means that
FCN16s is fine-tuned from FCN32s, and then FCN8s is
fine-tuned from FCN16s. The results are shown in Table 5
and we can see that the results are getting better with more
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TABLE 5. Results of fcnxs trained stage-by-stage. The table shows that
results are getting better with more skip layers added.

TABLE 6. Results of models trained by all-at-once strategy. scale layer
replaced by batch normalization layer achieves better results.

skip layer is added. Model VGG16-FCN2s achieves the best
results in terms of all metrics, specifically which outperforms
VGG16-FCN32s by 3.2% on mean IoU. It suggests that
FCN2s can still improve the results for blur detection problem
especially in the case where the segmentation boundaries are
not sharp enough.

3) ALL-AT-ONCE TRAINING STRATEGY
The paper [16] also shows another all-at-once training strat-
egy, which is faster and less tedious and implemented by scale
layers in each stream by a constant picked to approximately
equalize average feature norms across streams. Instead of
using a layer with fixed constant, we propose to replace it with
batch normalization layer to avoid the setting of the constants.
We get a minor improvement as shown in Table 6, which
verifies the feasibility of our proposal.

4) RESULTS WITH OUR IMPROVEMENTS
We also try to do some improvements to ResNet to
achieve better performance as mentioned in the previous
section and different methods of transfer learning. Model
BDNet(w/o BN) is fine-tuned without batch normalization
layer in skip connections with fixed parameters of ResNet,
and then batch normalization layer is added to BDNet( with
BN). At the same time, we train the both two parts of
ResNets and FCNs jointly. Finally, dropout layer is added
to BDNet (with BN, Dropout). The Table 7 shows that
batch normalization layer, joint training and dropout layer
are helpful. BDNet (with BN, Dropout) increases mean
IoU by 1.4% on BlurDB2 and 1.8% on BlurRaw compared
with BDNet(w/o BN).

D. INFLUENCE OF PARAMETERS
1) DO THE DIFFERENT TYPES OF BLUR IMAGES INFERENCE
WITH EACH OTHER
In order to explore the influence, we train two different
models respectively on the two kinds of degraded image
sets in BlurDB2. The models in this section are trained
by Pytorch [46] with similar settings. We find that BDNet

TABLE 7. Results of BDNet(w/o BN), BDNet( with BN), BDnet(with BN,
Dropout). The table shows that batch normalization layer, joint training
and dropout layer are helpful to improve the results.

TABLE 8. Results of BDNet-motion, BDNet-Defocus, BDNet-ALL. The table
shows that training bdnet with mixed degraded image sets will not
interfere results too much.

achieves better performance, which is because of the bigger
batch size and more flexible training strategies. In details,
we train these models using SGD optimizer with learning rate
0.001, momentum 0.9 and batch size 16 for 100 epochs on
BlurDB2.We drop the learning rate by 0.1 in every 30 epochs.
The decoder parts of these models are initialized by the
weights pre-trained on ImageNet and the other parameters are
initialized by Xavier. We firstly fix the pre-trained weights
and then train the whole network jointly.

The results are shown in Table 8. The mean IoU of the
model (BDNet-Motion) trained with only motion blur images
is up to 0.745, which is lower than the model (BDNet-ALL)
trained on the whole dataset (0.812). The mean IoU of the
model (BDNet-Defocus) trained with only defocus images
reaches 0.838. As shown in Table 2, the motion blur images
take about 1/3 part of the whole test set of BlurDB2. If we
apply a proportionally weighted sum to the mean IoU of the
two models, we will find it roughly equals to the result of
the model trained on the whole dataset. So, we can make
a conclusion that it will not interfere with each other too
much if we train BDNet with the mixed degraded image
sets. Actually, there are some defocus areas in an image with
motion blur, it does make sense to train the model with the
mixed data.

2) COMPARISON WITH OTHER DEEP NEURAL NETWORKS
Here we try to compare with some state-of-art methods.
We notice that the saliency detection problem is much similar
to blur detection, and they have the same kind of inputs
and outputs. Here we compare our method with DSS [47]
proposed for saliency detection, SegNet and UNet presented
for semantic segmentation. DSS is trained with Caffe as
described in the paper [47] using the code publicly available.
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FIGURE 8. The results of BDNet(ours), UNet, SegNet, DSS, FCN2s(VGG16). The horizontal axis in each figure represents
the ‘Iteration’, and the vertical axis represents the results of each metric.

The other models in this section are all trained by Pytorch
[46] with similar settings like the last section.

The results are shown in Fig. 8. DSS adds more short
connections and supervised losses. We can see that they are
very helpful, the metrics of segmentation results increase
quickly at the beginning. But DSS does not get a good result
finally. We also find it is very time-consuming to train DSS
and here we only train 56 epochs. UNet’s operation brings
more information to the decoder part but it seems that add
operation used by FCN is more straightforward and give a
more powerful guidance to the decoder part. SegNet performs
better by a kind of special upsample method, but modern
convolutional neural networks downsample the size of feature
map not only by pooling layer but also by convolutional
layer and e.t. It is difficult for SegNet to extend these neural
networks. In general, our method gets a good result in a
simple yet effective way.

V. CONCLUSION
We present a novel method to solve the blur detection prob-
lem. Compared with other methods, the main advantages of
our method are as follows: 1. Our method is robust and has
good segmentation results with a little noise. 2. Our method
can process images of any size by a fully convolution network
structure. 3. Our method can detect both motion and out
of focus blur regions. 4. Our method does not require clear
images as references.

However, there are also two disadvantages of the pro-
posed method that need to be improved. One problem is
that the segmentation result will be not accurate if the blur

boundary is not sharp enough, especially for images with
motion blur. Another problem is that when large texture
flatten areas appear, the segmentation result may be not satis-
factory. We think this problem can be solved by fusing more
global context information or training on datasets with larger
size images.

In the future work, we will pay more attention to data
acquisition and the invention of the more effective network
for the challenging blur detection task.
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