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Abstract. Phase-shifting profilometry combining with the two-frequency
temporal phase unwrapping is widely used for high-speed, real-time
acquisition of three-dimensional shapes. However, when the object is not
motionless during the acquisition process, some unreliable results may
emerge, especially around the contours of the measured object. The
main reason for this is that the same point in the projected pattern
sequence can map to different points within the camera images resulting
from depth changes over time. We present a novel approach for identifying
those invalid pixels affected by such an error. By carefully examining the
captured fringe pattern, comparing two modulation maps, utilizing the
phase relationship between two neighboring pixels, and employing a
Gaussian filter to detect the protruding points, the bad measurement pixels
can be detected and filtered out effectively. The whole procedure is of low
computational complexity because of the introduced lookup table-based
fast data processing method. Some experimental results are presented
to verify the validity of our method. © 2013 Society of Photo-Optical

Instrumentation Engineers (SPIE). [DOI: 10.1117/1.OE.52.1.013605]
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1 Introduction

A structured light measurement system based on a simple
triangulation technique has been widely adopted in optical,
noncontact, three-dimensional metrology over the years.1,2

With recent progress in digital projection devices, generating
and manipulating the fringe patterns with an off-the-shelf
digital light processing (DLP) projector has become feasible.
The high-speed, real-time, three-dimensional (3-D) shape
measurement relied on digital fringe projection has vast
potentials for future development in many fields, including
modern industry inspection, rapid reverse engineering, bio-
medical sciences and entertainment, attribute to its properties
of high resolution, time-saving and low costs.3

In high-speed, real-time measurement systems, however,
there are still several problems that facing researchers. First,
despite the short acquisition period, when the scanned object
is not motionless, it violates the basic phase-shift assumption
that corresponding pixels in the phase images depict the
same surface point, resulting in a large number of unreliable
pixels at the object edges.4–6 Second, the measurement
results are especially susceptible to error introduced from
camera/projector noise and the instable ambient light.7,8

Generally, a 3-D reconstruction result of reliability and accu-
racy is achieved with high rates of projection and capture.9–11

But as the rates are increasing, a camera lacking sufficient
exposure time coupled with the increasing effect of ambient
light will unexpectedly lead to noises either from the system
itself or outside surroundings, which will produce invalid
damaging points to the measurement result. In order to
cope with the problems above, Zhang12 proposed a solution
of reducing error points by using phase monotonicity. Chen

et al.13 presented a new method in identifying the abrupt
discontinuities on the object surface. And Huang et al.14

combined Zhang’s and Chen et al.’s methods before pro-
viding an invalid phase identification framework based on
temporal phase unwrapping method. But these methods are
designed for static scene measurement in which at least three
phase maps are acquired to generate an accurate phase map
with high resolution. Obviously, for some dynamic applica-
tions, those methods are no longer applicable because the
two-frequency phase unwrapping method is commonly
employed to minimize the acquisition time. Lau et al.5 pro-
posed a method used in detection of edge errors for a moving
object, which is based on a traditional phase-shifting algo-
rithm and the discrete Fourier transform. However, a com-
prehensive framework for incorrect pixel identification in
high-speed phase-shifting profilometry coupled with the
two-frequency temporal phase unwrapping is still lacking.

In this paper, we present a novel and systematic four-step
approach to eliminate invalid pixels in the procedure of 3-D
reconstruction of moving object, which employs phase
maps, captured fringe patterns, modulation maps derived of
two-frequency temporal phase-unwrapping algorithms, and
a Gaussian filter to detect unreliable pixels. Considering
the traditional data processing method may not meet the
requirement of fast data computation, an introduced lookup
table (LUT)-based fast data processing algorithm is used to
lower the computational complexity and reduce the time cost
of our work. The experimental results indicate the proposed
approach is reliable and robust.

2 Principle

In Sec. 2.1, we first briefly review the phase-shifting algo-
rithm and two-frequency phase-unwrapping method, which0091-3286/2013/$25.00 © 2013 SPIE
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are the most widely employed techniques in high-speed, real-
time shape measurement. Then, we detail our invalid pixels
identification algorithm and LUT-based fast data processing
method in Secs. 2.2–2.6.

2.1 Phase-Shifting Algorithm and Two-Frequency
Phase-Unwrapping Method

A typical phase-shifting profilometry system is given in
Fig. 1. The fringe patterns consisting of vertical or horizontal
sinusoidal stripes are sent to a projector. Then they are pro-
jected by the projector and modulated by the surface of mea-
sured object. By utilizing a camera, the distorted stripes can
be captured and sent to a computer for data analysis and
processing.

2.1.1 Fringe projection

N-step phase-shifting algorithms, such as a three-step or
four-step phase-shifting algorithm, are extensively used to
obtain phase values. The intensities of the patterns to be
projected can be written as follows:

IPn ðx
P; yPÞ ¼ APðxP; yPÞ

þ BPðxP; yPÞ cos½ϕPðxP; yPÞ þ 2πn∕N�; (1)

where ðxP; yPÞ is the pixel coordinate in the projector,
APðxP; yPÞ is the temporal DC value, and BPðxP; yPÞ is
the amplitude of the temporal AC value. Generally, these pat-
terns are generated by computer, so we have APðxP; yPÞ ¼
BPðxP; yPÞ; n is the phase-shift index, and N is the total
number of phase shifts.

2.1.2 Fringe acquisition

We assume that ðx; yÞ is the pixel coordinate in the camera
and αðx; yÞ is the reflectivity of a measured object captured
by pixel ðx; yÞ. After the projected fringe patterns have been
reflected by a measured object, and with the consideration
of the impact of the ambient light intensity βðx; yÞ in the
measuring scene, the intensities of the patterns captured
by camera can be

ICn ðx; yÞ ¼ αðx; yÞfAPðx; yÞ þ BPðx; yÞ cos½ϕðx; yÞ

þ 2πn∕N�g þ βðx; yÞ: (2)

After simplification, we have

ICn ðx; yÞ ¼ ACðx; yÞ þ BCðx; yÞ cos½ϕðx; yÞ þ 2πn∕N�; (3)

where ACðx; yÞ is the average intensity, which equals to
αðx; yÞAPðx; yÞ þ βðx; yÞ, and BCðx; yÞ is the intensity
modulation, which equals to αðx; yÞBPðx; yÞ, ϕðx; yÞ is
the phase to be solved.

2.1.3 Phase retrieval

The ϕðx; yÞ above can be retrieved by the following Eq. (4),
and the average intensity and intensity modulation can be
solved by the next two equations separately.

ϕðx; yÞ ¼ tan−1
P

N
n¼1 I

C
n ðx; yÞ sinð2πn∕NÞ

P

N
n¼1 I

C
n ðx; yÞ cosð2πn∕NÞ

: (4)

ACðx; yÞ ¼

P

N
n¼1 I

C
n ðx; yÞ

N
: (5)

BCðx; yÞ ¼
2

N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�

X

N

n¼1

ICn ðx; yÞ sinð2πn∕NÞ

�2

þ

�

X

N

n¼1

ICn ðx; yÞ cosð2πn∕NÞ

�2

v

u

u

t : (6)

The value of ϕðx; yÞ, solved from Eq. (4), ranges from
−π to þπ. If the projected patterns contain only one sinus-
oidal fringe, then the phase value ϕðx; yÞ is not required to
be unwrapped. However, its accuracy is not adequate to be
used in many 3-D reconstructions. Thus, projected patterns
with multiple sinusoidal fringes are usually adopted to
achieve a more precise phase map. But its phase value
contains 2π discontinuities, which need to be removed by
a phase-unwrapping algorithm. Phase-unwrapping algo-
rithms consist of spatial phase-unwrapping algorithms and
temporal phase-unwrapping algorithms. Spatial phase-
unwrapping algorithms cannot resolve the phase ambiguity

in discontinuous surfaces and large step-height changes
where the phase changes large than π. Therefore, temporal
phase-unwrapping algorithms are usually employed to
retrieve phase value. To reduce the number of projected pat-
terns, two-frequency temporal phase-unwrapping algorithms
are widely used in real-time, high-speed measurements,
which can be described as follows:

Φðx; yÞ ¼ ϕðx; yÞ þ 2πN (7)

N ¼ Round

�

kϕ 0ðx; yÞ − ϕðx; yÞ

2π

�

; (8)

Fig. 1 A typical phase-shifting profilometry system.
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where Φðx; yÞ is the unwrapped phase, ϕ 0 is the low-
frequency phase, and ϕ the high-frequency phase, Roundð•Þ
is to get the nearest integer; k satisfies the relationship
fH ¼ kfL, where fL is the frequency of ϕ 0 and fH the fre-
quency of ϕ. Particularly, suppose the projector has a reso-
lution ofW ×H and the projected fringe patterns are vertical,
the low-frequency means the wavelength λL ¼ W.7,12 In this
way, a phase map derived from low frequency patterns is
directly acquired without any phase-unwrapping method,
and then it is applied to extract wrapped phase map from
high frequency patterns with the purpose of obtaining a
phase map with high resolution.

2.1.4 Depth information acquisition

The schematic diagram is shown in Fig. 2. A reference plane
is measured first and the depth of object Hðx; yÞ is measured
relative to this plane. From the view of projector, the points A
and B have the same phase value. Meanwhile, from the view
of camera, points B and C are captured by the same pixel.
Considering the phase of reference plane, we have the phase
difference of this specific pixel,

ΦBC ¼ ΦAC ¼ ΦA −ΦC: (9)

Apparently, ▵ABC and ▵EBD are similar, therefore we have

l

AC
¼

d −Hðx; yÞ

Hðx; yÞ
¼

d

Hðx; yÞ
− 1: (10)

This equation can be simplified as follows:15

Hðx; yÞ ¼
dAC

ACþ l
¼

dΦAC

ΦAC þ 2πlf
; (11)

where ΦAC is phase difference between points A and C, d is
the distance from reference plane to the entrance pupil of the
camera, l is the distance between the exit pupil of the pro-
jector and entrance pupil of the camera, and f the frequency
of projected fringe pattern.

2.2 Phase Invalid Pixels Detection: Utilizing Phase
Value and Captured Intensities of the Tested
Pixel

Commonly, the pixels with unreliable phase values are
treated as the so-called invalid pixels. For a moving object,
we have to face a fact that in one period of phase shift, some
of the fringe patterns reflected by a specific point on a mea-
sured object will be captured and displayed by a pixel on a
charge coupled device (CCD) array, but because of the
motion of the object, other point with different material
on the object may reflect the rest fringe patterns which it
shall not reflect and consequently, the captured intensities
at that pixel may be abnormal. Using those unreliable inten-
sities to solve Eq. (4) is the major reason for an incorrect
phase value. For further analysis, a pixel on CCD array cor-
responds with a point on measured object. The CCD pixel
can capture the intensity of fringe patterns distorted by
the object because of the reflection occurring at the object.
However, if some of the fringe patterns fail to be projected to
that point on the measured object due to the object’s move-
ment, it may result in no reflected light being captured by
that corresponding CCD pixel. In brief, in one period of
phase shift, if the reflectivity captured by the same pixel
changes drastically, we can identify that pixel as an invalid
pixel. Furthermore, because of the strong variation of reflec-
tivity at that pixel, its calculated phase value will be incor-
rect. Hence, in order to detect invalid pixel, two directions
can be taken into account. One is to detect the correctness
of the phase value at each CCD pixel, and the other is to
judge the variation of reflectivity at the pixel. In this subsec-
tion, we provide a method which relies on the first direction
to detect “bad” pixels.

The principle of the method can be described as follows.
First, a phase-shifting method is used to recover the phase
value at each pixel. Then let us suppose that these phase
values are all correct. To test the validity of the hypothesis,
we need to find another way to compute a new phase value
at the same pixel. If the two phase values are close enough,
the hypothesis stands and the tested pixel is a valid one.
Otherwise, the hypothesis is incorrect and the tested pixel
is invalid. To achieve a new phase value from a different
way, Eq. (3) can be used since ICn is the captured intensity
by the camera, AC and BC can be calculated by Eqs. (5) and
(6). So we have

cos½Φ 0ðx; yÞ þ 2πn∕N� ¼
ICn − ACðx; yÞ

BCðx; yÞ
; (12)

where Φ 0ðx; yÞ is the new phase value. However, solving the
Φ

0ðx; yÞ from cosð•Þ is an inconvenient and time-consuming
job which is inappropriate for high-speed, real-time measure-
ment. To tackle this problem, our solution is remaining
Φ

0ðx; yÞ in the form of cosð•Þ, which is described as follows:

K 0
n ¼ cos½Φ 0ðx; yÞ þ 2πn∕N� ¼

ICn − ACðx; yÞ

BCðx; yÞ
: (13)

Meanwhile we put the phase value derived from the
phase-shifting algorithm into the form of cosð•Þ, and we
have

K 0 0
n ¼ cos½Φðx; yÞ þ 2πn∕N�: (14)

l

H(x,y)

d

Fig. 2 Schematic diagram of phase-to-depth conversion.
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Comparing the two phase values is replaced by comparing
K 0

n and K 0 0
n . When the N-step phase-shifting is adopted,

we have N pairs of K 0
n and K 0 0

n for each pixel. The root
mean square error (Error) is used to quantify the difference
between the two groups of phase values.

Error ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

N
n¼1 ðK

0
n − K 0 0

n Þ
2

N

r

; (15)

where N is the total number of phase shifts. By setting a
threshold to Error, those incorrect pixels can be identified
and then eliminated in the subsequent processing.

For a better understanding of this method, here we present
an instance, in which we use six-step phase-shifting algo-
rithm to illustrate it. The received intensities by a valid pixel
are ICn ðx; yÞ ðn ¼ 1; 2; 3; 4; 5; 6Þ. Obviously, they will be
seated at an ideal sinusoidal wave, as shown in Fig. 3(a).
By employing Eqs. (4)–(6), coupled with unwrapping
method, phase value, average intensity, and modulation are
obtained. After solving Eqs. (13) and (14), K 0

n and K 0 0
n are

acquired and described by red dots, as shown in Fig. 3(b). We
will find that K 0

n and K 0 0
n coincide. It turns out that the pixel

is a “good” pixel. However, if the tested pixel is an unreliable
pixel, its captured intensities ICn ðx; yÞwill not distribute on an
ideal sinusoidal waveform, as shown in Fig. 3(c). Its K 0

n and
K 0 0

n values are shown in Fig. 3(d), in which K 0 0
n , represented

by the red triangles, does not match K 0
n, indicated by red dots

(color online). By the way of calculating root mean square
error (Error) and setting a threshold to it, the “bad” pixels are
detected.

2.3 Phase Invalid Pixels Detection: Comparing
Modulations of Each Pixel

In this subsection, we start unreliable point detection with
the way of testing the captured reflectivity of each pixel.
However, it is complicated because the reflectivity cannot
be reliably obtained in a phase-shifting method. Fortunately,
there exists a useful relationship between reflectivity and
intensity modulation. We can use the method of detecting
modulation to simplify the process of detecting reflectivity.
In principle, for the same material the reflectivity will not
change, and as we discussed above, the modulation of the
corresponding pixel equals its reflectivity times a constant
(BP), therefore the modulation of tested pixel is invariant
too. As a two-frequency phase-unwrapping algorithm is
adopted, for each pixel, we have two modulations; one is
derived from the high frequency patterns and the other from
the low frequency patterns. So, we can compare the values of
these two modulations. For a “good” pixel, these two values
should be close enough. If they differ greatly, which means
the reflectivity varies sharply, then the tested pixel is a “bad”
pixel. For some points with low reflectivity, the reflected pat-
tern is nearly invisible and phase noise is significant, so we
use relative error of two modulations to judge the reliability
of the phase value. We have a criterion as follows:

abs½BC
Highðx; yÞ − BC

Lowðx; yÞ�

0.5 × ½BC
Highðx; yÞ þ BC

Lowðx; yÞ�
< σ; (16)

where absð•Þ is the absolute value. BC
Highðx; yÞ is the modu-

lation calculated from high frequency fringe images, and

(a) (b)

(c) (d)

Fig. 3 Comparison between a “good” pixel and “bad” pixel: (a) captured intensities of a “good” pixel during one phase shift period; (b) six pairs of K 0
n

and K 0 0
n values for a “good” pixel; (c) captured intensities of a “bad” pixel during one phase shift period; (d) six pairs of K 0

n and K 0 0
n values for a “bad”

pixel.
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BC
Lowðx; yÞ the modulation calculated from low frequency

fringe images. By setting a threshold, the pixels that do not
satisfy Eq. (16) will be identified.

2.4 Invalid Pixels Detection by Phase Monotonicity

From the knowledge of phase-shifting and phase-unwrapping
methods, it is evident that the unwrapped phase value in-
creases or decreases along the direction perpendicular to
fringe pattern.12 Assuming the stripes are vertical, theoreti-
cally, the correct unwrapped phase should be monotonously
increasing or decreasing along the horizontal direction, and
we have

Φðxþ 1; yÞ < Φðx; yÞ or Φðxþ 1; yÞ > Φðx; yÞ: (17)

However, in practical application, random noises arising
from the measurement system may result in some slightly
changed phase values of valid pixels. Therefore, for robust-
ness, Eq. (17) is modified.

Δ1 < Φðxþ 1; yÞ −Φðx; yÞ < Δ2 or

Δ1 < Φðx; yÞ −Φðxþ 1; yÞ < Δ2:
(18)

By properly setting the constraints of the criterion above,
the pixels that do not satisfy Eq. (18) are required to be
eliminated.

2.5 Utilizing Smoothed Phase Map to Identify Invalid
Pixels

One of the most prominent characters of invalid pixels is
their final phase values are usually much larger/smaller than
those of their neighborhoods. Here, the final phase value
means the unwrapped phase value after subtracting the phase
at the reference plane, namely, the phase difference at the
tested pixel. As a consequence, we need to find a method
which can tell the protrude values apart. According to
acquired knowledge and practical experience, the intensity
of a pixel can be replaced by its neighborhoods after
being smoothed by a Gaussian filter. Therefore, Gaussian
filter possesses the ability of locating the unusual value. So
we first use a Gaussian filter to smooth a final phase map,
theoretically, the incorrect phase values are averaged by their
neighboring phases. Then we match it to the origin final
phase map, which has not been filtered by the Gaussian filter.
As a result, incorrect phase values will stand out. This
criterion is shown as follows:

abs½ϕ̃ðx; yÞ − ϕ̃Gðx; yÞ� < V; (19)

where ϕ̃Gðx; yÞ is the smoothed final phase map, and ϕ̃ðx; yÞ
the origin final phase map. Setting a threshold to V, the
pixels do not satisfy the equation above are “bad” pixels.

2.6 LUT-Based Fast Data Processing

Since retrieving a value from memory is much faster than
experiencing a complicated computation, LUT-based data
processing is widely adopted in the situation where mini-
mum processing time is required. In traditional phase-
shifting and phase-unwrapping methods, one obtains the
phase value and intensity modulation by solving Eqs. (4)
and (6), which is time-consuming and not appropriate for

real-time measurement. To overcome this problem, an LUT-
based algorithm is introduced Ref. 9. Equations (4) and (6)
can be simplified according to a specific total number of
phase shift N. For N ¼ 4,

ϕ ¼ tan−1
IC1 − IC3
IC4 − IC2

: (20)

Bcðx; yÞ ¼
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðIC1 − IC3 Þ
2 þ ðIC4 − IC2 Þ

2

q

: (21)

LUTs for phase value and modulation are defined as follows,

LUTPhaseðX; YÞ ¼ tan−1
X

Y
: (22)

LUTModulationðX; YÞ ¼
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXÞ2 þ ðYÞ2
q

: (23)

X ¼ IC1 − IC3 and Y ¼ IC4 − IC2 : (24)

The sizes of the two LUTs above are determined by the num-
ber of bits per pixel of the camera sensor and the number of
the projected fringe patterns.

In our proposed method we find it is not convenient to
directly solve Eq. (14) because of the amount of time needed
to compute cosð•Þ. As a result, another LUT for cosð•Þ,
namely for K 0 0

n , needs to be created. This may bring in some
errors which affect our algorithm described in Sec. 2.2, but
as long as more decimal places (five or six) are retained for
the calculated radian value, the introduced errors will be so
small that they can be ignored. Furthermore, even if some
‘bad’ pixels have survived from this algorithm because of
the tiny errors, they would be detected by our following algo-
rithms. Suppose we retain i decimal places for the radian ω.
The LUT for K 0 0

n can be written as below:

LUTK 0 0
n ðω · 10iÞ ¼ cosðωÞ; (25)

where ω ¼ Φðx; yÞ þ 2πn∕N, and Φðx; yÞ ∈ ½−π; π�. Thus,
the maximum size of this LUT is 4π · 10i. Relying on the
LUT-based method, the “heavy” and time-consuming com-
putation work is preaccomplished, and phase value, intensity
modulation, and K 0 0

n can be obtained by a much simpler
array indexing operation which greatly reduce the computa-
tional cost.

3 Framework

The framework is composed of the following procedures:

1. Calculate phase value and modulations by using a
phase-shifting algorithm and two-frequency phase-
unwrapping algorithm.

2. By utilizing results from step (1), calculate K 0
n and K

0 0
n

for each pixel. Then, compute root mean square error.
Find a proper threshold to tell invalid pixels apart from
valid ones.

3. Compare two modulations of each pixel; the pixels
with large modulation variation are invalid pixels.

4. According to modified phase monotonicity criterion,
eliminate incorrect pixels with unreliable unwrapped
phase.
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5. Compare smoothed final phase map with origin final
phase map to identify undesirable pixels.

4 Experiments

As shown in Fig. 4, the real-time 3-D measurement system
we developed includes a modified DLP commercial projec-
tor (ACER X1161PA) having the resolution of 800 × 600
pixels, a high speed industrial CCD camera GE680
(Allied Vision Technologies) with the resolution of 640 ×
480 pixels, a maximum rate of 205 frames per second (fps),
and a self-developed field-programmable gate array (FPGA)
board. Since the color wheel of the projector we used spins

at 120 Hz, we removed it and sent trigger signal to a DMD
chip by our self-developed FPGA board to make it work in
monochrome mode at 120 Hz; besides, fringe patterns were
rapidly generated and sent to the projector by our FPGA
board. And with its help, it was not difficult to accomplish
the synchronization between the CCD camera and projector.
Consequently, the CCD camera operates at 120 fps. As for
our data processing device, we used a Dell OptiPlex 990
with an Intel Core i7 2600, running at 3.4 GHz. To achieve
simultaneous data acquisition and processing, four threads
separately created for acquisition, 3-D reconstruction, invalid
pixels detection, and display were controlled by four CPU
cores to realize high-speed, real-time 3-D shape recon-
struction. Table 1 shows the constraints concerned with
our experiments in which the Gaussian filter is of size
3 × 3 pixels with standard deviation of 0.5.

4.1 Moving Hand

The measured object was a hand moving up and down at the
speed about 0.6 m∕s. In this case, a four-step phase-shifting
method and two-frequency phase-unwrapping algorithm
were adopted. For the two-frequency method, the wave-
length of low frequency was the width of the projected pat-
tern. The other wavelength was 1∕20th of the previous one.
The eight captured images are demonstrated in Fig. 5.
Between each high frequency images and low frequency
images, there exists a 90-deg. phase shift. Before any steps
are performed, to get rid of the effect of shades and back-
ground, those pixels with low modulation should be removed
in advance. A rough 3-D reconstruction is shown in Fig. 6(a).
There were lots of invalid pixels with incorrect phase
values present at the contour of the moving hand. To dem-
onstrate the effectiveness of the proposed method, we
showed the invalid pixel eliminated results after each step
in Fig. 6(b)–6(e). It is plain to see that after performing
all the steps of our algorithm, the invalid pixels have been
eliminated completely.

In order to better illustrate the proposed method, we care-
fully examined the whole process, step by step.

Fig. 4 Our real-time 3-Dmeasurement system (CCD: charge-coupled
device; FPGA: field-programmable gate array).

Table 1 Constraints in experiments.

Constraint Error σ Δ1 Δ2 V

Value 0.234 0.25 −π∕128 π∕8 0.146

Fig. 5 Captured phase shift images of two frequencies fringe patterns for 3-D measurement of a moving hand: (a) high frequency fringe image
(90 deg.); (b) high frequency fringe image (180 deg.); (c) high frequency fringe image (270 deg.); (d) high frequency fringe image (360 deg.);
(e) low frequency fringe image (90 deg.); (f) low frequency fringe image (180 deg.); (g) low frequency fringe image (270 deg.); (h) low frequency
fringe image (360 deg.).
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1. First step: by employing four-step phase-shifting and
two- frequency phase-unwrapping techniques, phase
values from two frequencies images were acquired.
For high frequency, we put its phase value into the
form of cosð•Þ, namely the K 0 0

n ðn ¼ 1; 2; 3; 4Þ. One
K 0 0

n value is shown in Fig. 7(a). By solving Eq. (13),
we had K 0

nðn ¼ 1; 2; 3; 4Þ, at the same shifted phase,
the corresponding map is shown in Fig. 7(b). After
computing the root mean square error and comparing
it with the Error, invalid pixels were detected, and are
shown in Fig. 7(c). Similarly, for low frequency, the
same procedures could be adopted. One pair of K 0

n

and K 0 0
n values is shown in Fig. 7(d) and 7(e), respec-

tively. Although, this result was not as notable as the
one obtained from high frequency, it actually detected
a few invalid pixels surviving from the prior process,
as shown in Fig. 7(f). After the first step, a 3-D result is
shown in Fig. 6(b). Obviously, the invalid pixel with
the largest final phase value and some unreliable pixels
around index finger and middle finger were removed.

2. Second step: to detect phase invalid pixels by compar-
ing two intensity modulations of each pixel. These two
modulation maps are shown in Fig. 8. Figure 8(a)
shows the modulation map derived from high fre-
quency, and Fig. 8(b) shows the modulation map from
low frequency. By using Eq. (16) and the constraint σ,
the ‘bad’ pixels were identified, as shown in Fig. 8(c).
After two steps, Fig. 6(c) shows the 3-D result.

3. Third step: comparing the phase of a point and that of
its neighborhoods. Those pixels which did not satisfy
phase monotonicity, namely Eq. (18), were the points
required to be eliminated. The detected pixels are
shown in Fig. 8(d). After three refinement steps, the
3-D result is shown in Fig. 6(d).

4. Fourth step: utilizing a Gaussian filter to locate invalid
points. The final phase map was smoothed by the
Gaussian filter, and with the constraint V, the detected
invalid points in this step are shown in Fig. 8(e), and
the 3-D result is shown in Fig. 6(e), which is the result

Fig. 6 3-D reconstruction result of a moving hand: (a) 3-D result without invalid pixels identification; (b) 3-D result after the first step; (c) 3-D result
after the second step; (d) 3-D result after the third step; (e) accurate 3-D result after all the steps.

Fig. 7 Comparison between K 0
n and K 0 0

n from each frequency pattern: (a) K 0 0
n from high frequency pattern at phase shift 90 deg; (b) corresponding

K 0
n from high frequency pattern at phase shift 90 deg; (c) detected invalid pixels in high frequency pattern; (d) K 0 0

n from low frequency pattern at
phase shift 90 deg; (e) corresponding K 0

n from low frequency pattern at phase shift 90 deg; (f) detected invalid pixels in low frequency pattern.
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of accuracy and reliability. Further, the experimental
time, averaged over 1000 frames, is listed in Table 2,
from which we can see that as the LUT-based algo-
rithm was applied to retrieve the phase value, modu-
lation, and K 0 0

n values, the 3-D reconstruction time
consumption was low. It shows that for each recon-
struction, our four-step outlier elimination cost
8.04 ms, and the total time cost of each reconstruction
was 13.45 ms (74.35 fps), which is adequate to meet
the requirements in real-time measurement.

4.2 Rotating Dixie Cup

In order to verify our approach can be used in different sit-
uations, in this experiment, a dixie cup rotating at angular
speed about 2 rad∕s was employed. With words and patterns
printed on its surface, invalid pixels would be found at the
edge of those words when the cup was rotating because of

abrupt variations of the reflectivity. Moreover, those unreli-
able pixels would also exist at the border of the dixie cup.
Two images of four phase-shifting method are shown in
Fig. 9(a) and 9(b). The 3-D reconstruction without invalid
pixels elimination procedures is shown in Fig. 9(c), and the
accurate reconstruction is shown in Fig. 9(d). From the result
before invalid points elimination, some outliers can be
clearly recognized, while after applying our method, these
errors were completely eliminated, resulting in a precise and
reliable reconstruction.

5 Conclusion

A novel four-step approach of invalid pixel elimination in
high-speed, real-time 3-D shape measurement is presented
in this paper. First, by utilizing a phase-shifting algorithm,
a phase value is solved. Then, with the purpose of judging
its correctness, another phase value at the same pixel is
obtained by taking advantage of the captured intensity,
modulation, and average intensity at that pixel. If the two
phase values are close enough, the tested pixel is a valid one.
Otherwise, it is a “bad” one. To lower the computational
complexity, we retained both phase values in their forms of
cosð•Þ, and create a LUT for cosð•Þ. By calculating root
mean square error, the invalid pixel will have a much bigger
error than the valid pixel. Second, we compare two modu-
lations derived from two wavelength patterns because of
the invariableness of the reflectivity. Third, we compare the
neighboring pixel’s phase value by the monotonicity of
unwrapped phase toward a specific direction. And the last
step is to compare the final phase map with itself, which
has been smoothed by a Gaussian filter. After the four steps
mentioned above, invalid points, such as the points around
the edge of the moving object or scattered border of two
different materials, are detected and eliminated. Ascribed
to LUT-based fast data processing algorithm, our proposed
method can be done in 8.04 ms, and the overall process for
3-D reconstruction can be realized at 74.35 fps. The results
of experiments have verified the practical applicability of
the proposed approach.

Fig. 8 (a) Modulation map derived from high frequency pattern; (b) modulation map derived from low frequency pattern; (c) invalid pixels detected
by comparing the two modulation maps; (d) invalid pixels eliminated by phase monotonicity method; (e) invalid pixels removed by using a Gaussian
filter.

Table 2 Experimental time cost.

Processing Time cost (ms)

Wrapped phaseþ intensity modulation 1.84

Unwrapped phase 1.45

First step 2.86

Second step 1.43

Third step 1.28

Fourth step 2.47

3D model 2.12

Total 13.45
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Some weaknesses of this approach have to be mentioned.
One is that the proposed invalid point-eliminating method is
based on a phase-shifting algorithm, and the total number of
phase shifts (N) should be greater than three. In several tests
with a three-step phase-shifting algorithm, results showed
that for either “good” pixels or “bad” pixels, the respective
K 0

n and K 0 0
n values are identical, so the first step of the pro-

posed approach will not work. The other concern is our
presented algorithms are based on an assumption that the
speeds of projection and capture can keep up with the move-
ment of the measured object. Otherwise, the phase may not
be correctly recovered. If the object moves faster, as long as
the rates of projection and capture also increase to that
extent, it is not difficult to accurately retrieve its phase and
to apply our work to detect its outliers.
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Fig. 9 Real-time measurement of a rotating dixie cup: (a) high frequency fringe image (90 deg); (b) low frequency fringe image (90 deg); (c) 3-D
reconstruction result of a rotating dixie cup before invalid pixels elimination; (d) 3-D result of a rotating dixie cup after four-step invalid pixels
elimination.
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