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ABSTRACT

AUTOMATIC OFFICE DOCUMENT CLASSIFICATION
AND INFORMATION EXTRACTION

by
Xiaolong Hao

TEXPROS (TEXt PROcessing System) is a document processing system
(DPS) to support and assist office workers in their daily work in dealing with
information and document management. In this thesis, document classification
and information extraction, which are two of the major functional capabilities in
TEXPROS, are investigated.

Based on the nature of its content, a document is divided into structured and
unstructured (i.e., of free text) parts. The conceptual and content structures are
introduced to capture the semantics of the structured and unstructured part of the
document respectively. The document is classified and information is extracted based
on the analyses of conceptual and content structures. In our approach, the layout
structure of a document is used to assist the analyses of the conceptual and content
structures of the document. By nested segmentation of a document, the layout
structure of the document is represented by an ordered labeled tree structure, called
Layout Structure Tree (L-5-Tree). Sample-based classification mechanism is adopted
in our approach for classifying the documents. A set of pre-classified documents are
stored in a document sample base in the form of sample trees. In the layout analysis,
an approximate tree matching is used to match the L-S-Tree of a document to be
classified against the sample trees. The layout similarities between the document
and the sample documents are evaluated based on the “edit distance” between the

[.-S-Tree of the document and the sample trees. The document samples which have



the similar layout structure to the document are chosen to be used for the conceptual
analysis of the document.

In the conceptual analysis of the document, based on the mapping between
the document and document samples, which was found during the layout analysis,
the conceptual similarities between the document and the sample documents are
evaluated based on the degree of “conceptual closeness degree”. The document
sample which has the similar conceptual structure to the document is chosen to
be used for extracting information. Extracting the information of the structured
part of the document is based on the layout locations of key terms appearing in the
document and string pattern matching. Based on the information extracted from the
structured part of the document the type of the document is identified. In the content
analysis of the document, the bottom-up and top-down analyses on the free text are
combined to extract information from the unstructured part of the document. In
the bottom-up analysis, the sentences of the free text are classified into those which
are relevant or irrelevant to the extraction. The sentence classification is based on
the semantical relationship between the phrases in the sentences and the attribute
names in the corresponding content structure by consulting the thesaurus. Then
the thematic roles of the phrases in each relevant sentence are identified based on
the syntactic analysis and heuristic thematic analysis. In the top-down analysis, the
appropriate content structure is identified based on the document type identified in
the conceptual analysis. Then the information is extracted from the unstructured
part of the document by evaluating the restrictions specified in the corresponding
content structure based on the result of bottom-up analysis.

The information extracted from the structured and unstructured parts of the
document are stored in the form of a frame like structure (frame instance) in the data

base for information retrieval in TEXPROS.
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CHAPTER 1

INTRODUCTION

1.1 TEXPROS
TEXPROS (TEXt PROcessing System) [47] is a personal, customized system for
processing office documents. The system has functional capabilities of automating
(or semi-automating) common oflice activities, such as document classification and
filing, information extraction, browsing, synthesizing, reproduction, and retrieval. To

accomplish these goals, the system includes the following components:

o A state-of-the-art data model capable of capturing the behavior of the various

office activities[29, 46].

e A customized document classification handler that exploits both layout and

textual analysis to identify the type of a document[13, 10, 11, 51, 44].

e [xtracting a synopsis or the most significant information from a document[12].

An agent-based architecture supporting document filing and file reorganization[50,

58].
o A retrieval system that can handle incomplete and vague queries[24, 22, 23].

This thesis presents the document classification and information extraction

components of TEXPROS.

1.2 Document, Document Classification and Information Extraction
In an office environment, a very large amount of information is manipulated in the
form of documents. A document consists of units of text (such as paragraphs, tables,

figures, etc.) that can be interchanged between an originator and a recipient. Text



used in this thesis refers to a representation of any visual information for human
perception that can be reproduced in two-dimensional form. Text and possibly
additional control information constitute the content of a document [14, 26, 30]. A
document can be interchanged as intended by the originator. It also can be inter-
changed in a processable form, which permits document editing and layout revision
by the recipient.

One of the most important functionalities of TEXPROS provided by a retrieval
system [22] is to allow users to browse, retrieve and synthesize information from
the documents. In TEXPROS, both the original documents and the structured
information extracted from the contents of the documents are stored in the document
base. The structured inforiiation contains the synopsis of the content of the document
and is called the frame instance of the document. The structure of the frame instance
is described by the frame templale associated with the document [29]. Thal is, we
can view the frame instance as the instantiation of the frame template.

We give the formal definitions of frame template and frame instance as follows:

The TEXPROS document model uses the concepts of type, and instance to
define the frame template and frame instance. The primitive types are integer, real,
string, text, and boolean. An enumeration type is an ordered tuple of finite strings
from A, where A is an alphabet, that is, a finite set of symbols. The primitive and
enumeration types are called basic types. An attribule name (or altribute) is a finite

string of symbols. An attribute has a corresponding {ype.

Definition 1 (7Type) Types are defined recursively as follows:

1. A basic type is a type.

2. Let A; be an attribute with its corresponding type 7;, 1 < i1 <m. T = [(A, : T}),
ey (A ¢ Tp)] is a type, called a tuple type. T, ..., and T, are called the

underlying types of T.



3. T ={T,...,T,} is a type, called a set type. T;, 1 <1 < n, is an underlying

type of T. a

Definition 2 (/nstance) Instances are defined recursively as follows:

1. An instance of a basic type is called a basic instance.

2. If A4, ..., and A, are distinct attributes of types Ty, ..., T,,, and I, ..., and [,
are instances of T, ..., and Tpn, then T = [(Ay: 1), ..., (A : [1n)], m > 1, is an

instance, called a tuple instance, of the type [(A; : T1), ..., (Am : Twm)].

3. For T' = {T\,...,T,}, let I; be an instance of an underlying type T;. Then, a sel

instance I of the type T is a set of instances of the types T;. a0

Definition 3 (Frame Template) A frame template F is a tuple type F = [(A; : T}),
ooy (Bm : T3)] - where A; (1 < ¢ < m) is an attribute over the attribute type 7; -

which describes the structure of a document class in ©O. 0

Definition 4 (Frame Instance) A frame instance fi of a document o € O is a tuple
instance of a frame template F, fi=[(A; : 1), ..., (An : In)], where F = [(A, : 1Y), ...,
(Am : To)], A; is an attribute, 75 is an attribute type and /; is an instance of attribute

type T; extracted from the document o. O

For example, Figure 1.1 shows the frame template and its frame instance of a
memorandum about CIS qualifying examination (QE memo).

In TEXPROS, the documents whose corresponding frame instances share the
same frame template are grouped into classes. The documents which belong to the
same class are said to be of the same document {ype. The concept of document
type plays an important role in document processing systems such as TEXPROS

(1,7, 26]. By identifying the defined type of the documents, it is possible to implement,
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pass the qualitying examination. Howaver, upon the Comm-
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Subject CIS Qualify Examination
Year 199
Date Month May
Day 21
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Cc Text
QE result Text

Coursea retaken Text

Figure 1.1 The frame template and its frame instance for a QE memo



efficient storage and access methods to enhance the performance of retrieval. Since
the documents of the same type share the same frame template, cach document type
is associated with a frame template.

In TEXPROS, the task of document classification is identifying the document
types of the office documents. That is, given an office document, document classi-
fication subsystem identifies the corresponding frame template of the document. The
task of information extraction is exiracting from the contents of the document the
most relevant information pertinent to the user. That is, given an office document,
the information extraction subsystem obtains the frame instance of the document
by instantiating the corresponding frame template. The document classification and

information extraction can be achieved in aid of analyzing the document structures.

1.3 Document Structures

The layout organization and the content of a document can be described by the
document structures [33]. In our approach, the document structures include the
layout, conceptual and content structures. The layoul structure of a document is
the description about where the text units of the document are positioned in the
physical media such as paper or electronic media [14, 33]. A tree structure (L-S-
Tree) is proposed [13] to represent the layout structure of a document in order to
capture accurately the layout characteristics of the document. (The detail of the
layout structure will be discussed in Chapter 3.)

The content of a document can be divided into structured and unstructured
parts. The structured partl specifies, more or less, the intentions of the document.
Usually, the structured part of the documents of the same type share the similar
layout organization and semantical functionality. The unstructured part refers to the
major content of the document which are written in free-text. It usually plays the

only role of specifying the intension of the document.
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Dapartment of Computer and Information Science
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Structured / .................................. ,

Part MEMORANDUM

TO: John Smith, Graduste Office
K FROM:  Mark Sam
sSuBJ: Seventh TA Ship Assignment

DATE: April 21, 1992

There will be a mesting of the Committes on Studant
Appeals on Wedneaday, June 10, 1992 at 10:00 am.

10 1:00 p.m. In Room 504 Culimore. i Unstructured

Ploaae make every effort to attend. If you cannot attend, Part

ploase contact Mary Armour, ext. 3275.

{ Cc:  Thomas Armatrong |

..

Figure 1.2 The illustrations of structured and unstructured parts of a memorandum

Figure 1.2, 1.3 and 1.4 illustrate the structured and unstructured parts of three
different documents, i.e., a memorandum, a business letter and a research paper.

As mentioned in the previous section, each document type is defined by a
frame template. The conceplual structure is introduced to facilitate the instantiation
of the attributes of the frame template from the structured part of a document.
The conceptual structure of the document is represented by a set of attributes
descriptors which specify the properties of the attributes’ values. In other words, the
conceptual structure describes the semantical functionalities of the structured part of

the document and it is used in document conceptual analysis for the structured part
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will graduate in April 1993 and I jwould like to apply a tenure track position at the  § Part

Assistant Professor level beginning Fall 1093,

My vita, list of publications, abstract of thesis, a statement of my tcaching and
research plans, and abstracts of some of research papers are enclosed. 1 look
foward 10 hearing from you.

Figure 1.3 The illustrations of structured and unstructured parts of a letter


mailto:Smith@cs.dukc.edu

Structured
Part

ETeIos: Representing Knowledge Abou:t

5
-y
3
-]
1~4
Q
=
(/2]
<
]
0
3

EJHON MYLOPOULOS, ALEX BORGIDA, MATTHIAS JARKE, and
/éMANOLIS KOUBARAKIS
{University of Toronto

We descibe Telos, a language intented to support the development of infomation systems, The
design principles for the language are based on the premise that information system develop-
ment is knowledge intensive and that the primary responsibility of any language intedted for

the task is to be able to formally represent the relevant knowledge. Accardingly, the proposed
language is founded on concepts from knowicdge representation. Indeed.  the language is
approapriate for representing knowledge about a variety of worlds related to an  information
system. such as the subject world (spplicaton domsin), the usage world (user models, environ-
ments), the systiem waorld (software requirmentt, design), and the development world (terms,
methodologics).
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‘: Gernerl Terms: Design, Languages
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1. INTRODUCTION

Language facilities have been a key vehicle for advances in software productivity /
since the introduction of assembler in the early 1950s, the first high level programm-

ing language in the mid-1950s, and the languages supporting encapsulatioon/modu-

1

‘This work was supported by the University of Toronto; the National Scienoce and Engineering
Research Council of Canada; the Instituie of Computer Science, Iraklion, Crete, Greeoe; and the
Commission of European Communities through ESPRIT projects LOKI and DAIDA.

.@ 1990 ACM 1046-8188/90/0100-0325 $1.50

Figure 1.4 The illustrations of structured and unstructured parts of an ACM Trans-

action Paper



of the document. (The detail of the conceptual structure will be discussed in Chapter
4.)

The content struclure is introduced to facilitate the instantiation of the
attributes of the frame template from the unstructured part of a document. The
content structure of the document is represented by an activation condition and a
set of attribute descriptors. The activation condition specifies under what condition
the content structure is used as the knowledge to extract information from the
unstructured part of the document. And each attribute descriptor specifies the
properties of the attributes’ values. The content structure describes the semantical
functionalities of the unstructured part of the document and it is used in document,
content analysis for the unstructured part of the document. (The detail of content

structure will be discussed in Chapter 5.)

1.4 Organization of the Document Classification and Information
Extraction Component

The overall organization of the proposed document classification and information
extraction subsystem is shown in Figure 1.5. The system is composed of two
components: the document processing component and system customization component.
The processing component classify the incoming document and extracts information
from the document. The customization component acquires the knowledge needed
for the document classification and the information extraction from the user. These
knowledge include document samples, conceptual structure, content structure, etc..

A system control diagram is shown in Figure 1.6 to illustrate the relationship
between these two components.

The office documents to be processed are first digitized and thresholded into
binary images by a scanner or a facsimile. Then the document is encoded through

the recognition system. After the recognition process, the content of its textual part
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is recognized and the description of the non-textual part of the document such as
logos, figures, and pictures, is extracted.

The document classification and information extraction system begins with the
layout analysis process. During the process, the layout structure of a document is
obtained in the form of nested segmentation of the document which is represented by
a tree structure called the Layout Structure Tree (L-S-Tree).

In the conceptual analysis, the conceptual structure of a document is identified
by finding a document sample with the same conceptual functionalities. The layout
structure of the document is used to facilitate searching such a document sample.
Firstly, the layout similarities between the document and the document samples pre-
stored in the document sample base of the system are determined by the approximate
tree matching technique. Secondly, conceptual similarities between the document and
document samples are determined by evaluating the “conceptual closeness degree”.
Based on the identified conceptual structure, part of the frame instance is obtained
by extracting information from the structured part of the document.

In the very first time of executing the system, the sample base is empty and
the system is not able to process automatically the document. The user will enter
the document type and frame instance for this document through the system custom-
ization. And also, this document can be learned as a document sample which is used
later to facilitate the automatic classification and information extraction of other
documents of the same document type. The sample base grows as more documents
of different document types, or of the same document type but with different layout
are processed by the system.

In the content analysis, the appropriate content structure of a document is
chosen based on the information extracted from the structured part of the document.

Thus, the document type is identified based on its layout, conceptual and content
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structures. The remaining part of the frame instance is obtained using heuristic free

text analysis including the sentence classification and thematic analysis.

1.5 Overview of the Thesis
Chapter 2 presents the survey of related work on document analyses, document classi-
fication and information extraction. Chapter 3 discusses the layout analysis including
the algorithm of nested segmentation and L-S-Tree construction. Chapter 4 discusses
the conceptual analysis including the definition of conceptual structure and sample-
based document conceptual analysis. The procedure of the information extraction
from the structured part of the documents is also given in Chapter 4. The detail
of content analysis is discussed in Chapter 5. It covers the definition of content
structure, the identification of the document type based on the information extracted
from the structured part of the documents, and the procedure of the information
extraction from the unstructured part of the documents. Chapter 6 summarizes the

thesis.



CHAPTER 2

RELATED WORK

2.1 Document Classification
Research on automatic classification of the documents began before 1960, in direct
response to the needs for handling large-scale and complex data by computers in a fast
and consistent manner [17]. In the 60’s and 70’s, many research work of automatic
classification of the documents focused on the term statistics. The documents are
classified as their type by checking the statistics on the frequency of some key-terms
in the documents [41, 16, 18].

In the 80’s and 90’s, due to the progress of image processing and patiern recog-
nition, the layout analysis of the document plays a significant role in the document
processing. The organization of a document was described in two folds: one is the
conceptual structure which is content oriented, and the other is syntactical structure
including layout and logical structures [33, 1]. Many researchers began to study how

to analyze documents based on these structures.

2.1.1 Document Structure Analysis
The document structure analyses can be divided into two categories: the document

layout analysis and the document conceptual analysis.

2.1.1.1 Document Layout Analysis Most research work [6, 27, 8, 32, 45, 43, 31]
focused on detecting the similarities of the layout structure of the documents without
taking content analysis into consideration. ANASTASIL (A Hybrid Knowledge-based
System for Document Layout Analysis) [6, 27] is a system for analyzing single-sided
business letters. It is a knowledge-base system for identifying the different regions

of a document image such “receiver”, “subject”, “date”, etc. in the business letter.

14
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A letter is divided into segments and a search tree called geometric tree is used
to represent all possible segmentations for the business letters. The regions of a
letter are identified by searching an appropriate segmentation in the geometric tree
using best-first search. In [32], block matrix and rules are used to represent relative
position of layout objects in a document. In [8], a patltern-oriented segmentation
method is used to allow document images of tabular form to be analyzed during the
process of document structure analysis. In {45], a text reading system is introduced
for analyzing newspaper. The system consists of three major components, namely, the
document analysis, the document understanding, and the character segmentation and
recognition. The document analysis component extracts lines of text from a page for
recognition. The document understanding component extracts the logical relationship
among the layout objects such as the association between the the topic and paragraphs
of a article in the newspaper. The character segmentation and recognition component,
extracts and recognizes characters from a text line. In [43], the resull of the layout
analysis is used to deduce the conceptual structure of a document based on the
direct connection between the layout structure and the conceptual structure of the
document. In [31], a goal-directed top-down approach employs a three-level rule
hierarchy to interpret and classify the information of the document image. The system
was applied in the domain of the postal mail-pieces. Because these works only deal
with a restricted type of documents such as electronic mails [7, 25], business letters
[6], or form documents [8] which have inherently fixed layout structures, the simple
segmentation technique for identifying their layout structures is sufficient. In contrast,
in an office environment, documents of various types are used. These documents,
such as memos, technical reports, and research papers, often have complex layout
structures and contents. The one level segmentation technique is usually not accurate
enough to reflect the layout structure of the documents, as most of the documents

usually use more than one spacing scale for separating their layout objects. In this
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thesis, a nested segmentation technique is proposed to capture the layout structures
of the documents accurately based on the different line spacing scales used in the

documents.

2.1.1.2 Document Conceptual Analysis In [25, 7, 54, 3|, the conceptual
structure of the document provides information that assists document classification
in the system. Without involving rigorous layout analysis, most of these approaches
mentioned above used the keyword search to find the relationship between the layout
objects (such as, “block”, “paragraph” ,etc.) in the document and the semantic
objects (such as, “receiver”, “sender”, etc.) in the conceptual structure. In [25, 7],
a knowledge based document classification system is designed to support integrated
document handling. It provides two functional capabilities, namely, the conceptual
and content descriptions. The conceptual description describes the conceptual
structure of a document type in terms of a tree structure. The content description
describes the relationship between the semantic objects and the keywords in the
original document. Given documents, their types are determined based on the
predefined description of the document types. In [54], similar to the approach,
expert system techniques are used. Instead of using tree structure as in [25, 7, 54], a
semantic network representation is used in [3] to describe the conceptual structure of a
document. Due to the lack of the context analysis, the word-based techniques usually
simply recognize phrases or keywords. However, we observe that the keywords in an
oflice document play certain conceptual roles only if they appear in certain places in
the document, i.e., they must follow a certain layout structure in order to play those
roles!. Thus, the word-based techniques have difficulties in resolving the ambiguities

if the same keyword appears several times in different places in the document.

"For example, the keyword “To” appearing in the top left corner of a memo indicates
that the phrases following it are the “receiver” of the memo, whereas in the content (e.g., in
a phrase such as “To my knowledge”), it may have different meanings.
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2.1.2 Mechanism of the Document Classification

In this subsection, we shall investigate two mechanisms for classifying documents.
They are the generalization-based approach, and the semple-based (example-based)
approach [34].

The generalization-based approach requires a strong domain theory to summarize
the cases of classifying documents at the training phase in terms of concept
descriptions and to classify new documents using these descriptions. In [7, 25],
this approach is employed to create and use definition of document types for
classifying the documents. The Conceptual Structure Definition (CSD) and the
Content Description Language (CDL) are used to define document types. The CSD
specifies the conceptual structure of a document and CDL specifies the relationships
between the semantic objects defined in CSD and the layout objects in the document.
The document type of a given document is determined by testing whether it complies
with the predefined conceptual structure of a document type. In this approach,
in order to classify a document of a new type, the user has to analyze thoroughly
many documents of this type for generalizing the relationships between the semantic
objects in the conceptual structure and the layout objects in the documents of the
type. But there lacks a domain theory to support such generalization in the office
document domain. This type of domain is called the domain with weak theory [34].
In addition, this generalization-based approach assumes that the documents of the
same type have the similar layout structure. The assumption is not true for the
domain of office documentation. The documents of the same type may have different
layout structures. For example, in Figure 2.1, these are two journal papers which
usually are classified as the documents of the same type (journal papers); one of them
is a paper from [EEE Transactions and the other is a paper from ACM Transactions.

Their layouts are obviously diflerent.
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For documents of the same type having different layout, the generalization-
based approach could classify them as different types of documents. For example,
these IEEE and ACM Transactions papers could be treated as two different document
types such as “IEEE Journal paper” and “ACM Journal paper”. However, this would
require the user to do extraneous work in defining the document types. Moreover,
from the user’s viewpoint, this classification does not make any sense because he/she
may not care if the paper is an I[EEE paper or an ACM paper.

In contrast, the sample-based approach does not has this problem as discussed
above. In the sample-based classification, instead of asking the user to generalize
the relationships between the conceptual and layout structures of a document type,
a set of document samples of the same type are stored in an appropriate way so that
a document can be classified with certainty if it belongs to a type of the pre-stored
samples. This approach attempts to achieve reliability and efliciency of document
classification by maximizing the use of direct match between a sample and a document.
[34). A sample base is created by acquiring all samples of various document types
from the user. A document is classified by comparing its layout and conceptual

features against the samples in the sample base.

2.2 Information Extraction
There are two basic approaches for extracting information from the text. One is
word-based approach which examines the key words appearing in the documents.
Automatic indexing, which is a widely used word-based approach, includes dictionary
look-up, stop-wording, word stemming, and term-phrase formation [42]. This
approach was adopted by several document processing systems {7, 3]. The other one
is to employ natural language understanding (NLP) technique to analyze the text.
Examples of this approach are : BORIS and PP, which obtain a summary of the text

based on the understanding of the text, and SCISOR and NLPDA, which extract
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information related to the topic of text by incorporating the syntax and semantic
analyses of the text based on the domain knowledge.

“BORIS” is a narrative understanding system [20, 21]. It attempts to
understand what it reads, to as great a depth as possible. It consists of a conceptual
analyzer, an event assimilator, a question answering module and a English generator.
The conceptual analyzer accepts English sentences as input and then constructs the
“Conceptual Dependency Structures.” The event assimilator contains top-down
expectations about the events would occur next, and uses this information for filling
in missing role bindings in the conceptual structures. The question answering
module interprets questions and searches for conceptual answers. Finally, the
English generator produces English expressions as output. The system focused on
the complex stories involving divorce. There have been a few on-going researches
investigating this approach [39, 38, 37, 40].

The “Integrated Partial Parser (IPP)” is another example of this approach for
understanding natural language text. In [19], the IPP reads news stories, generalizes
them and understands the new stories based on the generalization of the stories it
remembered. The IPP focused on the stories about international terrorism taken
from local newspapers and the UPI news wire.

“SCISOR™ [15, 36] is a system extracting information from the on-line news.
The SCISOR employs lexical analysis, separation of raw news into story structure,
topic determination of story and natural language analysis using an integration of
two interpretation strategies — “bottom-up” linguistic analysis and “top-down”
conceptual interpretation. The system focused on the financial news, especially on
the stories about corporate mergers.

NLPDA [2] is another system of this approach. NLPDA is used to extract the
information from Patient Discharge Summaries (PDSs) written by physicians. Like

SCISOR, the linguistic and detailed world knowledge are provided to the system. The
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system intended to extract the explicit information as well as implicit information
from PDSs. The prototype of the system was tested in a restricted medical domain:
thyroid cancer care. There have been other researches on the information extraction
[35] based on linguistic analysis and detailed world knowledge. So far, these
researches focus on the information extraction from the free text in a very restricted
domain. The text is related to a specified domain.

The information extraction of office documents is not quite the same as
information extraction from the free text. The content of document is divided
into structured and unstructured parts. The unstructured part of the document is
referred to as the body of the document and, therefore, is of free text. It is usually
domain related. In contrast, the structured part is referred to as the header of the
document, and is document type related. .“or example, the conceptual components
of a memo such as “sender”, “receiver”, etc. are related to “memo” type, and are
denoted by the keywords such as “TO”, “FROM” and their layout localions.

There are several efforts in conducting information extraction of office document,
(7, 3]. These systems do not take layout analysis into consideration. They only focus
on the extraction from the structured part of the document. They usually use keyword
searches and statistical techniques. As mentioned in the previous section, keywords
alone cannot distinguish the relevant from the irrelevant text without considering their
layout structure of the document. Thus, these systems can only handle the documents
with relatively fixed layout structures. Our approach attempts to combine the result
of layout analysis, keyword matching and natural language analysis to achieve the

goal of information extraction of documents.



CHAPTER 3

DOCUMENT LAYOUT ANALYSIS

As we mentioned in Chapter 1, the layout, conceptual and content structures
constitute the document structures. The layout analysis of the document helps the
processes of document classification and information extraction. The method of
analyzing the layout structure of a document proposed in this thesis is called nested
segmentation, which divides the document into rectangular areas, called segments.
Then the segmented document is represented by a tree structure (L-S-Tree). The

Figure 3.1 shows the organization of the layout analysis procedure.

3.1 Concepts in Document Segmentation

In this section, the concepts of block and nested segmentation will be introduced.

3.1.1 Block
An encoded document obtained from the recognition process is represented in terms
of a set of blocks.

A block is defined as a minimum rectangular portion of the document which
is either a textual block or a non-textual block [44]. The textual block is associated
with a set of text lines having the same typeface, which includes the font type and
the font size, and consistent line spacing. The non-textual block is dealing with a
figure, logo, picture, and so forth. Formally, each block is represented by a quintuple

(1d, Type, Content, Location, Size), where

e /d is the unique identifier for the block;

e Type indicates whether the block is textual or non-textual;

22
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—— Encoded Document

Nested Segmentation

—— Nested Segmented Document

L-S-Tree Construction

—— L-S-Tree

Figure 3.1 The Organization of Layout Analysis Procedure

o Content is the recognized text of a textual block or the description of a non-

textual block;

e Location(z,y) specifies the location of the block in the document with respect
to the upper-left corner of the document page, where 2 and y stand for the

horizontal and vertical coordinates, respectively;

o Size(dz,dy) is the size of the block, where dx and dy stand for the width and

the height of the block, respectively.

The Size of the block is measured in terms of the number of pixels, and the
Location of the block is measured in terms of the coordinates of the underlying pixels.
Figure 3.2 shows the representation of a block, and Figure 3.3 shows the set of

blocks after applying the recognition process {o the memo in Figure 1.1.
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Figure 3.2 The representation of a document block
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Membere of the Ph.D Program Committee In Computer
Sclence. Full Professors, Associata Chalrs.

Figure 3.3 Blocks of the document in Figure 1.1
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3.1.2 Nested Segmentation

A common approach of recognizing the layout structure of a document is segmentation,
which divides the document into rectangular areas, called segments. For example,
in [6, 7, 8, 25, 27], the technique of one level segmentation is used. In [6, 27] the
document is divided into several segments; each of the segments is assigned with
a semantic meaning and is associated with a semantic object such as title, subject,
date, etc. Because these works only deal with a restricted type of documents such
as electronic mails 7, 25], business letters [6], or form documents [8] which have
inherently fixed layout structures, the simple segmentation technique for identifying
their layout structures is sufficient. In contrast, in an office environment, documents
of various types are used. These documents, such as memos, technical reports, and
research papers, often have complex layout structures and contents. Usually, the one
level segmentation technique is not accurate enough to reflect the layout structure
of the documents, as most of the documents usually use more than one spacing scale
for separating their layout objects.

Consider the sample of a memorandum shown in Figure 3.4. The document
uses more than one spacing scale in a nested manner. In fact, almost all types of
documents use more than one spacing scale. The variations of spacing scale used
between the layout objects of a document reflect the recognition that layout objects
which lie close together tend to have semantically related contents. Based on these
observations, we introduce a nested segmentation procedure to obtain the accurate
layout structure of office documents.

In the nested segmentation, a document page is divided into segments. Each
segment is a rectangular portion of the document which contains at least one block. A
segment itself can be further divided horizontally or vertically into smaller segments.
Therefore, there are two types of segments. One is the basic segment, which contains

only one textual (or non-textual) block and cannot be further divided into smaller
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Figure 3.4 A memo with different line spacings
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segments. The second is the composite segment, which can be divided vertically or
horizontally into smaller segments.

In general, the process of the nested segmentation is as follows: a document
page is first divided into segments which are at level 1. All the composite segments
at level i are divided into several smaller segments at level i+1, each of which is
assigned with an identifier (a number). The segmentation process terminates when
all composite segments cannot be further divided.

In the nested segmentation, a segment can be represented by a quadruple

(1d, Type, Orientation, Composition), where

o /d is the identifier for the scgment;

o T'ype indicates whether the segment is basic or composite;

Orientation specifies if the composite segment is divided horizontally or

vertically; and it has no value if the segment is basic;

Composition is represented by the identifier of the block contained in the
segment, if the segment is basic. If the segment is composite, the Composition
specifies the identifiers of the segments contained in this segment. Suppose that
the identifiers of these segments are 57,5, ..., and S, then the Composition
is represented by (5, 52,...,.5,), and the order is from top to bottom within
the segment if the segment is divided horizontally, or from left to right if the

segment is divided vertically.

3.2  Algorithm for Nested Segmentation
We now describe the algorithm used in the nested segmentation procedure. The input
of this procedure is an encoded document, i.e., a document composed of a collection

of rectangular blocks. For simplicity, a single page document is considered here.
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Figure 3.5 Examples of V-overlapping blocks and H-overlapping blocks

Some definitions are introduced first. Let B;s (1 < i < 3) be the distinct blocks
in a document, where (z;,y;) and (dz;,dy;) specify the location and size of a B;,

respectively.

Definition 5 (V-overlapping and H-overlapping)

Two blocks B; and B; overlap vertically (in abbreviation, V-overlapping),
denoted as By ||y Bz2, il y1 S y2 < yr +dy; or y2 S yi < yo + dya.

Likewise, two blocks B; and B, overlap horizontally (in abbreviation, H-

overlapping), denoted as By =, By, if 2; < 23 < 2y +dz; or 3 < ¢, < x5 + dxy.

Figure 3.5(a) shows two V-overlapping blocks and Figure 3.5(b) shows two
H-overlapping blocks.

We project the blocks onto horizontal axis and vertical axis. Intuitively, two
blocks are V-overlapping if their vertical projections overlap, and H-overlapping if

their horizontal projections overlap.
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Figure 3.6 H-distance and V-distance

Definition 6 (H-distance and V-distance of the blocks)
We define the H-distance between two blocks By and B;, denoted as
H-distance( By, By), as:
0 if By = B,
H-distance(By, By) = § 3 — 2y —day  if =(By =, B2) A (zq > 1))

xy — 2y —dra i (B =, Ba) A (z) > )

Likewise, the V-distance between two blocks By and B,, denoted as V-distance( By, B,),
is defined as:
0 if By|l.B2
V-distance(By, B2) = S ya —y1 —dyr il ~(By|[sB2) A (y2 > y1)

Y1 —ya—dyy il (B[, B2) A (1 > 2)

Figure 3.6 shows the H-distance and V-distance between two blocks.

Definition 7 (H-adjacency)
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Figure 3.7 H-adjacent blocks

Two blocks By and B; are adjacent horizontally (in abbreviation, H-adjacent),

denoted as By ~;, By, if:

e Bi|l, B2, and

e there are no other blocks, say Bj, satisfying 2; < a3 < 3 or 2 < ¥3 < 2y, such

that B[”.,133 an(l B3||1,B2.

In Figure 3.7(a), By and B, are two H-adjacent blocks, but in Figure 3.7(b),
B, and B, are not H-adjacent because of the presence of Bs. In Figure 3.7(b), B,

and Bj are H-adjacent, so are By and B,.

Definition 8 (V-adjacency)
Two blocks By and Bj; are adjacent vertically (in abbreviation, V-adjacent),

denoted as By ~, By, if:

[ ] B] =h Bg, and
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Figure 3.8 V-adjacent blocks

@ there are no other blocks, say Bs, satisfying y; < y3 < y2 or ya < y3 < yi1, such

that By =, B3 and B3 =, B,.

In Figure 3.8(a), By and B, are two V-adjacent blocks, but in Figure 3.8(b),
B, and B; are not V-adjacent because of the presence of B;. In Figure 3.8(b), B,

and Bj are two V-adjacent blocks, so are B; and B,.

Definition 9 (D-adjacency) Without loss of generality, let z; > z2 and y; > y,. Two

blocks B, and B are adjacent diagonally (in abbreviation, D-adjacent), denoted as

B\ ~q4 Bs, if:
o neither B||, Bz nor By = B., and

e there are no other block, say Bs, which overlaps the area where its four corners’

coordinates are (2, + dz1,y; + dy1), (x1 + dz1,y2), (22,51 + dy1), (22, ¥2).

In Figure 3.9(a), B, and B; are two D-adjacent blocks, whereas in Figure 3.9(b),

By and B, are not D-adjacent because of the presence of Bj.
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Figure 3.9 D-adjacent blocks

Definition 10 (Adjacent Block Graph)
An adjacent block graph G(N, E,W) for a given document D is a weighted

undirected graph, where

1. each node in N corresponds to one of the document blocks:

2. each edge e = (B, B;) in E is one of the following:

e H-edge if By ~;, By;
o V-edge if By ~, By;
e D-edge if By ~y4 B,.
3. In W, the weight of an edge e = (B, B;) is defined as (H-weighi(e), V-

weight(e)), where H-weight(e) is the H-distance between B; and B,, and V-

weight(e) is the V-distance between B and B,.
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Note that, the weight of an H-edge is (H-distance,0); the weight of a V-edge
is (0, V-distance); and the weight of a D-edge is (H-distance, V-distance). We call

an adjacent block graph trivial if it has only one node.

Figure 3.10 shows the corresponding adjacent block graph of the memo in Figure

3.3.

Definition 11 (Minimal Cut in Adjacent Block Graph)

We define a cut-set of an adjacent block graph G to be a set of edges whose
removal disconnects G. For our purpose, H-edge and V-edge are not allowed to be
in the same cut-set. However, H-edge and D-edge, or V-edge and D-edge, can be in
the same cut-set. A minimal cul of GG, denoted as MCc, is a cut-set which does not
properly contain any other cut-set.

The weight of a minimal cut MCgq, denoted as weight(MCg), is defined by

either the H-wetght or the V-weight of a edge in the minimal cut MCg.
o weight(MCg) = H-weight(e) where e is a edge in the minimal cut MCg if:

~ MCg¢ contains at least one H-edge and Ve’ € MCg,

H-weight(e) < H-weight(e'), or
— all edges in MCg are D-edges and Ve' € MCg,
H-weight(e) < min{H-weight(e'), V-weight(e')}.

o weight(MCg) = V-weight(e) where e is a edge in the minimal cut MCq¢ if:

— MCg contains at least one V-edge and Ve' € M (g,

V-weight(e) < V-weight(e'), or

— all edges in M (¢ are D-edges and Ve' € MCy;,

V-weight(e) < min{H-weighi(e’), V-weight(e')}.
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The type of the minimal cut M Cg, denoted as type(M Cg), is defined as follows:

H-type if weight(MCg) = H-weighi(e),e € MCq
type(MCq) =

V-type if weight(MCg) = V-werght(e),e € MCq

Note that if there is a tie between H-weight(e;) and V-weight(es) for the
weight of M Cg which contains only D-edges, the H-weight(e;) is selected as the

weight(MCg).

Definition 12 (Path and Cycle) Given a graph G, we define a path from a node u
in (G {0 a node v in (G, denoted as u ¢ v, as an alternating sequence of nodes and
edges,

Ny, €1572, €2y ey N1y Cho1, Nk,

where n; = u, ng = v, all the nodes and edges in the sequence are distinct, and the
successive nodes n; and n;4 are endpoints of the intermediate edge ¢;. A path is said

to be a cycle if its first and last nodes (only) coincide.

Lemma 1 Let By, and B; be the dislinct blocks in a document. Lel n; and n, be
their corresponding nodes in the adjacent block graph of the document. If By||, B2 or
By =, By then n, ¢ ny.

Proof: Consider the case B;||,B;. Proof of ny <> ny can be done by reducing the

problem size to the H-distance.

1. If By ~; B, then according to the definition of adjacent block graph (Definition

6), there is a H-edge between n, and n,; and therefore n; ¢ nj.

2. If =(B; ~j B;), according the definition of H-adjacency (Definition 3), there
exists at least a block, saying Ba, such that its corresponding node ns in the

adjacent block graph satisfies: ((z; < 23 < 22) V (22 < 23 < 1)) A (Bi||oB3) A
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(Bsl|,B2)). By definition of H-distance (Definition 2), (H-distance( B, By) >
H-distance( By, Bs)) A (H-distance( By, By) > H-distance(Bs, Bs)).

And, if ny & nz and n3 < n; then ny ¢ ny. That is, we reduce the problem of
proving n; ¢ n2 to the problem of proving n, > n3 and ns ¢ ny with shorter

H-distances.

If there is no H-edge between n, and ng, nor n3 and ny (that is, if =(B; ~, Bj)
or ~(B3 ~1 B;)), we can reduce the problem of proving n; < n3z or ng < ny
again.

By the definition of H-distance (Definition 2), since the H-distance of any two
V-overlapping blocks is greater than zero, at last, we can reduce the problem to
the two blocks which are H-adjacent, such that their corresponding nodes have

edge. Note that all the edges on the path are H-type.
We can prove the case B, =, B; in the same manner. 0O

Definition 13 (Connected Graph)
A graph G is called a connected graph if every two nodes n; and ny in G,

1 < Na.

Theorem 1 Any non-trivial corresponding adjacent block graph of a segment in the
document is a connected graph.
Proof: To prove the connectivity, we need to prove that there is a path for every
two nodes in the adjacent block graph. Given any two blocks By and B,, they
must have one of the following relationships: (1) By||,B2; (2) By =1 B,; and (3)
~(BillvB2) A ~(By =x Bz).

According to Lemma 1, if By and B, satisfy the relationships (1) or (2), then
n, +> ng. Now we prove the third case. We use the same method to reduce the size

of the problem to both H-distance and V-distance.
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Figure 3.11 All possibilities of locations of Bs

(h)

1. If By and B, are D-adjacent, then according to the definition of adjacent block

graph (Definition 6), there is a D-edge between n, and nq; thus ny < n,.

If B, and B, are not D-adjacent, according to the definition of D-adjacency

(Definition 5), there exists at least a block, saying Bs and its corresponding

node ng in adjacent block graph. Figure 3.11 illustrates all the possibilities of

locations of Bs implied by the definition of D-adjacency.

In case (a), since By ||, B3 and Bsl|, B2, according to Lemma 1, we have n, < ny

and ng & ny, and therefore n; < n,. The same conclusion holds in case (b).

In case (c), since By||, B3, according to Lemma 1, we have n; <> ns. Therefore,

we can reduce the problem to the proof of n3 +» ng, where —~(Bs||, B2)A—(Bs =,
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B;), to their H-distance. The similar conclusions hold for the cases (d), (e),

(f), (g) and (h) to the H-distance or V-distance.

For the case (i), obviously, we can reduce the problem to the proof of n; < nj
and ng > ng, where =((B1||yB3) V (By =n Bs)) A =~((Bs]|vB2) V (Bs =1 Bz)),

to their both H-distance and V-distance. 0O

Definition 14 (H-Segmentation and V-Segmentation)
Given a segment S of blocks and 51,5, C 5, we call (S,,S2) a H-segmentation

on S if:

e Sy # dand S; # ¢
e S1US; =Sand 5,N5; =¢;

® VB] € S], VI32 € Sg, _'(B] =h Bg)
Similarly, we call (S, .52) a V-segmentation on S if:

e S # ¢ and Sy # ¢
o S]USg_—'Sa:ndSlnS2=¢;

e VB, € 5y, VB € Sz, =(B1||vBa).

The case that there are more than two segmentations on segment S can be

defined by applying the above definitions recursively.

Definition 15 (Spanning tree of a graph and chords of spanning tree)
Given a connected graph G(V, ) where V is the set of nodes in the G and
is the set of edges in the G, a tree T'(V’, E') is called a spanning treeof Gif V' =V

and £/ C E. An edge of GG not lying in T is called a chord of T
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Definition 16 (fundamental cycle)
Let G(V, IY) be a connected graph where V is the set of nodes in G, and FE is
the set of edges in G; and let T be the spanning tree of G. The cycle created by

adding one chord to the T is called a fundamental cycle in G.

Lemma 2 Given a connected graph G and a spanning tree T of G, an edge e of T
plus some chords create a minimal cuts. Those chords must be the chords such that:
when they are added lo T, a fundamental cycle containing e is crealed. This minimal

cul is called a fundamental minimal-cut [5]. O

Definition 17 (Symmeiric difference)
Given two subgraphs G| and G of a graph G, the symmelric difference of G,
and Gj is the graph that results by removing any edges from G that G, and G, have

in common as well as any isolated nodes that result after the removal of these edges.

Theorem 2 Let (G be a connected graph, and let T be a spanning tree of G. Then,
every minimal cut M Cq¢ is the symmetric difference of the fundamental minimal culs

determined by the edges of MCq lying T [28]. O

Theorem 3 Given a segment S of blocks of a document, if the number of blocks is
greater than [, there exists at least one segmentation on S.
Proof: Let GG be the corresponding adjacent block graph of S. G is a non-trivial
graph since the number of blocks is greater than 1. By theorem 1, G is a connected
graph, such that we always can find a spanning tree of the G [28]. By theorem 2,
there exist minimal cuts in G\

We need to show that each minimal cut of H-type corresponds a V-segmentation
on S and each minimal cut of V-type corresponds a H-segmentation on S.

Let MCg be the minimal cut of H-type. Let and the C, and C; be the two
components of (¢ resulted from the removal of MCg, and, S, and S; be their corres-

ponding block sets respectively. We need to show that (S5, .5;) is a V-segmentation
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Obviously, Si # ¢, S2 # ¢, and S5 U S, = S, SN S, = ¢. It remains to prove
that VB, € S1, VB2 € Sa, (B =1 By).

Suppose that the statement is false. Then 3B, € §,,3B, € S, B, =, B; and
their corresponding nodes in G are n; and n,.

By Lemma 1, we know that n; < ny and every edge of the path is a V-edge.
That is, there must be nodes n{ € C; and n} € C; connecting by a V-edge which is
in the MCp. Otherwise, MC¢ would not be a cutset. But this contradicts the fact

that MCg is of H-Type, which does not contain any V-edges. O

In the process of the nested segmentation, the encoded document is transformed
to the corresponding adjacent block graph. Then the nested segmentation focuses
on solving the problem of finding a minimal cut that has the maximal weight in the
adjacent block graph (Possibly, there are more than one minimal cuts having the same
maximal weight. For this case, all these cuts are selected.) If a minimal cut of H-type
is found, then a V-segmentation can be applied between the portions of the document
which correspond to the subgraphs resulted from the removal of the found minimal
cut. If the found minimal cut is of V-type, then a H-segmentation can be applied
to the corresponding portions of the document. After the found minimal cuts are
removed, we can apply the same process recursively to the components of the graph
until no segment can be further segmented. Figure 3.12 summarizes the algorithm. D
is the encoded document to be segmented and is represented by a set of blocks. SD is
the segmented document which is the result of applying the nested segmentation to D.
S D is represented by a segment quadruple (/d, Type, Orientation, Composition).

An example of applying the process of segmentation to a memo is shown in
Figure 3.13. Before the nested segmentation, the document represented in terms of
blocks is transformed to the adjacent block graph. After the nested segmentation,

the segmented document is transformed to a tree structure.
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Nested Segmentation (D, SD)
begin
transform D into the corresponding adjacent block graph G
/¥ based on the definition of adjacent block graph */
if G is a trivial graph then
/* G is a trivial graph if it contains only one node, in other words, document
D contains only one block. Let B be the identifier of the block contained in D*/
assign a segment identifier /D to SD; SD := (I D, Basic, NULL, (B));
exit. /* Algorithm finishes */
else /* G is not a trivial graph */
assign a segment identifier /D to SD;
SD := (ID)"); /*" means the value of the item is not available at present. */
while there exists a non-trivial component in G do
begin
for every non-trivial component C in G do
begin
find the segment quadruple 7' = (I D,”,” ") which is
associated with the C;
find a minimal cut which has the maximal weight MW
and the other minimal cuts of the same type that have the weight
W satisfying MW — W < ¢; °
remove all found minimal cuts;
for every component resulted from the removal of
the found minimal cuts do
begin
associate a segment quadruple T'T" with the segment;
assign a segment identifier 1D; TT = (1D ");
end; /* for */
/* Let the newly assigned 1Ds be Sy, S5, ..., Sy, located in the order
from top to bottom if the minimal cut is of V-type, or from
left to right if the minimal cut is of H-type. */
T := (I D,Composite, Minimal_cut_type, (S1,S52,...,5n));
end; /* for */
end; /* while */
for every trivial component left do
begin
associate a segment quadruple T with the component;
assign a segment identifier I D to it;
/* Let B be the identifier of the block contained in the segment*/;
T := (ID,Basic, NULL, (B));
end; /* for */
end; /* Nested Segmentation */

2The ¢ is a relatively small number,

Figure 3.12 Algorithm for the nested segmentation
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3.3 Representation of Nested Segmentation of Document

To describe the layout structure of a document accurately, a tree structure called the
Layout Structure Tree (L-S-Tree) is proposed to represent the nested segmentation
of the document. The L-S-Tree is an ordered labeled tree. The label is the type
of the node. There are three types of nodes in the L-S-Tree: basic node (B-node),
horizontal node (fl-node) and vertical node (V-node). The order of the physical
locations of siblings in the tree reflects precisely the order of segment locations in the
document.

The process of transforming a nestedly segmented document into a L.-S-Tree is

as follows:

o If a segment is basic, then it is represented by a B-node;

e If a segment is composite and is divided horizontally into smaller segments,
then it is represented by an H-node. The smaller segments are represented as
the children of the H-node. The order of the children in the tree, from lefl to
right, represents the order of segments in the document, from top to bottom

(see Figure 3.14(a)) .

e If a segment is composite and is divided vertically into smaller segments, then
it is represented by a V-node. The smaller segments are represented as the
children of the V-node. The order of the children in the tree, from left to right,
represents the order of segments in the document, from left to right (see Figure

3.14(b)).

The application of the above process of transformation to the nestedly

scgmented document in Figure 3.13 yields the L-S-Tree in Figure 3.15.



(a) (b)

Figure 3.14 Transformation from segments to a L-S-Tree
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CHAPTER 4

CONCEPTUAL ANALYSIS — ANALYSIS FOR STRUCTURED
PART OF THE DOCUMENTS

4.1 Conceptual Structure
In Chapter 1, the conceptual structure was introduced to facilitate the instantiation
of the attributes of the frame template from the structured part of a document. The
conceptual structure of a document is represented by a set of attribute descriptors
which specify the properties of the values that may assign to the attributes to obtain
the frame instance. Formally, the conceptual structure of a document D, denoted by

CCP_S(D), is represented as
{SAD,,SAD,,...,SAD,}
where SAD;(1 <t < n)is an structured part attribule descriptor and is composed of

an attribute name which specifies the name of the attribute, denoted as SAD;(attr name);

an attribute type which specifies the type of the attribute, either atomic, composite

or set, denoted as SAD;(altr_type); and

an attribute domain which specifies the restrictions on values that may assign to

this attribute, denoted as SAD;(attr_domain), and is one of the following:

o one of the data type such as integer, real, string, boolean, and text if

SAD;(altr_type) is atomic; or
e an attribute descriptor of the set element if SAD;(attr_type) is set; or

¢ aset of attribute descriptors of the sub-attributes which form this attribute

and composite pattern of SAD; if SAD;(atir Lype) is composite.

46
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Composite paltern is introduced to assist instantiation of the composite
attributes. The composite pattern of a composite attribute defines the forms of all
possible values that may be extracted from the document for the composite attribute.
A composite attribute is instantiated by parsing the content of the associated portion
of the document based on the pre-defined composite patterns.

Formally, let A be a composite attribute of the form A(A;, A,, ..., A,)) where
A; (1 <1 < n)is a sub-attribute of A and can be an atomic attribute or again
A be of atomic and

a composite attribute. Let A;, Ay, ..., A; and A; |, A; L., Ai,

composite attributes respectively. The composile pattern for an attribute A, denoted
C' P(A), defines all the possible forms (the string patterns) of values for the attribute
A.

Formally, the syntax of C' P(A) is given as follows:

CP(A) := < siring palterns >
< string patterns >:= (< string patlern >)

| (< string paltern >) OR < siring patterns >
< string pattern >::= < symbol >< string patiern >

| <wvariable >< term] > | < variable >
< terml >u= < symbol >< term2 > | < symbol > | < repeal_symbol >
< lerm2 >u= < variable >< terml > | < variable >
< symbol >::= < special symbol > | < puncluation mark >

| SPACE | < wild card >

< repeat_symbol >::=< symbol >

< wariable >u= A; | Ay, | ... | Ay

| CP(Aiy) | CP(Ai) | o | CP(AL)
< special symbol >u=[|][{|}| = [-I\NT@[H[$] %] A J&|(I)] = |{])
< punctuation mark >:=' 7|, | .| |5 |7’

< wild card >:=* | #
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The grammar above has the following two characteristics:

1. There needs to be at least one variable in the composite pattern, otherwise there

would be no instantiation;

2. There is at least one symbol between any two variables in the composite pattern

so that the ambiguity in instantiation can be avoid.

For example, for the composite attribute (Date, (Year, Month, Day)), its

composite pattern can be defined as:

CP(Date) = (MonthSPAC E"Day, SPAC ER”Year)
OR
(Month/Day/Year)
OR
(YearSPAC EfMonthSPAC EfDay)

The given composite pattern includes three sub-patterns. Each sub-pattern
defines a possible form for “Date”. In each sub-pattern, the bold strings are the
variables (attribute names) that are to be instantiated. The other symbols are used
as delimiters to assist the instantiation of the variables.

Figure 4.1 shows a conceptual structure for a memo. As shown in the figure,
usually, the attributes—sub-attributes relationships in a conceptual structure can be
briefly described by a tree structure. Figure 4.2 shows the association between the
attributes of conceptual structure and the contents of the structured part of the memo.

We mentioned in Chapter 1 that the documents of the same document type
share the same frame template. We group these document types further based on
their conceptual structures. The document types which share the same conceptual

structure are of the same super document type. Thus, a conceptual structure
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Figure 4.1 The conceptual structure of QE memo
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Figure 4.3 The document type hierarchy

is associated with a super document type. The document types and their super
document type form a document type hierarchy. For example, Figure 4.3 shows a

document type hierarchy with super type MEMO (the memorandum).

4.2 Document Sample Base
The information of the structured part of a given document is extracted by analyzing
its layout and conceptual structures. The layout and conceptual structures of some
pre-analyzed documents are kept in the sample base as document samples. For any
incoming document, its layout and conceptual structures are analyzed by matching
its structures with the structures of pre-stored document samples. In the following
subsections, we will discuss the representation of the document samples and document,

structure analysis.

4.2.1 Representation of the Document Sample

From office documents of various types, we observed that each document can be
divided into structured and unstructured parts. The structured part is further
divided into two parts: static and dynamic parts. The static part has a fixed
location and it has semantically the same content in different documents of the

same document type. On the contrary, the dynamic part may vary considerably
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| New Jersey Institute of Technology

| Department of Computer and Information Science ~d
_Ext. ~

Dynamic Part
MEMORANDUM
f — —|TO: [John Smith, Graduate Office | /
[

Static Part L____[FROM:]| [Mark Sam }
? SUBJ: | | Student Appeals Mesting |/
\I DATE] [Aprit21, 1992

There will be a meeting of the Committee on Student
Appeals on Wednesday, June 10, 1992 at 10:00 a.m.
to 1:00 p.m. in Room 504 Cullimore.

Please make every effort to attend. If you cannot attend,
please contact Mary Armour, ext. 3275.

Thomas Armstrong

Figure 4.4 A sample memo
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among documents. For example, Figure 4.4 shows a document sample with static
and dynamic parts. The static part of the memo in the figure includes the words
(or terms) “MEMORANDUM”, “TQO”, “FROM”, “SUBJ”, “DATE”, “Cc”, etc.
The dynamic part of the memo refers to the various strings “John Smith, Graduate
Office”, “Mark Sam”, “Student Appeals Meeting”, “April 21, 1992”, and “Thomas
Armstrong”. The words appeared in the static part may be in different forms in
the documents of the same type, but they have the same meaning. For example, the
words “SUBJ” and “RE” are used in different memos to refer to the subject of the
memo. These synonymous words are treated to be semantically equivalent and are
stored in the thesaurus (We use “==" to denote semantical equivalence.). A dynamic
part can be semantically associated with a static part. This kind of relationship is
referred to as “semantic association”. For example, “John Smith, Graduate Office”
is semantically associated with “TO” because “TO” denotes that the functionality of
“John Smith, Graduate Office” is the receiver of the memo.

A document sample contains the knowledge describing the layout and conceptual
characteristics of a group of documents of the same document super type. It is
represented by a document sample tree. The document sample tree is an L-S-
Tree with its leaf nodes containing additional conceptual information regarding their
corresponding blocks in the document sample. Specifically, each leaf node (also called
basic node) of the document sample tree corresponds to a block of the structured
part of the document. The unstructured part of the sample document is represented
by a don’t care node, labeled by a variable preceded with an underscore ( Details
about don’t care node are described in Section 4.3.1.2). Each leaf node N of the
document sample tree contains the content of its corresponding basic segment and

the following attributes:
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conceptual type, denoted by N(type), specifies if the corresponding segment of the
node N is static, dynamic, mixed or unstructured. The term “mixed” means

the segment contains both static and dynamic type information.

conceptual role, denoted by N{role), specifies the conceptual role of the corres-

ponding segment of the node N, where

o N(role) contains the content of the segment if N(iype) is static;

e N(role) contains the attribute name of the corresponding conceptual
structure if N(type) is dynamic or mixed and the value of the attribute in

the frame instance will be extracted from the content of NV;

e N(role) is null otherwise.

static term, denoted by N(static_term), specifies the content of the static part of

the segment when N({ype) is mixed, and null otherwise.

semantic association, denoted by N(association) and is used when the N(type)
is static, specifies the nodes N’'s whose N'(type) is dynamic and N'(role) is

semantically associated with N(role).

importance, denoted by N(:mportance), shows to what the degree the node

contributes to the identification of a document type.

Intuitively, the importance of a basic node N depends on how frequently
N (including all the nodes N's with N'(role) being semantically equivalent to
N(role)) appears in the sample tress of the same document type in the sample base.
Specifically, the N(importance) is calculated as follows. Consider a set S of sample
trees of the same document type. Let N be a basic node (leaf node) of a sample
S € S. Then
N(importance) = | {S'| S’ € § and 3 basic node N’ € S, N'(role) == N(role), N €
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Type Static Type Static Type Dynamic
Role MEMORANDUM Role DATE (Content) Role Date (Attribute)
Static-Term NULL Static-Tern NULL Static-Term NULL
Importance 4 Importance 4 Importance 4
|Sernantically Associated Blocks| NULL |Semantically Associated Blocks| 12 Scmantically Associated Blocks] NULL

Figure 4.5 A sample memo and its corresponding sample tree

S} |

where |.| denotes the cardinality of the set.

Figure 4.5 show the sample tree obtained from the memo in Figure 4.4.

4.2.2 Document Sample Base

In our system, a document sample base is maintained to store all the document

samples. In the document sample base, all the document samples are organized in a

hierarchical form, namely, a document type (a document super type) is classified by

several document samples. Figure 4.6 illustrates the organization of the document

sample base. The document sample base, denoted by SD, is organized into a set

of document types { STi,ST3,...,ST, }. Each ST; (1 < ¢ < n) is associated with

a group of document sample trees { DS;', DSy, ..., DS,.;' } where DS;' is the jth
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DOCUMENT SAMPLE BASE

/ / N AN

MEMO BUSINESS LETTER RESEARCH PAPER ...
/ / e\ / / e\ / /
memo_samplel, memo_sample2,... letter_samplel, letter_sample2,... paper _sample 1, paper_sample2,...

Figure 4.6 Document sample base

document sample tree of type ST;. Recall that each document type is associated with
one conceptual structure. Thus, the document sample tress DS;', DS,%, ..., DSy are

associated with the same conceptual structure.

4.2.3 Document Sample Acquisition
Having discussed the representation of document samples and the sample base, we
now discuss the process for acquiring document samples. The procedure of the
acquisition of document sample is shown in Figure 4.7.

A document sample is first transformed to an encoded document represented by

a collection of blocks. Then the user enters the following information for the sample:

o the document type of the sample (e.g., the sample is a memo, or journal paper

or technical report etc.); and
e the type for each block, which can be

— static, if the block contains only the materials of the static part;

— dynamic, if the block contains only the materials of the dynamic part;
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Figure 4.7 Procedure of document sample acquisition
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— mized, if the block contains the materials of both the static and dynamic
part; or

—~ unstructured, if the block contains the materials of the unstructured part;

In addition, for the static and dynamic blocks that are semantically associated
with each other, the user has to highlight their relationships by tagging the identifiers
of the dynamic blocks to the corresponding static blocks (recalling that each block has
an identifier). For the dynamic blocks whose contents correspond to the attributes of
the conceptual structure, the user has to tag the attribute names to the corresponding
blocks.

Figure 4.8 shows an interface screen of the document sample acquisition
component of the prototype system. When the user wants to store a document as a
document sample, the encoded form of document represented by a collection blocks
is shown on the screen. The interface screens for acquiring the information for a block
of the static type (“MEMORANDUM””) and a block of the dynamic type (“John
Smith, Graduate Office”) are shown in Figure 4.8 and Figure 4.9, respectively.

The document sample is represented by a document sample tree which is
the corresponding L-S-Tree with its leaf node containing the above user-input
information. Also, in the sample tree, the unstructured part of the sample document,
which may include more than one block, is represented by one node in the sample
tree called the don’t care node, labeled with a variable preceded with an underscore.
Thus, the sample tree incorporates the layout structure represented by a L-S-Tree,
with the conceptual structure associated with sample tree’s leaf nodes based on the

user input.

4.3 Sample-Based Document Structure Analysis
The goal of document structure analysis is to identify the conceptual structure

of a given document. In our sample-based approach, the conceptual structure of
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a given document is identified by finding a document sample which matches the
given document. Recall that each document sample is associated with a conceptual
structure. The layout analysis is used to facilitate the search of such a document
sample.

Using nested segmentation, the L-S-Tree of a given document is constructed.
Then, the constructed L-5-Tree is compared against each document sample tree
in the sample base in order to find the document sample which matches the given
document. The comparison is accomplished by using an approximate tree matching
tool [48, 49, 57]. Figure 4.11 shows the procedure of document structure analysis.
In the layout comparison phase, the layout similarity between the document and
a sample is measured by the edit distance between the L-S-Tree of the document
and the sample tree. If the sample passes the layout comparison (a pre-defined
threshold is used to decide if the sample passes the layout comparison), the conceptual
comparison phase proceeds. In the conceptual comparison phase, the conceptual
similarity between the document and the sample is measured by the “conceptual
closeness degree” between the L-S-Tree of the document and the sample tree. If the
sample passes the conceptual comparison (a pre-defined threshold is used to decide
if the sample passes the conceptual comparison), the conceptual structure associated
with the sample tree is identified as the conceptual structure of the document. In the

following subsections, we discuss the layout and conceptual comparisons in detail.

4.3.1 Layout Comparison
In the layout comparison phase, the edit distance between the L-S-Tree of the
document and the sample tree is used to measure the layout similarity between the

document and the sample.
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COMPARISON ©

——  Identified Conceputal Structure

Figure 4.11 The procedure of sample-based document structure analysis

4.3.1.1 Edit Operations and Editing Distance for Approximate Tree
Matching In approximate tree matching, the similarity between two trees is
computed by editing one tree so that it is identical to the other tree. There are
three types of edil operations: relabel, delete, and insert a node. We represent these
operations as u — v , where u and v are either a node or the null node(A). We call
1w — v a relabeling operation if u # A and v # A; a delete operation if u # A and
v = A; or an insert operation if u = A and v # A. Let T, be the tree obtained from
the application of an edit operation u — v to tree Ty. This is written Ty, = T, via
u — v. Figure 4.12 illustrates the edit operations.

Let S be a sequence sy, sa, ..., s of edit operations. A tree T is transformed to
T' by applying S (or we say S transforms a tree T' to T") if there is a sequence of
trees To, Ty, ....,Tr such that T =T, 7" =Ty and Ti_y = T; vias; for 1 <1 < k.

The definition of edit operations is an abbreviation for the specification.

Consider a single edit operation, e.g., one that transforms T;_; to T;. If it is a
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(3) Insertion of a node. (A consecutive sequence of siblings among the children of r
(here, a, e and f) become the children of ¢.)

Figure 4.12 Examples illustrating the edit operations.
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relabeling or delete operation, we specify the node to be relabeled or deleted in 7;_;.
For an insert operation, we specify the parent p of the node n to be inserted and the
consecutive sequence of siblings among the children of p will be the children of n. If
this consecutive sequence is empty, then we need to specify the position of n among
the children of p. The abbreviation of edit operations will be used if the specifications
are clear from the mapping structure defined below.

Let v be a cost, function that assigns to each edit operation u — v a nonnegative
real number y(u — v). Let v be restricted to be a distance metric satisfying the

following three properties:
o y(u—wv)>0and y(u - u) =0
e v(u — v) =~v(v = u) (symmetry);
o y(u = w) <y(u = v)+ (v — w) (triangle inequality).

We extend v to a sequence of edit operations S = s, sq, ..., 5 by letting y(S) =
Zf":, ~(si). The editing distance, or simply the distance, from a tree 7" to another
tree 7', denoted as disi(T,T"), is defined to be the minimum cost of all sequences
of edit operations which transform T to 7, i.e., dist(T,7T") = min {7(S) | S is a
sequence of edit operations transforming T to 7"}.

By the definition of v, this distance is a distance metric; it means that given
three trees T', T', and T, dist(T,T") < dist(T,T') + dist(T',T").

The edit operations applied to each node in the two trees correspond to a
mapping. The mapping in Figure 4.13 shows a way of transforming T into T". It
corresponds to a sequence of edit operations: delete (node with label d), insert (node
with label d). A dotted mapping line from a node u in T to a node v in T” indicates
that u should be changed to v if u # v, or that u remains unchanged if v = v. The
node of T' not touched by a dotted line are to be deleted from 7" and the nodes of 7"

not, touched are to be inserted into 7.
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Figure 4.13 A mapping from T to T’

Formally, a mapping from a tree T to a tree T’ is a triple (M, T, T") (or simply
M if there is no confusion), where M is defined as follows:

Let n; and n; be the nodes of T', n{ and nj be the nodes of 7. M is a mapping
which consists of two edit operations, denoted as n; — nj, and ny M, ny, satisfying

the following conditions:
I. ny = ny if and only if n| = n), (one to one);
2. ny is to the left of n, if and only if n} is to the left of n}, (sibling order preserved);

3. m; is an ancestor of ny if and only if n} is an ancestor of n} (ancestor order

preserved).

Let M be a mapping from T to T’. Let I and J be the sets of nodes in 7" and
T’ respectively, where n; M, nj,(n; € I,n; € J). Then the cost of M from T to T"
is defined as:
Y(MYy= D ylni=n)+ Y y(ni = A)+ D (A= ny).
n€ln,ed n, &l n, &J
Given a sequence S of edit operations from T to T”, it can be shown that therc
exists a mapping M from T to 7" such that y(M) < 4(.9); conversely, for any mapping

M, there exists a sequence S of edit operations such that v(S5) = v(M) [56].
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Hence, we have

dist(T,T") = min {y(M) | M is a mapping from T to T'}.

4.3.1.2 Approximate Tree Matching An approximate tree matching is an
approximate comparison of ordered, labeled trees [57, 49]. An ordered, labeled
tree is a tree whose nodes are labeled and the order among its siblings from left to
right is significant. The L-S-Tree and sample tree are ordered, labeled trees. The
order of the siblings reflects the corresponding layout locations of the blocks labeled
as H, V or B in the document. Approximate tree matching is used for measuring
the similarity of two trees by finding a minimum-cost set of deletion, insertion and
relabeling operations that converts one tree to the other. The mapping corresponding
to the sequence of operations is called the best mapping [57, 49].

In our document conceptual analysis, both the document sample and the
document to be analyzed are represented by the ordered, labeled trees. In addition
to having constant nodes whose labels are specified as H, V and B, a sample tree
may contain the variable nodes, denoted as x, _y, etc. They correspond to the
unstructured part of the document whose layout structure should not affect the
result of the conceptual analysis. When a sample is matched against a document, a
variable node of the sample tree will be instantiated into a subtree of the L-S-Tree
of the document with zero cost. The detail about algorithm of approximate tree
matching can be found in [57].

For example, [igure 4.14 illustrates the mapping of how approximate tree
matching would transform the L-S-Tree of memo D of Figure 3.15 to the sample tree
S of Figure 4.5. The transformation reconciles the difference between the top header
portions of each memo’s stationary. The sample S has three vertically adjacent blocks
(“New Jersey Institute of Technology,” “Department of Computer and Information

Science,” and “Ext___."), where the document D has two horizontally adjacent blocks
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(NJIT logo and “Ph.D Program Committee”). The transformation “relabels” node
2 in D (i.e., the block in the top header portion of the memo’s stationary) as an
H-node, followed by inserting the missing B-node as the rightmost child of node 2.
Second, the transformation reconciles the missing “confidential” in D (node 15 -
one of the two basic nodes which are the children of H-node 12) by deleting nodes
12 and 15. (Node 14 — the word “MEMORANDUM?” — remains.) The variable _z
in .S is instantiated by the subtree rooted at node 4 in D. The “cost” of a mapping
is defined to be the cost of inserting unmapped nodes of D (i.e., those not touched
by a “mapping line” — see Figure 4.14), plus the cost of deleting nodes of S not
touched by a mapping line, plus the cost of relabeling nodes in those pairs related by
mapping lines with different labels. The approximate tree matching tool calculates
the edit distance between a document tree D and a sample tree S with variables by
first finding the best substitution of the variables in S, and then finding the “best
mapping” (i.e., the minimal cost mapping) between the resulting variable-free trees.
The edit distance of D and S, denoted dist(D,S), is equal to the cost of the best
mapping between D and S [56]. The mapping in Figure 4.14, for example, is the best
one.

In comparing two trees, we use a cost function to evaluate the cost of edit
operations applied to a node based on the number of its descendants. Intuitively, the
cost of an edit operation applied to a node depends on how much the node plays a
role in the layout structure of the corresponding document. Formally, given a node NV
in the L-S-Tree, the cost function of an edit operation applied to N, denoted cost(N),

is defined as follows:

o If N is a leaf node, then cost(N) = 1.

o Otherwise, if Ny, Ny, ..., N;, are the children of NV, then cost(N) = 3%, cost(N;).
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Figure 4.14 The best mapping between a document tree and a sample tree
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For example, the cost of mapping in Figure 4.14 is the cost of relabeling node 2
in D as an H-node (which is 2), plus the summation of the cost of inserting a B-node
as the rightmost child of node 2 (which is 1), the cost of deleting node 12 (which
is 2), and the cost of deleting node 15 (which is 1). Thus, the cost of this mapping
dist(D, S) = 6.

A threshold (dist_Threshold(S)) is used for determining the layout similarity
in terms of the edit distance between a L-S-Tree D and a sample tree S. The
dist_Threshold(S) is calculated based on the threshold defined for the conceptual
similarity. If the edit distance between .S and D is bounded by the dist_Threshold(S),
the conceptual comparison phase proceeds to determine the conceptual similarity

between S and D.

4.3.2 Conceptual Comparison

In the conceptual comparison phase, the conceptual closeness degree between the L-
S-Tree of a document and a sample tree is used to measure the conceptual similarity
between the document and the sample. The conceptual closeness degree is defined in

terms of effective malching nodes.

Definition 18 (Effective Malching Nodes)

Given a sample tree S and the L-S-Tree D of a document to be analyzed, let
M be the best mapping yielding the edit distance between S and D. Let Ng M, Np
be an edit operation applied to two basic nodes (blocks) Ns € S and Nj € D in
M. Let Np(content) refer to the content of a block (recalling that each block has
a content component; see Chapter 3). We will use the number of effective matching
nodes to calculate the degree of conceptual closeness between two documents.

There are three kinds of eflective matching nodes in S.

e A static node Ng € S is said to be an eflective matching node if there exists a

basic node Np € D such that
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—~ Ng M5 Npj and

— Ng(role) == Np(content).

e A mixed node Ng € S is said to be an effective matching node if there exists a

basic node Np € D such that

— Ns My Nj and

— there exists a term T in Np(content) such that Ng(staticierm)==T.

o A dynamic node Ng € S is said to be an effective matching node if there exists

a basic node Np € D such that

— Ng M, Np and

— there is a static node Ng € S such that N§ is semantically associated with

Ns where Ng must also be an effective matching node.

For example, consider again the L-S-Tree and the sample tree in Figure 4.14.
The shaded nodes in the sample tree represent the effective matching nodes found by
the mapping. The similarity between the document and the sample is evaluated by

their degree of conceptual closeness.

Definition 19 (Degree of Conceptual Closeness)

Suppose that the sample tree S contains m basic nodes N', N2, ..., N™. Let M
be the best mapping yielding the minimum edit distance between S and the document
treec D. Let N}, N2,...,NF¥ in S be the effective matching nodes found by M, where
k < m. We define the degree of conceptual closeness between S and D, denoted as
C_DEG(S, D), as:

k

C.DEG(S, D) = ==t

m
i=1

Ni(importance)

Ni(importance)
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Clearly, 0 < C_.DEG(S, D) < 1. Intuitively, the C_DEG(S, D) expresses explicitly
how much the portions which characterize the conceptual functionality of the

document type appear in the document D.

For example, suppose the importance of each basic node of S in Figure 4.14 is
1. Then C_DEG(S, D) = 11 = 0.85.

We use an constant C_DEG_Threshold to measure the degree of conceptual
closeness. The dist_Threshold(S) is computed based on the C_DEG _Threshold as
follows:

dist_Threshold(S) = Cost(S) x (1 = C_DEG_Threshold)

where Cost(S) = 3_cost(N), N € S. Intuitively, the edit distance between D and
S increases as the sample tree size increases while maintaining the same degree of

conceptual closeness between D and S.

4.4 Identification of Document Super Type

In the conceptual analysis, the conceptual structure of a incoming document D
is identified by finding a document sample S in the sample base such that the
C_DEG(S, D) is greater than C_DEG _Threshold. The conceptual structure of the
found document sample is identified as the conceptual structure of the document.
The identified conceptual structure will then be used for extracting information from
the structured part of the document. Since a document super type is associated with
each conceptual structure, thus the super type of the document is identified.

Figure 4.15 summarizes the algorithm.

4.5 Instantiation of the Conceptual Structure
The information of the structured part of a document is extracted by instantiating the

attributes of the identified conceptual structure. The conceptual structure is instan-
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Conceptual Analysis (D, SB)
/* D is the document to be processed; it is represented by a L-S-Tree. */
/ * SB is the document sample base. */
begin
repeat
find a sample S of super type T such that dist(D, S) < dist.Threshold(S);
calculate C_.DEG(S, D);
if C_.DEG(S,D) > C.DEG_Threshold
then identify D as having the super type of T'; exit
until trying out all qualifying samples;
if D cannot be identified by the samples in SB
then store D as a new sample in SB ;
end;

Figure 4.15 Algorithm for super type identification

tiated at several levels by providing it with values extracted from the document.
The first level of instantiation begins by associating the attributes of the conceptual
structure with the corresponding blocks of the document. The second level of instan-

tiation extracts the values of the attributes from the contents of the associated blocks.

4.5.1 Associations Between Attributes and Blocks

For extracting information from the structured part of the document, we need to
know first which part of the content in the document is related to the attribute of the
conceptual structure. This is done by associating each attribute of the conceptual
structure with a block of the document based on the mapping found between the
L-S-Tree D of the document and the sample tree S of a document sample.

For determining the degree of conceptual closeness between a sample and the
document to be classified, every node of the sample tree is assigned by a weight (the
importance of the node). By taking only some nodes of the sample tree with relative
large weights into consideration, it is possible to obtain the degree of conceptual

closeness which is above the threshold. Thus, the number of attributes which are
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associated with the nodes involved in the matching may be less than the number of
entire attributes in the conceptual structure. However, in order to extract information
from the structured part of the document, the contents of the document which are
related to all the attributes of the conceptual structure need to be located based
on the mapping found in the tree matching. Therefore, we need to find a sample
which has the most attributes involved in the matching common with the conceptual

structure of the document.

Definition 20 (Degree of Completeness of Matching and Complete Matching)
Given the L-S-Tree D of a document whose super type identified by a sample
tree S, let M be the matching between D and S and let Ny, Ny, ..., N; be the nodes
of S which are associated with the attributes of the conceptual structure of S. Let
N', N2, ..., N7 be the eflective matching nodes of Ny, Na,...,N; (§ < i). The degree

of completeness of malching, denoted as DC(M), is define to be:
DC(M) = 2.
7

A matching M between a document D and a sample S is called a complete

malching if DC(M) is 1.

The procedure of associating an attribute A of the conceptual structure of the

document with a block of the document includes following steps:

1. After the document D is classified by a sample tree S’ of the sample base, if
the matching between them is not a complete matching, a search is activated
to find the sample S of the same document type which has the highest degree

of completeness of matching;

2. For the leaf node Ng € S where Ng(type) is dynamic and Ng(role) is the
attribute A in the corresponding conceptual structure (see the representation

of sample tree and Figure 4.5), find the node Np € D where Np M, Ns.
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3. For each Np € D found in step 2, construct the attribute-value pair (A, Np(content))

by associating the content of the block Np(content) with the attribute A.

Figure 4.16 illustrates the procedure. The associations between the attributes
of the conceptual structure of the document and the blocks in the document can be
determined using the mapping between the effective matching nodes of the sample tree
and the basic nodes of the L-S-Tree of the document. The dotted lines represent the
mapping lines between the L-S-Tree and the sample tree and the solid lines represent
the associations between the blocks in the document and the basic nodes in the L-S-
Tree of the document, and the associations between the nodes of dynamic type in the
sample tree and the attributes in the conceptual structure of the document.

Based on the association between the attribute of the conceptual structure of
the document class and the contents of blocks of the document, the next step is to

instantiate the attributes by the the content of associated blocks.

4.5.2 Instantiation of Attributes of Conceptual Structure
Based on the associations between the attributes of the conceptual structure and the
contents of blocks of the document, we instantiate the attributes by assigning them
with the values extracted from the contents of the associated blocks. The atomic
attribute can be instantiated by assigning the associated content of the block of the
document as its value. For instance, in Figure 4.16, “CIS Qualifying Examination”
is assigned as the value of the attribute “Subject”. The instantiation of composite
attributes such as “Receiver (Name, Title)”, “Sender (Name, Title)” and “Date (Year,
Month, Day)” is slightly complicated and requires further analysis of the contents of
their associated blocks using composite pattern.

Let CP(A) be the composite pattern of attribute A for the content S of a block.

The composite attribute A is instantiated by finding a sub-pattern of CP(A) such
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. Name John Smith
Receiver -
Title none
Name Dr. Mike Thomas
Sender ) Chairman
Title Director of Ph.D Program in Computer Science

Subject CIS Qualifying Examination

Year 1991
Date Month May
Day 21

Figure 4.17 Frame instance of structured part of the QE memo

that all the variables in this sub-patiern are instantiated by sub-strings of S; and the
result is a string equivalent to the original content S.

As an example, consider the content of a block “May 21, 1991” in the memo
in Figure 4.16 and the composite attribute “Date” including three sub-attributes
“Year”, “Month” and “Day”. After completing the process described in the previous
subsection, “Date” is associated with “May 21, 1991”. The composite pattern
of “Date” includes three sub-patterns: (MonthSPAC ERDay,SPAC ERYear),
(Month/Day/Year), and (YearSPACE®MonthSPACE"Day). The sub-
pattern (MonthSPAC ERDay, SPACEfYear) is used to instantiate the attribute
“Date”. After the variables Year, Month and Day are instantiated by by filling
the substrings “1991”, “May” and “21” of “May 21, 1991”7, the sub-pattern yields a
string equivalent to “May 21, 1991” provided that the repeated symbols match one
or more the same symbols. The result of instantiating the attribute “Date” is (Date,
((Year, “19917), (Month, “May”), (Day, “21"))).

Figure 4.17 shows the part of the frame instance as the result of information

extraction from the structured part of the Q.E. memo given in Figure 1.1.



CHAPTER 5

CONTENT ANALYSIS — ANALYSIS FOR UNSTRUCTURED PART
OF THE DOCUMENTS

In the previous chapter, we discussed how information can be extracted from the
structured part of a document. In this chapter, we shall discuss how to extract
information from the unstructured part of a document which consists of free text.

After the documciit 1s «canned through the scanner, the document which is in the
form of image is converted into an encoded document. Then the encoded document
is converted into a tree structure (L-S-Tree) by nested segmentation procedure. The
unstructured part of the document is represented by a subtree of the L-S-Tree. Each
leaf node of this subtree corresponds to a block in the unstructured part of the
encoded document. Because the nested segmentation procedure divides the document
into segments based on the line spacing scale, each leaf node of this subtree actually
corresponds to a paragraph in the unstructured part of the document. And each
paragraph is in the form of free text, which is a sequence of characters with arbitrary
length.

Figure 5.1 shows the procedure of the unstructured information extraction. The
procedure includes sentence classification, syntactical analysis, and heuristic thematic
analysis. Before we discuss them in detail, we introduce the thesaurus which is used

through the procedure of the unstructured information extraction.

5.1 Thesaurus
A thesaurus is maintained to facilitate the information extraction. The thesaurus
contains two types of information about phrases. One is about synonyms. The other

is about the “is a kind of” relationship between the phrases. In previous chapter,
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. } —— Free Text

SENTENCE
CLASSFICATION

} l —— Relative Sentences

SYNTACTICAL
ANALYSIS

! ’ —— Parse Tree

HEURISTIC

THEMATICAL
ANALYSIS

‘ ‘ ——  Frame Intance for Unstructured Inforamtion

Figure 5.1 Procedure of the unstructured information extraction
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we have illustrated that synonyms (semantical equivalence) can facilitate information
extraction from the structured part of a document. In this section, the organization
of thesaurus is discussed and in the next section, we will discuss how the “is a kind
of” relationship between the phrases can help the information extraction from the
unstructured part of a document.

The basic element of the thesaurus is a word group which is either a word or a
phrase. The thesaurus, denoted as T'S, is organized into a set of concept classes:

TS = {CC,,CCy,...,CCL} where CC; (1 <1 < n)is a concept class.

A concept class is a hierarchy of concept nodes. Therefore, a concept class is
also called a concept hierarchy. Formally, A concept node, denoted as C'N, is a set
of word groups: CN = {WG,,WG,,..., WG} where WG; (1 <i < k) is a word
group. And, Vi,j(1 < 1,5 < k),WG; and W(; are synonymous. Two word groups
are said to be synonymous if they can be interchanged in certain context without
changing the meaning of the statement. Each word group in the thesaurus is also
called an entry of thesaurus.

For any concept nodes CN and C N’ of the same concept class CC, let CN be
{WG,,WG,,...,WG,} and CN' be (WG, WG),....WG"}, CN is a child of CN’
in CC if 3,5 WG, “is a kind of” WG’;».

For example, the Figure 5.2 shows a portion of concept class regarding to the
word “course”.

After introducing the organization of the thesaurus, we give the definitions of

concept, semantical equivalence, sense and instance.

Definition 21 (Concept)
A concept C appearing in a free text T', which is a sequence of characters with

arbitrary length, is defined as a subsequence of T such that :

1. C is a word group in the thesaurus, i.e., C' is an entry of thesaurus; and
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N

{ Course (8)}

{lecture course (1)} {seminar (1)}

{Programming Language (1), CIS 632 (1)} {Formal Lanuage (1), CIS 633 (1)}

Figure 5.2 Illustration of hierarchy of concept class for “course”
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2. there is no other word group in T' contains C'.

For example, in the sentence Every student musl lake al least three lecture
courses in one semester, the word groups “course” and “lecture course” are both
in the thesaurus, i.e., they are both entries of the thesaurus. But according to the

definition of concept, only “lecture course” is a concept in this sentence.

Definition 22 (Semantical Equivalence)
Two concepts C; and C are said to be semantical equivalence, denoted by
Cy, == (), if they are in the same concept nodes of the thesaurus. In other words,

they are semantical equivalent if they are synonymous.

Notice that a word group may represent several different concepts. In other
words, the same word group may appear multiple times as entries in the thesaurus.
That is, a word group may present diflerent meanings in different context. Each of

these meanings is called a sense of this word group.

Definition 23 (Sense)
For a given word group, each of its occurrences in the thesaurus is called one

of its senses.

For example, the following are some of the senses of the word group “time”:

"

sense 1 A sufficient period of time; e.g., “I didn’t have time to finish.
sense 2 A suitable moment; e.g., “it is time to go.”

sense 3 Fourth dimension; a measurement.

sense 4 Clock time;

sense 5 Time as age; e.g., “he was a great actor is his time.”
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sense 6 An instance or occasion for some event; e.g., “This time he succeeded.”

sense 7 An person’s experience on a particular occasion; e.g., “he had a time holding

back the tears.”
sense 8 Time as meler;

sense 9 The continuum of experience in which events pass from the future through

the present to the past.

A sense number is assigned to each sense of a word group. In Figure 5.2, the

number besides each word group is its sense number.

Definition 24 (Instance)
Given two word groups W' and WG,, where W@, is in concept node CN,
and W, is in concept node C' Ny, W@, is called an instance of WG, if

e (N, and CN; are of the same concept class; and

e CN, is one of the descendant nodes of C' N, in this concept class.

Figure 5.3 illustrates some word groups of which the word “time” is the instance,

and IMigure 5.4 shows all the instances of the sense 4 of the word “time”.

5.2 Content Structure
In Chapter 1, we mentioned that the content of a document can be divided into
structured and unstructured parts. And the content structure is used to facilitate the
instantiation of the attributes of the frame template from the unstructured part of a
document. In this section, we will give the representation of the content structure and
show how to use the content structure to facilitate the instantiation of the attributes

of the frame template from the unstructured part of a document.
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abstraction
{measure, quantity, amount, quantum } attgibute time(sense 9)
property
{time of period, period, period of time, amount of time}
magnitude sound property
time(sense 1) {time, age} (sense 5) {measure, measurcment } riythm
dimension {meter, time } (sense 8)

{time, fouth dimension} (sense 3)

Figure 5.3 Some word groups of which “time” is the instance

{clock time, time} (sense 4)

/m\ h
{deadtime}  {arrival time, time of arrival)  {dcparture time, timeof departure}  {term, full term) ... {noon, twelve noon, high noon.midday, noonday } { midnight)

{curfew}

Figure 5.4 All instances of the sense 4 of word “time”
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The content structure is represented by an activation condition and a set
of attribute descriptors. The activation condition specifies under what condition
the content structure is used as the knowledge to extract information from the
unstructured part of a document. And each attribute descriptor specifies the
properties of the values that may assign to the attributes to obtain the frame

instance. Formally, the content structure, denoted by CONT'.S, is represented as
(AC,{UAD,,UAD,,...,UAD,})
where

e AC is called activation condition which describes the conditions where the
C'ONT_S is chosen for extracting the information from the unstructured part

of the document. It is represented as

(AN, KT _Listy),(ANy, K'T_Listy), ..., (AN, KT _List,) where AN; (1 <i <
n) is an attribute name in the corresponding frame template whose value is
extracted from the structured part of the document and KN7_List; (1 < i < n)

is a list of key terms which can be part of the value of this attribute.

o UAD;(1 <1< m)isa unstructured part attribute descriptor and is composed

of

an attribute name which specifies the name of this attribute, denoted as

UAD;(attr_name).

an attribute domain which specifies the restrictions on values that may
assign to this attribute, denoted as U AD;(attr .domain) and is composed

of:

sense which specifies the sense number of the UAD;(attr_name) in the

thesaurus, denoted by UAD;(attr_domain(sense)).
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thematic role which specifies the expected thematicrole of U AD;(attr name),
denoted by UAD;(attr_domain(t_role)). The detail of thematic role
will be discussed in Section 5.6

restrictions which are a set of rules governing the extraction of U AD;(attir_namc)
from the sentences containing the values for UAD;(atir_name),

denoted by UAD;(atir domain(restriction)).

For example, Figure 5.5 shows the content structures for the document type

“QE Memo” and 'Meeting Memo”.

5.3 Selection of Content Structures

Given a document, its corresponding conceptual structure is first identified by the
conceptual analysis discussed in previous chapter. The information of its structured
part can be extracted through the use of the conceptual structure of the document.

In order to extract the information from the unstructured part of the document,
its content structure has to be identified. The content structure is selected by
evaluating the “activation condition” of each content structure stored in the system
based on the information extracted from the structured part of the document. A
content structure is chosen if the value of each attribute of frame instance specified in
the activation condition of the content structure contains at least one of the specified
key terms

As an example, consider the document in Figure 5.6. After the document is
classified as a memo, its conceptual structure is identified. Based on its conceptual
structure, the information of the structured part of the document is extracted to form
the part of a frame instance.

Since the value of “Subject” contains “Qualifying Examination” which is

specified as one of the key terms in the AC (activation condition) of CONT _S(Q E memo),
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CONT_S (QE_Memo)

AC (Subject, {"qualifying examination", "QE"})
attr_name QE Result
Sense 2
UAD1 | attr_domain t_role action
— thematic object contains
restrictions "qualifyin g examination"
attr_name Courses Retaken
Sense 8
UAD2 attr_domain t_role topic
it thematic object contains
restrictions "qualifying examination"
CONT_S (Meeting_Memo)
AC (Subject, {"meeting"})
attr_name Meeting Date
Sense 5
UADI )
attr_domain t role date
restrictions| thematic object contains "meeting"
attr_name Meeting Time
Sense 4
UAD2 _ :
attr_domain t_role time
restrictions| thematic object contains "meeting"
attr_name Meeting Locaation
Sense 1
UAD3 . .
attr_domain t_role location
restrictions| thematic object contains "meeting"

Figure 5.5 The content structures for “QE Memo” and “Meeting Memo”
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-MEMORANDUM_
CONFIDENTIAL

TO: John Smith

FROM:  Dr. Mike Thomas, Chairman
Director of Ph.D Program in Gomputer Sclence

SuUBJ: CI8 Qualifying Examination
DATE: May 21, 1991

| would like to inform you that the GIS Qualily Examination
Committes has racommended to me that you conditionally
pass the qualifying examination. Howaver, upan the Comm-
Ittee’s recommendation, you must take a written re-examina-
tion on Formal Language and Programming Language within
ayoar.

In preparation for the partlial re-examination on the above
named areas, you are advised to repeat relevant courses in
the topic area.

Cc:  Members of the Ph.D Program Committes in Computer
Science. Full Professors, Assoclate Ghairs.
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Receiver | Name John Smith
Title none
Sender Name | Dr.Mike Thomas
Title Chairman
Director of Ph.D Program in Computer Science
Subject CIS Qualifying Examination
Date Year 1991
Month May
Day 21
cc Members of the Ph.D Program Committee in Computer

Science.

Full Professors, Associate Chairs

Figure 5.6 A QE memo and its structured part portion of frame instance
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. Name John Smith
K Title
S:nd:l"‘.‘. . !‘lnme Mile Thomaa
july Chairman, Birector of Ph.D Program in Computer Science
subject | C1s{Quliying Examinaion]
Year
Date Monlth May
Day M

Ce

Members of the Ph.D Program Commitec in Computer Science. Full
Professors, Associsle Chairs.

Figure 5.7 Selection of content structure

CONT_S(QFE memo) is chosen as the content structure to extract information from

the unstructured part of the document. In other words, the information expected to

extract from the unstructured part of this QE memo are “QE result” and “Course

retaken”. Figure 5.7 illustrates the content structure selection.

5.4 Sentence Classification

As mentioned in section 5.1, the unstructured part of a document is in the form of

free text.

The task of sentence classification is to extract the sentences from the

free text which is relevant to the user’s concerns represented by the attributes of
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the frame template. We observed that these sentences usually contain the words or
phrases which are conceptually relevant with the user’s concerns and can potentially
be the values of the attributes of the corresponding frame instance. Based on the
above observation, a sentence is classified as conceptual relevant by identifying these
words or phrases. The first step of the procedure of sentence classification is sentence

segmentation.

5.4.1 Sentence Segmentation

As mentioned before, the input of sentence classification is a free text consisting of a
sequence of characters with arbitrary length. In order to classify the sentences in the
free text , the sentence segmentation is needed to separate the free text into a set of
sentences. Superficially, a sentence is a subsequence of the free text, which is ended
by a period and spaces. However, this rule becomes ambiguous if the abbreviation of
a word appears in a sentence. Consider the following text:

Please make every effort to attend the meeting. If you cannol altend, please

contact Mary Armoul, Ext. 5889.

The sentences contained in the above text are:
1. Please make every effort to attend the meeting.

2. If you cannot attend, please contact Mary Armon, Ext. 5889.

If the period and spaces were the only delimiters used to separate the text, then

the sentences would be:

1. Please make every effort to attend the meeting.

2. 1If you cannot attend, please contact Mary Armon, Ext.

3. 5889.
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Sentence Segmentation (7')
/* T is a free text corresponding to one paragraph in the unstructured part of
the document.*/
begin
while NOT end_of (T')
begin
read one character ¢ from T}
if need to skip c then skip the ¢ and read another character
else if ¢ does not mark the end of a word then
continue to read another character
else begin
put the word scanned into the word buffer which contains
the words obtained for the current sentence;
if ¢ does not mark the end of sentence
then continue to obtain the word for the current sentence
else write out the word buffer which is corresponding
to one sentence of T'
end
end /* while */
end /* Sentence Segmentation */

Figure 5.8 Algorithm of sentence segmentation

The example shows that the abbreviations appearing in the free text need to
be taken care of in order to resolve the ambiguity. A list of abbreviation words is
maintained for the purpose of identifying the abbreviations in the sentence. The
algorithm of sentence segmentation is given in Figure 5.8:

In the algorithm, the rules for deciding if skip is needed are :
e a space is followed after a space, or
o an end.of_line character is followed after another end_of line character; or

e an end_of_line character is followed after a space.
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The first rule is used to skip multiple spaces between the words in the sentence.
The second rule is used to skip empty lines. The third rule is used to skip the indent
in the paragraph.

The rules for deciding if the currently scanned character is the end of a word

are:
o the currently scanned character is a space, or

e the currently scanned character is a end_of _line.

The rules for deciding if the currently scanned character is the end of a sentence

are:
o the currently scanned character is a period, and

e the word previously put into the word buffer is not in the list of the abbreviation

words.

After each sentence is segmented into words, the words are indexed. In the
process of word indexing, all the articles, pronouns, prepositions, conjunctions and
auxiliary verbs are tagged so that later on they will not be considered in the sentence
classification because these words do not form concepts.

Figure 5.9 illustrates the sentence segmentation and word indexing for the

unstructured part of the document in Figure 5.6.

5.4.2 The Procedure of Sentence Classification
In this subsection, we give the algorithm of sentence classification. The Algorithm
is show in Figure 5.10. And Figure 5.11 illustrates the algorithm of sentence classi-
fication for a sentence of the unstructured part of the document in Figure 5.6.

Note that in the algorithm, if U AD(attr _name) is not an entry of thesaurus, i.e.,

it is not a concept, then the concept in UAD(attr _.name) will be used to classify the
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I would like to inform you that the CIS Qualifying Examination
Committee has recommended to me that you conditionally
pass the qualifying examination. However, upon the Comm-
ittee’s recommendation, you must take a written re-examina-
tion on Formal Language and Programming Language within

a year.

In preparation for the partial re-examination on the above
named areas, you are advised to repeat relevant courses in
the topic area.

Sentence Segmentation

I would like to inform you that the CIS Qualifying Examination
Committee has recommended to me that you conditionally
pass the qualifying examination.

However, upon the Committee’s recommendation , you must
take a written re-examination on Formal Language and
Programming Language within a year.

In preparation for the partial re-examination on the above
named areas, you are advised to repeat relevant courses in
the topic area.

Word Indexing

1. {1*, would*, like, to*, inform, you*, that*,CIS, Qualifying, Examination,
Committee, has*, recommended, to*, me*, that*, you*, conditionally,
pass, the*, qualifying, examination }

2. {However*, upon®, the*, Committee’s, recommendation , you*, must®,
take, a*, written, re-examination, on*, Formal, Language, and*,
Programming, Language, within*, a*, year }

3. {In*, preparation, for*, partial, re-examination, on*, the*, above*,
named, areas, you*, are*, advised, to*, repeat, relevant, courses, in*,
the*, topic, area }

Figure 5.9 Sentence segmentation and word indexing
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Sentence Classification (7', CONT_S)
/* T is a free text corresponding to the unstructured part of the document. */
/* CONT._S is the content structure of the document™/
begin
Sentence Segmentation(7")
for cach sentence S in T
begin
Indexing for each word in S by tagging the articles, pronouns, prepositions,
conjunctions and auxiliary verbs;
for each concept C in S
begin
if there exists an unstructured part attribute descriptor UAD in CONT_S
where C' P is an instance of UAD(attr_name) with sense specified in
UAD(atir _domain(Sense))
then S is classified to be conceptual relevant by UAD;
continue to classify the next sentence;
end /* for */
end; /* for */
All the sentences which are not classified to be conceptual relevant are classified
to be conceptual irrelevant;
end /* Sentence Classification */

Figure 5.10 Algorithm of sentence classification
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THESAURUS

N

{ Result{2), Outcome(2}}

{oxam rasult {1

{conditionally pass (1]} {1NI2), unsatistatory (1))

{pass (6), accopt (2)}

AC (Subject, {qualifying :\nimnﬂn. QEhH
sitr_name Q
Sense 2
UADI . ~
attr_dormain t_role action
restrictions| thematic object contains "Qualifyi
altr_name Courses Retaken
Sensc 8
UAD2 )
atir_domain t solc topic
restrictions| thematic object contains ™r. i -

Figure 5.11 [llustration of algorithm of sentence classification

sentence. Consider the sample in Figure 5.11, “QE result” is not a concept because
it is not an entry of thesaurus. Thus, the concept in “QE result” which is “result” is

used to classify the sentence.

5.5 Thematic Analysis — Identification of Thematic Roles
Sentence classification classifies a sentence by checking if there exists a concept
appearing in the sentence which is the instance of the attribute name of the corres-
ponding content structure. However, a sentence classified to be conceptual relevant
does not always contain the information that the user wants to extract. For example,

consider the following two sentences:

1. The meeting will be held at room 4402.
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2. The meeting will discuss about the usage of room 4402.

Suppose that the attribute name of the corresponding content structure is
“meeting location”. Because “meeting location” is not a concept of thesaurus, the
“location” is used to classify the sentence. From the sentence classification, both
sentences are classified to be conceptual relevant because both of them contain “room
4402” which is a instance of “location”. However, the “room 4402” in the first
sentence specifies the meeting location and “room 4402” in the second sentence does
not.

In order to extract the information more precisely, further analysis of the
thematic roles of the concepts in the sentence is needed. The way a phrase participates
in describing an action of a sentence is called its thematic role. Each noun phrase
or verb phrase has its thematic role in a sentence. For example, the sentence “Bob
has passed the qualifying examination” carries information about “Bob” who is the
agent performing the action of passing the “qualifying examination”. The “qualifying
examination” is the object to be passed, and “has passed” is the action taken by the
agent.

The number of thematic roles embraced by various theories varies depending
on the different domains on which they are applied [52]. The following thematic roles

arc commonly used in the office document domain !:

thematic object The thematic object is an entity upon which the action is applied.
Often, the thematic object is the same as the syntactic direct object, as in
“Robbie hit the ball” On the other hand, in passive sentence, the thematic

object appears as the syntactic subject as in “The ball was hit by Robbie.”

'Some of the thematic roles discussed here are from [53]
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agent The agent is an entity that causes the action to occur. The agent is often the
syntactic subject, as in “Robbie hit the ball.” But in a passive sentence, the

agent may also appear in a prepositional phrase: “ The ball was hit by Robbie.”

coagent The word with may introduce a noun phrase that serves as a partner to the
principal agent. The two carry out the action together: “Robbie played tennis

with Suzie.”

beneficiary The beneficiary is the person for whom an action is performed: “Robbie

bought the balls for Suzie.”

action The action is performed by the agent. The action is often the verb of the

sentence: “Robbie hit the ball.”

location The location is where the action occurs. Usually the location is appeared
as a prepositional phrase in the sentence: “Robbie and Suzie studied in the

library, al a desk, by the wall, under a piclure, near the door.”

date The date specifies the date when the actions occurs. Prepositions such as on
usually introduce noun phrases serving as date role filler, as in “ Robbie is going

to Chicago on Nov. 26, 1993, on Friday.”

time Time specifies when the action occurs. Prepositions such as at, before, and
after introduce noun phrase serving as time role filler, as in “ Robbie and Suzie

left before noon, at 8 am.”

duration Duration specifies how long the action takes. Prepositions such as for

indicate duration. “Robbie and Suzie jogged for an hour.”

topic Topic specifies the possible domain of the object. Prepositions such as about,
on, and of often indicate topic. “Robbie and Suzie are discussing the problem

about programming language.”
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instrument The instrument is a tool used by the agent to perform the action. The
preposition with typically introduces instrument noun phrases : “Robbie hit. a

ball with a racket.”

source and destination The source describes the initial position of the agent or
thematic object, and the destination describes the final position: “Robbiec went

from the dining room to the kitchen.”

conveyance The conveyance is something in which or on which one travels: “Robbie

always goes by train.”

Consider the sentence “Tom will attend a meeting about computer resources in
the CIS Conference Room from 3:00 pm to 4:00 pm on September 12, 1993.”. The
word “meeting” is the thematic object which is the major concern of the sentence.
The word “Tom” is the agent. The phrase “will attend” is the action taken by Tom.
The phrase “computer resources” is the topic of the thematic object. The phrase
“3:00 to 4:00” specifies the time and duration. The phrase “CIS Conference Room”
specifies the location. And the phrase “September 12, 1993” specifies the date.

In the thematic analysis, syntactic analysis can be used to facilitate the identi-

fication of thematic roles of words and phrases.

5.5.1 Syntactic Analysis
A parser is a syntactic analyzer, which consists of the following two parts: a body
of syntactic knowledge for specifying the sentences allowed in the language called
grammar, and a procedure for using the knowledge called interpreter.

The most influential theory of grammar is the theory of formal language
introduced by Noam Chomsky in the 1950s. Within the theory of formal language,
Chomsky defined four types of grammars, namely, non-restricted, context sensitive,

conlext-free and regular grammars.
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There are numerous parsing algorithms for determining whether a given string
is an element of the language. Among them, the context-free grammars are widely
used as the basic description of natural language grammars. However, since the
natural language is not context-free, some types of grammars have also been invest-
igated. Examples are the transformational grammar introduced by Noam Chomsky
[4], the systematic grammar developed by Michael Halliday [9], and the augmented
transilion networks (ATNs) introduced by William Woods as a versatile repres-
entation of grammars for natural languages [55].

These grammars can be interpreted by various strategies. For example, trans-
formational grammar and systematic grammar can be interpreted by top-down or
bottom-up processing. The interpreting rules of ATNs are explicitly specified in the
representation of ATNs.

The result of parsing a sentence is usually represented by a parse tree, a tree
describing the syntactic structure of the sentence. For example, a parse tree is shown
in Figure 5.12.

Using the syntactic analysis, a sentence is decomposed into phrases. Each
phrase has its own type according to the properties of the words in the phrase
(e.g., noun phrase, verb phrase, prepositional phrase). In general, every phrase
is constructed by a noun phrase or a verb phrase. For example, the prepositional
phrase is composed of a preposition and a noun phrase. The syntactic information of
the sentence obtained through the syntactic analysis will help to identify the thematic

roles of phrases of the sentence.

5.5.2 Heuristics for Identifying the Thematic Roles
Based on the results of syntactic analysis, several heuristic strategies for identifying

the thematic role of a phrase are:



| would like to Inform you that the CIS Qualifying Examination
Committes has recommanded to me that you conditionally

pass the qualifying examination.

1Q (Qausc )
SUBJECT VERB DO
l /\ L
1 d ik »
o fike SUBJECT VERB Do 10 (Qause)
o inform
CIS Qualifylng C | has o me
SUBIJECT VERB
IP : Indefinite Phrasc
DO : Direct Object
ID : Indirect Object
you corditionally pass

PP: : Prepostional Phrase

Figure 5.12 A parse tree

Preposition

Allowable thematic role

by
with
for
from

to

agent or conveyance or location
coagent or instrument,
beneficiary or duration

source

destination

100

Do

the qualifying examiniation

Figure 5.13 Table of relations between the prepositions and thematic roles
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In a sentence, each verb could give a hint about what thematic roles can appear

in the sentence and where the noun phrases assuming those thematic roles.

. The preposition limits the possibilities of the thematic roles of a noun phrase.

Figure 5.13 lists the relations between prepositions and their possible thematic

roles.

. The noun phrase itself may limit its possible thematic role identifications.

Consider the following two sentences: “Robbie was sent to the scrap heap by
parcel post,” and “Robbie was sent to the scrap heap by Marcel Proust.” The
parcel post is more likely to be a conveyance, whereas Marcel Proust is more

likely to be an agent.

For most thematic roles, only one filler of a thematic role in a sentence is allowed.
That is, no two noun phrases of a sentence have the same thematic roles. Thus,
the identification of the thematic role of a noun phrase will help identification

of the thematic roles of other noun phrases.

The steps for determining the thematic role of each phrase in a sentence are:

. Obtain the possible meanings of the verb from the dictionary. Discard those

meanings of the verb that are inconsistent with the verb’s particle;

Find the thematic object among the noun phrases without a preceding

preposition;

Discard the meanings of the verb from the dictionary that are inconsistent with

the thematic object found in step 2;

For each remaining noun phrase, determine its thematic role with the help of

the prepositional restrictions and the meaning of the noun;
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5. Discard the meanings of the verb from the dictionary that are inconsistent with

the identified thematic roles of noun phrases.

To illustrate the above steps, consider the following sentence: Smith took the

examination answers to John. In step 1, the possible meanings of the verb “take” is:
1. Take means transport. Either a source or a destination or both should appear.

2. Take means swindle. The source and destination roles are absent when this

meaning is intended. Only people can be swindled.
3. Take means to swallow medicine.
4. Take means to steal. People cannot be stolen.

5. Take means to initiate and execute a social event with another person. The

particle oul is always used.

6. Take means to remove. The particle out is always used. People cannot be

removed.
7. Take means to assume control. The particle over signals this meaning.
8. Take means to remove from the body. The particle off is always used.

The meaning No. 5 of take to No. 8 are eliminated because there is no particle
following the fake in the sentence. In step 2, the noun phrases without propositions
preceding them are Smith and the ezamination answers. Because the sentence is not
a passive sentence, the syntactic object the examination answers is identified to be
the thematic object. In step 3, the meaning No. 2 of lake is discarded because the
thematic object is not a instance of people. And No. 3 is discarded because the
thematic object is not a instance of medicine. In step 4, by consulting the relations

between prepositions and thematic roles in Figure 5.13, the thematic role of noun
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phrase John is identified to be the destination. In step 5, the meaning No. 1 of take

is determined based on the result of step 4.

5.6 Information Extraction Based on the Content Structure
For a given document D, after the information of its structured part is extracted, the

information of its unstructured part T can be extracted in following steps:

1. Select an appropriate content structure CONT _S by evaluating each CONT_.S’s
activation condition AC based on the information extracted from the structured

part of D (see Section 5.3).

2. Divide the unstructured part T into sentences {5}, S2,...,S,} and index the

words in each S; (1 <1 < n) (see Section 5.4.1).

3. Based on the content structure CONT_S selected in step 1, classify all the
sentences into conceptual relevant and conceptual irrclevant. Let the conceptual

relevant sentences are { RSy, RS;, ..., RS, } (see Section 5.4.2).

4. For each RS; (1 <3 <m),

(a) perform the syntactic analysis on RS; using the parser to obtain a corres-

ponding parse tree (see Section 5.5.1);

(b) perform the thematic analysis on R.S; by finding the thematic role for each

noun phrase and verb in RS; using the heurisiic strategies discussed in
J

Section 5.5.2;

(c) for the unstructured part attribute descriptor UAD in the CONT_S which
classifies the RS} to be conceptual relevant, evaluate U AD(atir domain(restriction)).
If UAD(attr .domain(restriction)) is true, find the phrase whose thematic
role is the same as the one specified in the U A D(atir_domain(t_role)) and

assign the phrase as the value of UAD(attr_name).
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For example, let us consider the document in Figure 5.6 again. Figure 5.14
illustrates the process. After the syntactic and semantic analyses, the thematic role
of each phrase of every sentence is obtained. For the sentence “you conditionally pass

the qualifying examination”, the thematic roles of phrases are:

¢ agent — you;
e action — conditionally pass;

e thematic object of the sentence — qualifying examination;

During the sentence classification, this sentence is classified to be conceptual
relevant because “conditionally pass” is a instance of “result” 2. Thus, this sentence
is classified by the unstructured attribute descriptor UAD, in the content structure
CONT_S (see Figure 5.14).

Because the thematic role of “conditionally pass” is action and the thematic
object of this sentence (“qualifying examination”) contains the word “examination”,
UAD,(attr_domain(restriction)) is true. Therefore, “conditionally pass” is extracted
as the value of the UAD,(attr.name) (“QE result”). Likewise, the sentence
“you must take a wrilten re-examination on Formal Languages and Programming
Languages within a year” can be handled in the same way.

The part of the frame instance as the result of information extraction from
the unstructured part of the QE memo is shown in Figure 5.15. By combining the
extractions from the structured part and the unstructured part of the document, a
complete frame instance is obtained. The complete frame instance of the “QE memo”

is shown in Figure 5.16

2Because “QE result” is not an entry in thesaurus, “result” which is the concept in “QE
result” is used to classify the sentence.
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~
1. | would like to inform you that the CIS Qualitying Examination AC (Subject, { qualifying cxamination, QE})
Committee has recommendad 1o me lhal]you conditionally |

[pass the qualtlying examination. |

attr_name QE Result

Action = "conditionally pass" UAD! Sense 2
Themiatic object = "the qualifying examination” attr_domain st (Thematic_role = Action ) AND
\ restrictions (n ic object contains " ination”)

attr_nameo Courscs Retaken

-
2. [However, upon the Committee’s racommendation, you must | Sense 8
take awlilan fe-examination on Formal Language and UAD2 | e domain

[Programming Canguage within a year. ] - restrictions | ‘Thematic object contains "re-cxaminination™

‘Thematic object = "a written re-cxamination”

_

QE Result conditionally pass

Formal Language
Courscs Retaken Programming Language

Figure 5.14 Information extraction based on content structure

QE Result conditionally pass

Course retaken Formal Language and Programming Language

Figure 5.15 The part of the frame instance for unstructured part of the QE memo
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. Name John Smith
Receiver
Title None
Name Mile Thomas
Sender -
Title Chairman, Director of Ph.D Program in Computer Science
Subject CIS Qualify Examination
Year 1991
Date Month May
Day 21
Cc Members of the Ph.D Program Commitee in Computer Science. Full
Professors, Associate Chairs.
QE result contionally pass
Courses retaken Formal Language and Programming Language

Figure 5.16 The complete frame instance of the QE memo



CHAPTER 6

SUMMARY AND FUTURE RESEARCH

In this chapter we summarize what has been discussed in this thesis and then we

present an outlook for future research.

6.1 Summary

The intent of this thesis is to present the design of a subsystem of TEXPROS which is
used for classifying various office documents and extracting the useful information for
the user. The system employs layout, conceptual and content analyses in document
classification and information extraction. The layout structure of a document is
represented by an ordered labeled tree (called the L-S-Tree). This tree structure is
obtained by segmenting the document in a nested fashion based on the line spacings
of the document. The conceptual structure of the document is identified by finding
a document sample pre-stored in the document sample base based on the layout
similarities (edit distance) and conceptual similarities (conceptual closeness degree)
between the document and the document sample. The layout comparison between the
document and the document sample is accomplished by applying the approximate tree
matching technique to the L-S-Tree of the document and sample tree of the document
sample. The conceptual comparison between the document and the document sample
is accomplished by calculating the conceptual closeness degree based on the number
of effective matching nodes in the sample tree.

After the conceptual structure of the document is identified, the super type
of the document is identified and the conceptual structure is used to extract the
information from the structured part of the document. The extraction begins by

finding each block of the document which is associated with one of the attributes in
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the corresponding conceptual structure based on the mapping found in the matching
between the document and document sample. And the attributes of atomic type are
instantiated by the content of the associated blocks. The attributes of composite
type are instantiated based on the composite patterns specified in the conceptual
structure.

Based on the information extracted from the structured part of the document,
the content structure of the document is identified by evaluating the activation
condition of each content structure stored in the system. After the content structure
of the document is identified, the type of the document is identified and the content
structure is used to extract the information from the unstructured part of the
document. The extraction begins by classifying the sentences of the unstructured
part of the document into conceptual relevant and irrelevant. The sentence classi-
fication is based on the conceptual relationship between the concepts in the sentence
and the attribute name of the content structure by consulting the thesaurus. Then
the thematic analysis is applied to the conceptual relevant sentences to instantiate the
attributes of the content structure. By combining the instantiations of the attributes
of the conceptual structure and the content structure, the complete frame instance of

the document is obtained.

6.2 Future Work
The system discussed in this thesis successfully classifies various office documents
and extracts information from these documents. However, there also exist some
limitations. In the following, we will discuss these limitations and future work to

resolve them:

o The layout analysis of our approach uses the nested segmentation to capture
the layout characteristics of a office document. The document is segmented

nestedly based on the different line spacing scales used in the document. The
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segmented document is represented by a [-S-Tree. So far, the proposed nested
segmentation technique can only analyze single page documents. This technique
needs to be extended so that multi-page documents can be processed. One of
the possible approaches is to concatenate all the pages together to form a virtual
one page document so that the current nested segmentation technique can be
used. However, when two pages are concatenated into one page, it is not trivial
to determine the line spacing between the block residing at the bottom of the
first page and the block residing at the top of the second page. We observed that
"in order to give a reasonable line spacing, several factors including the format
information (i.e., indent of the paragraph, etc.) and sometimes the semantical
meaning of the contents of these two blocks needed to be considered. How
the segmentation technique can be extended to deal with multi-page document

remains to be a future research issue.

In our system, the sample-based approach is used for the conceptual analysis
of the document. In order to find an appropriate sample in the sample base to
process the incoming document, we compare the incoming document with the
samples one by one until we try out all the samples in sample base. In terms
of efficiency, this is not a very good approach. It would be better if we first
search the incoming document for some common features inferred from a group
of samples and then compare the document only with the samples of this group.
How the common features of a group of samples can be inferred and how these
features can be identified from the incoming document remains to be a future

research issue.

In our current content analysis of the unstructured part of the document, only
the semantical relationship between the phrases in a sentence is considered

by applying the thematic analysis. However, we do not analyze the semantical
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relationship between the phrases in different sentence. In other words, we do not
take context into consideration. It is not sufficient to extract information from
the free text without context analysis. There exist a lot of cases that the context
analysis is needed to extract information from the free text. Therefore, the
context analysis, which is also one of major research issues of natural language

understanding, is one of our future research issues.
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