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Abstract

Given a numerical model for solving two-dimensional Shallow Water Equations, we
are interested in the robustness of the simulation by identifying the rate of change
of the water depths and discharges with respect to a change in the bottom friction
coefficients. Such a sensitivity analysis can be carried out by computing the cor-
responding derivatives. Automatic Differentiation (AD) is an efficient numerical
method, free of approximation errors, to evaluate derivatives of the objective func-
tion specified by the computer program, Rubar20 for example. In this paper AD
software tool Tapenade is used to compute forward derivatives. Numerical tests
were done to show the robustness of the model and to demonstrate the efficiency
of these AD-derivatives.

Key words : Automatic differentiation, Hydraulic model, Sensitivity anal-
ysis, Uncertainty propagation, Steady flow.
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1 Introduction

The two-dimensional Shallow Water Equations are a relevant basis for mod-
elling free surface flows, but their solution requires detailed information about
the river configuration as the topographical data and the friction coefficient
according to Manning law. It is also necessary to provide information bound
to a particular event: these are the initial conditions of the flow as well as
the upstream and downstream boundary conditions of the river.
The model input data are submitted to uncertainties difficult to evaluate and
which may lead to meaningful uncertainties on the model output. The out-
put results may be a map showing a flooded urbanized area; consequently,
the induced damages may be very high. In these situations, the river can
go far away from their mean water channel, submerging large areas, eventu-
ally with high velocity. In order to evaluate the uncertainties of the water
level and river flow width according to the input data of a one-dimensional
hydraulic model (Giraud et al. [11]), Dhervillez ([5]) and Faure et al. ([6])
tested several noising methods. Their study showed that if the bottom level
is gaussian then consequently the water level is gaussian too in steady flow.
On the other hand, they showed in the same paper that if the bottom level
is gaussian then the river flow width is not gaussian.
In such a case, sensitivity analysis can be lead by computing partial deriva-
tives of the output functions with respect to the corresponding parameters.
The most familiar schemes to approximate derivatives of functions specified
by computer programs are the central differences and the so-called forward
finite differences. So for a smooth function F : IRn −→ IRm and for some
direction d ∈ IRn, the central approximation, for ε̄ << 1, is defined as

∇F (x).d ≈ F (x + ε̄.d)− F (x− ε̄.d)

2.ε̄
, (1.1)

which have a truncation error of O((ε̄.d)2). Thus, using this central operator,
the gradient requires at least (2n) evaluations of the function F . However,
the forward operator defined below requires only (n + 1) evaluations of F ,
but the truncation error is only of O(ε̄.d):

∇F (x).d ≈ F (x + ε̄.d)− F (x)

ε̄
. (1.2)

From a theoretical point of view, a good accuracy of the approximate (1.1)
or (1.2) is obtained for very small values of ε̄. Nevertheless, ε̄ may not be ar-
bitrarily small, since for very small values, the difference between F (x + ε̄.d)
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and F (x) is of the discretization error order, thus losing its significance.
Nowadays, methods and softwares for sensitivity analysis of several engineer-
ing problems (fluid dynamics, chemistry, meteorology or environment studies
etc) have demonstrated that forward sensitivities can be computed reliably
and efficiently via Automatic Differentiation (AD). AD is superior to divided
differences because AD-generated derivative values are free of approximation
errors, see Section 4 for more details. In this paper the Tapenade software
tool, developed by Tropics team INRIA Sophia-Antipolis, is used to com-
pute the desired derivatives of the objective functions specified by the finite
volume two-dimensional shallow water model Rubar20 with respect to the
roughness coefficients. The output results or the objective functions are the
water depth and the discharge computed by Rubar20 (Paquier [21]).
The outline of this paper is as follows. The governing equations are first pre-
sented. Details of the numerical model Rubar20 are discussed. An overview
of the AD strategy is given. The numerical results are presented and the
computed results are verified by comparing them with other results obtained
from another hydraulic model. Finally, the sensitivity of the model according
to the roughness coefficient is studied.

2 Shallow Water Equations

The two-dimensional shallow water equations describe the unsteady free sur-
face flows, which simply express the conservation of mass and momentum.
Usually these equations are described in terms of water depth and discharge
under the following assumptions (Lai [16]): hydrostatic pressure distribu-
tion, very small bottom slopes, uniform velocity in the vertical direction and
incompressible fluid. The resulting equations are
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where t = time; h = water depth; Z = bed elevation; qx and qy = ’discharge’
(water depth multiplied by velocity) along respectively the x-axis and the
y-axis; C = Chezy friction coefficient which is considered as a constant or
equalled to STK × h

1
6 where STK is the Strickler’s friction coefficient; g =

acceleration due to gravity; D = diffusion coefficient which is estimated as a
constant.

3 Numerical model

Based on a finite volume method, the model Rubar20 is designed to solve
the two-dimensional shallow water equations on unstructured triangular and
rectangular grids. The model, written in Fortran 77 has been developed at
Cemagref since 1988 (Paquier [21]). It uses a Van Leer explicit projection-
correction scheme with second-order spatial and temporal accuracy in order
to avoid spurious oscillations. The two main features of the numerical scheme
are described here below. In case of hydraulic structures, the classical rela-
tions for weirs, gates, ... are used instead of the shallow water equations.
In fact, an hydraulic structure can be defined as a set of a few cells where
fluxes through one edge are computed either from the relations for the hy-
draulic structure, either from an addition of a flow computed from shallow
water equations and a flow coming through an hydraulic structure. This
last possibility may be useful, for instance, in the case of an embankment
which is submerged although some discharge crosses it through a culvert.
The model has been applied to simulate different situations of flows (Mignot
[17], Mignot et al. [18], Mignot et al. [19], Paquier [22], [23], Paquier and
Farissier [24], Paquier and Mignot [25], Paquier et al. [26], Proust et al. [27]).
The scheme is stable for Courant number less than 1. The two main steps of
the numerical scheme are described here below.

3.1 Riemann problems

In a finite volume approach, the updated values of the main variables (h,qx,qy)
are calculated using the fluxes crossing the edges. To estimate these fluxes,
the 2-D problem constituted by the first member of the equations (2.1) +
(2.2) + (2.3) is simplified in a 1-D problem in which the left and right values
(on each side of the edge) are constant. If x means the direction perpendicular
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to the edge, the simplified 1-D problem writes:

∂h

∂t
+

∂qx

∂x
= 0 (3.1)

∂qx

∂t
+

∂( q2
x

h
+ g h2

2
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∂x
= 0 (3.2)

∂qy
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+

∂( qxqy

h
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∂x
= 0 (3.3)

The equations (3.1) + (3.2) + (3.3) constitute a nonlinear hyperbolic system
for the 3-D variable W = (h, qx, qy). Eigenvalues are u− c, u and u+ c where
u is the velocity perpendicular to the edge and c =

√
gh is the wave celerity.

The second field is linearly degenerated whereas the first and the third ones
are truly nonlinear. The Riemann invariants can be very simply computed
as they respectively equal u+2c and v, u+2c and u−2c, u−2c and v where
v is the velocity parallel to the edge.
To solve this Riemann problem, it is possible to use a Roe type linearization
(Roe [29]) which directly gives an estimate of the flux but alternative meth-
ods keeping the properties of the fields (and thus rarefactions and shocks)
exist. Generally, these latter methods have the advantage to provide also an
estimate of the values of the variables on the edge, which can be used when
computing second member of the system (2.1) + (2.2) + (2.3) (Paquier [21]).
In order to obtain a second-order scheme in space, the values considered in
the Riemann problem are computed by using slopes in the x and y directions
(for each of the 3 variables h, qx and qy independently). For every cell, these
slopes are computed by the method of the least squares (on each of the 3
variables independently) from the basis of the values at the centre of the cells
which have one common edge with the given cell (Naaim [20]). The slope for
any variable is later limited if the value of the given variable A (which may
be h+Z, qx or qy) at the middle of one edge is not located between the value
at the centre of the cell Ac and αAn +(1−α)Ac where An is the value at the
centre of the corresponding adjacent cell. The Van Leer correction factor α
should be selected between 0.5 and 1.
In order to obtain second-order accuracy in time, the values of fluxes should
be assessed at time tn+1/2 = tn + 0.5∆t instead of time tn (Paquier [21]).
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3.2 Treatment of second member

Using the fluxes across edges, it is possible to obtain provisional values of
the variables at time tn+1 = tn + ∆t. Then we add the contribution of the
second member which includes, at least, 2 terms:

i. Gravity or slope terms (−gh∂Z
∂x

or −gh∂Z
∂y

).

ii. Bed friction by the use of a Chezy’s coefficient (small water depths) or
a Strickler’s coefficient.

Gravity terms are treated as fluxes in such a way as an horizontal water
surface remains strictly horizontal (Paquier [21]). For instance, the integral
on one cell

∫ ∫
−gh∂Z

∂x
dxdy becomes

0.5
∑

edges

αi
Li

S
(hc + hi)(Zi − Zc),

in which αi is the x-co-ordinate of the normal to the edge i, Li is the length
of the edge, hc and Zc are the water depth and the bed elevation at the centre
of the cell respectively, hi and Zi are the water depth and the bed elevation
at the middle of the edge i respectively, S is the area of the cell.
Bed friction terms are more simply assessed at the centre of the cell. Their
computation uses an implicitation in time in order to avoid numerical insta-
bilities when a rapid change in water depth or velocity occurs.

4 Automatic differentiation

4.1 Generality

Derivatives play a fundamental role in various areas of computational sci-
ence including optimization, data assimilation, assessment of uncertainties,
sensitivity analysis, etc (Buecker et al. [1], Castaings et al. [3], Corliss et al.
[4], Gilbert and Lemaréchal [10]). A classical way to obtain these derivatives
(from computer models) is the divided differences method. The rounding er-
rors and cancelation are important drawbacks of this approximation method;
furthermore, these errors and complexity increase when higher derivatives are
calculated. To overcome these problems we use AD tool (Souhar [30], Souhar
and Faure [31], [32]).
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The AD, just like the divided differences, requires only the original program.
In mathematics, it’s a method to numerically compute the partial derivatives
of a function F specified by a computer program ( Buecker et al. [1], Carle
and Fagan [2], Giering [8], Griewank [13], Hascoet and Pascual [14]). An AD
tool (Carle and Fagan [2] or Hascoet and Pascual [14] for example) builds a
new source program that computes the derivatives of F . The tool behaves
like a compiler, which first understands the meaning of the original program,
represents it in an internal form, performs analyses to get deepen understand-
ing, and generates an object code. AD exploits the fact that any computer
program that implements a vector function Y = F (X) can be decomposed
into a sequence of elementary assignments, any one of which may be trivially
differentiated by a simple table lookup. These elementary partial derivatives
are combined to form some derivative information of F . This process leads to
exact numerical derivatives, because derivatives are computed analytically.
In AD there are two methods to compute derivatives, the so-called tangent
linear model that computes directional derivatives and is easy to implement
on computer. The second method is the reverse model that computes the
gradient of a function at one execution of the adjoint program. This latter
program is relatively expensive and should therefore be optimized whenever
possible.
Let M be a general nonlinear model, a mapping from IRn of the input vari-
ables X = (x1, ..., xn)T (initial conditions, topographic data, roughness co-
efficient, boundary conditions ... in hydraulic model cases) to IRm of the
output variables Y = (y1, ..., ym)T (model state, objective function ...):

F : IRn −→ IRm

X 7−→ Y = F (X)

The vectors X ∈ IRn and Y ∈ IRm may be represented with respect to the
ordinary unit basis vectors {~ei; i = 1, ..., n} and {~fk; k = 1, ...,m} as

X =
n∑

i=1

xi~ei, Y =
m∑

k=1

yk
~fk.

The entries xi and yk forming the vectors X and Y are called input indepen-
dent and output dependent variables respectively. And all the other variables
used in the program to evaluate F (X) are called intermediate.
Consider a perturbation dX of the input variables. Its effect on the outputs
may be obtained via the linear approximation of the model M in terms of
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its Jacobian matrix, evaluated in the point X according to

dY = ∇F (X).dX (4.1)

Equation (4.1) is called the tangent linear model (Hascoet and Pascual [14],
Inria [15]).

δyk =
n∑

i=1

∂Fk(X)

∂xi

δxi, (4.2)

where, dX =
∑n

i=1 δxi~ei and dY =
∑m

k=1 δyk
~fk.

The cost (algorithmic complexity) for computing gradients of scalar-valued
functions with either divided differences method or tangent linear model of
AD grows linearly with the number of variables, whereas the so-called re-
verse model of AD, an extremenlly efficient way, can compute such gradients
at constant cost (Griewank [12]). Thus, if there are many input variables
(106−108, for large-scale shallow water applications), it becomes prohibitive
to proceed directly as in (4.2), and for these large applications the reverse
model is used, see (Castaings et al. [3], Gilbert [9], Griewank [12], Hascoet
and Pascual [14], Inria [15], Rall [28]) for more details.
In this work we use Tapenade, an AD software tool, to compute automatic
derivatives of a two-dimensional hydraulic model. This tool is developed at
INRIA Sophia-Antipolis by Tropics team (Hascoet and Pascual [14], Inria
[15]).

4.2 Building and validation of AD models

Derivation of models is not so easy, indeed a lot of difficulties can occur if
direct models (the source models which must be differentiated) have not been
written in the goal to be differentiated.
The first step in using Tapenade, in particular to derive Rubar20 model, is to
load the input source program and to identify which routine implements the
mathematical function that we want to differentiate. We should then share
the model in two parts corresponding respectively to the reading of data and
initialization of the model and to the calculation a long the time. Therefore
only the part of the model that achieves the computations is going to be
differentiated.
A pre-treatment step for AD strategy must be done. Tapenade may issue a
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number of error and warning messages when differentiating a file is done. For
example, in the source of the direct model there exists some subroutines with
subroutine as arguments. Tapenade doesn’t accept this type of instructions
and hence obliges the user to modify manually the source model.
A post-treatment step is also required, it consists to insert read data and
write results instructions in the differentiated subroutines and the necessary
calls of subroutines like those of initializations. After this, a part of debugging
compilation errors must be done (Souhar [30]).
Tapenade can be utilzed as a server, which runs at INRIA Sophia-Antipolis
at http://tapenade.inria.fr.8080/tapenade/indes.jsp. It can also be installed
locally, in that case it is run by a simple command line, which can be included
into a Makefile. Figure 1 shows a typical Makefile built to make easy the
derivation of the code after each modification.

Figure 1: A typical Makefile of ”Rubar20”

So the options are defined as follows.

• head allows to specify the top differentiation routine that implements
the mathematical function.
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• inputlanguage allows to select the source code language.

• outputlanguage allows to select the output differentiated code language.

• outvars allows to define the output variables and whose derivatives are
required (here the outputs are the water depth and discharge).

• vars allows to choose the input variables with respect to which differ-
entiated must be made (here the inputs are the friction coefficients).

• O point out the directory of the differentiated code.

The command make d (resp. make b) permit then to obtain the tangent
linear model (resp. the reverse model) of the source program defined by its
arborescence given in FILES option of Fig. 1.
Tapenade will probably not produce a perfect differentiated program at first
try. After AD, a validation step is necessary to check the computed deriva-
tives. It should be noted that a common technique to check validation of
these derivatives is to compare them to finite differences approximations, for
example:

∂F (x)

∂xi

= limε→0
1

ε
[F (x1, ..., xi + ε, ..., xn)− F (x1, ..., xi, ..., xn)]

for i = 1, ..., n. In (Hascoet and Pascual [14], Inria [15]), the developers of
Tapenade proposed this technique to validate tangent linear models and it is
called ”gradient test”. The so-called ”dot product test” is proposed in the
same user’s guide to validate reverse models.
Figure 2 below shows the validation of derivatives of Rubar20 obtained by
Tapenade. This figure shows well that the error function r(ε) −→ 0 when
ε −→ 0, where r is defined as follows:

r(ε) = ‖F (x + ε.d)− F (x)

ε
−∇F (x).d‖2, (4.3)

where d = (1, ..., 1)T is the unit vector of IRn and ∇F (x).d is computed by
Tapenade.



Sensitivity analysis of a 2-D hydraulic model 11

Figure 2: Gradient test for a 2-D model: ”Rubar20”

5 Numerical experiment

In this Section, first we propose one example to show the robustness and va-
lidity of our numerical model Rubar20; secondly we demonstrate the efficiency
of the forward sensitivity method, which uses AD-generated derivatives com-
puted by Tapenade.
In all of our tests, the precision for water depths is 10−4 m, the correction
Van Leer’s coefficient is 0.6, the Courant number is 0.5 and the duration of
the simulation is 80 s.

5.1 Validity of Rubar20

We are interested here in a complex problem. The flow, a portion of a river of
length 28.5 m and width 20 m, is perturbed by some obstacles. The portion
is crossed by a bridge with two triangles representing the bridge abutments
and two cylindric bridge piers schematized by two octagons (see Fig. 3).
The cross sections of the main channel are trapezoidal of slope 2/1, a dis-
charge of 62 m3/s constitutes the upstream boundary condition, the down-
stream condition is imposed such that Z + h = 0. The friction coefficient
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according to Manning law is homogeneous and uses a Strickler’s coefficient
equal to 40.

Figure 3: Grid for computation of the study

Fig. 4 and Fig. 5 provide water depths (m) and discharge fields (m2/s)
computed by Rubar20 for two diffusion coefficient values. According to these
figures we remark that the model conserve the symmetry of the results be-
cause of the symmetry of the posed problem. We study now the recirculation
behind the bridge piers and the bridge abutments for two different diffusion
coefficients D. Fig. 4 and Fig. 5 give the velocity fields which permits to
assess the recirculation’s length. For D = 5.10−2 (Fig. 4), the results are
near to those computed by Télémac (Télémac is a numerical model devel-
oped by Electricité de France) (Galland et al. [7]). For D = 5.10−3, Télémac
finds eddies behind the bridge piers. Rubar20 gives recirculations behind
the bridge abutments (Fig. 5). This difference results mainly from a small
difference of grids used for computations in the two codes.
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Figure 4: Velocity field in steady flow using Rubar20: D = 5.10−2

Figure 5: Velocity field in steady flow using Rubar20: D = 5.10−3
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5.2 Sensitivity analysis

Assessment and sensitivity analysis play an important role in decision making
on flood control, so minimization of the risk should be the general objective.
In the following we are interested in the sensitivities of water depth and dis-
charge with respect to the roughness coefficient. We compute via AD the
corresponding derivatives.
The study has a homogeneous roughness, then it is important to define the
subspace IK = span{ϕ} of IRn, where n = 548 is the number of computa-
tional points and the basis vector is ϕ = (1, ..., 1)T ∈ IRn, in this case the
function F of Subsection 4.1 becomes:

F : IK −→ IRm

(STK) 7−→ F (STK) = (F1(STK), ..., Fm(STK))T ,
(5.1)

where Fj(STK) represents the water depth or the discharge at section j and
m = 548, and STK is the friction coefficient.
According to Taylor’s formula, which illustrates the physical definition of the
gradient, the values of the function F at the points STK and STK + δϕ are
related by:

F (STK + δϕ) = F (STK) + δ∇F (STK).ϕ +O(δ2ϕ), (5.2)

with

∇F (STK) =



dF1(STK)
dx

.

.

.
dFm(STK)

dx

 (5.3)

Fig. 6 and Fig. 7 show gradients of water depths (m) and discharges (m2/s)
related to the friction coefficient (defined by (5.3)) computed using the AD
tool Tapenade. So the sensitivities of the water depths and discharges are
also symmetric for both diffusion coefficient values. We remark that these
sensitivities vary in the opposite of the diffusion coefficient; i.e., sensitivi-
ties are less high for D = 5.10−2 than for D = 5.10−3. We remark also
that discharge’s sensitivities are high behind the bridge piers and the bridge
abutments for both diffusion coefficient values.
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Figure 6: Sensitivities of water depths and discharges to bottom friction:
D = 5.10−2

Figure 7: Sensitivities of water depths and discharges to bottom friction:
D = 5.10−3
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According to Fig. 4 and Fig. 6 (D = 5.10−2), an increase of the friction
coefficient may lead to find recirculations behind the bridge piers, whereas a
decrease of the friction coefficient may lead to find recirculations behind the
bridge abutments. From Fig. 5 and Fig. 7 (D = 5.10−3), we remark that an
increase of the friction coefficient may lead to find more important recircula-
tions behind the bridge piers and to increase recirculations zones behind the
bridge abutments.

Conclusion and remarks

The two-dimensional hydraulic model Rubar20 provides satisfactory results
faced to a complex problem. The model can provide detailed velocity field
and water levels. But a computation with fine grids should be used to detail
and understand the recirculation problem more accurately. The computa-
tional technique can be easily extended to channels with arbitrary cross sec-
tion, for computing the propagation of a flood surge on a dry bed, also for
the computation of the flood wave resulting from the break of a dam, etc.
We have shown how AD tool can aid in the sensitivity analysis of a two
dimensional finite volume model of shallow water flows. So the numerical
sensitivities of water depths and discharges related to the friction coefficient
are also symmetric as the results provided by the model and because of
the symmetry of the channel. Furthermore, these sensitivities become more
important for a small diffusion coefficient. Such sensitivities employed the
forward derivatives computed using the AD software Tapenade. But it is still
necessary to manually modify the source codes before automatic derivative
step because AD tools still remain unable to take into account all program-
ming instructions.
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[22] Paquier, A. 1998 1-D and 2-D models for simulating dam-break waves
and natural floods, Union Européenne CADAM meeting, Wallingford,
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