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Abstract 

Speech interfaces are becoming more and more popular as a means to interact 
with virtual environments but the development and integration of these interfaces is 
usually still ad-hoc, especially the speech grammar creation of the speech interface 
is a process commonly performed by hand. In this paper, we introduce an 
approach to automatically generate a speech grammar which is generated using 
semantic information. The semantic information is represented through ontologies 
and  gathered from the conceptual modelling phase of the virtual environment 
application. The utterances of the user will be resolved using queries onto these 
ontologies such that the meaning of the utterance can be resolved. For validation 
purposes we augmented a city park designer with our approach. Informal tests 
validate our approach, because they reveal that users mainly use words 
represented in the semantic data, and therefore also words which are incorporated 
in the automatically generated speech grammar. 
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1 Introduction 
The realization of virtual environments (VE) is still a technical and time-consuming process. 
Indeed, developers are often restricted to the use of a low-level programming language to define 
the virtual world, the interaction of the user with virtual objects and the objects’ behaviours 
within the virtual environment. Besides or in combination with advanced interactive tools, a 
possible solution is to explore conceptual modelling, which aims to ease the development 
process of virtual environment applications by defining different aspects of the application on a 
higher level (Cuppens & Coninx, 2005). With respect to the support of virtual environment 
realization through conceptual modelling, research has been focusing on scene and interaction 
development. Speech interfaces, more specifically command languages using speech grammars, 
have found their way as an interaction technique, but facilitating their development has not yet 
received much attention up to now.  
Speech interfaces are increasingly being used in virtual environment applications since this way 
of interacting allows for more flexible and natural forms of interaction within a virtual 
environment. They have to recognize what a user utters and have to interpret these utterances in 
order to perform an action. As speech recognition is still limited, speech grammars are designed 
such that they can be used in a specific application with limited task domains, such as banking 
and travel services (Cohen, 1992). Given the fact that the system can recognize user utterances 
expressed in a restricted language, the user input needs to be interpreted to determine its effect 



on the virtual world. Therefore the system has to perform reference resolution for which the 
required knowledge can be divided into ontological, linguistic and contextual knowledge 
(McGlashan, 1995). Ontological and linguistic knowledge will be generated by the designer 
when creating virtual environments using conceptual modelling. Contextual knowledge, on the 
other hand, is gathered at runtime by the user when interacting with the application. Therefore, 
contextual knowledge can be used as an addition to ontological and linguistic knowledge when 
building the speech grammar, but it is not a necessity and it is currently not considered in our 
approach. 
In this paper, we will explain our approach to using conceptual modelling in order to 
automatically generate a speech grammar which can be combined with interaction techniques. 
Speech grammar generation thus becomes part of the conceptual design phase of the VE 
development. In the next section we will discuss related work, after which we will briefly 
describe the conceptual modelling approach we are using. In section 0 our approach for 
automatic speech grammar generation is discussed followed by a case study which has been 
augmented by our approach for validation purposes. Finally we conclude with a discussion, a 
conclusion and some future work. 

2 Related Work 
Speech interfaces are often used in combination with direct manipulation because speech 
alleviates some of the disadvantages of direct manipulation such as the difficulty to express 
quantities (Cohen, 1992). Quickset (Cohen, et al., 1997), FUSS (Gorniak & Roy, 2005) and 
(Tue Vo & Wood, 1996) are examples of such direct manipulation systems in which speech is 
combined with a pen based interface. For virtual environments some examples are (McGlashan, 
1995; Muller, et al., 1998; Cernak & Sannier, 2002; Kaiser, et al., 2003), they are usually 
combined with some form of direct manipulation (e.g. gestures). All these speech interfaces use 
a speech grammar which is hand-made. Therefore, depending on the application a new speech 
grammar has to be created. 
(Irawati, Calderón, & Ko, 2005; Irawati, Calderón, & Ko, 2006) use semantic virtual 
environment information which is divided into domain dependent and independent information, 
which is represented through ontologies. The authors claim that in their solution domain 
dependent information is specific to the application while their domain independent information 
remains static. However, in our opinion their domain independent information is domain 
dependent as it contains semantic information such as “wall” or “ball”.  The generation of a 
speech grammar and the coupling with the rest of their framework is not discussed. (Martínez, 
2004) proposed an augmentation of existing open file formats (VRML, x3d) with metadata such 
that all objects have unique identifiers. Using this technique Martinez was able to use them as 
semantic information combined with fuzzy logic for reference resolution with as main problem 
that the system has to contain correct fuzzy sets. Another reference resolution approach has 
been proposed by (Pfeiffer & Latoschik, 2004), they incorporate several parameters such as a 
common ground, features, naming and spatial references which are similar to semantic 
information represented in ontologies (ontological + linguistic knowledge). Besides the former, 
they also address contextual knowledge using the dynamic/competing frame of reference of 
(multiple) user(s). 
(Otto, 2005) introduced a framework which combines the W3C Resource Description 
Framework (RDF) (W3C - RDF, 2007), with his world model which has a similar structure as 
VRML or x3d to incorporate semantic information. We will be using a similar notation which 
essentially is RDF, namely OWL (OWL, 2007). 
Finally, (Conti, Ucelli, & De Amicis, 2006) created a semi-automatic tool which makes it 
possible for the application to understand the speech input of the user. During the coding 



process of the application the coder adds extra semantic tags to the code which are during 
compilation processed such that they can be used by the framework for understanding the user. 

 
Figure 1 The VR-DeMo Approach (Coninx et al. 2006). 

3 Conceptual Modelling 
The VR-DeMo project (Coninx et al. 2006) provides us with inspiration for the conceptual 
modelling of the speech interface. The main aim of this project is to ease the development 
process of VE applications by high-level definitions of as much aspects of the application as 
possible. Currently, we concentrate on conceptual models and descriptions for the virtual world 
and the interaction, which are partly generated into source code and partly interpreted by the 
resulting applications (for an overview see Figure 1). In the context of this paper, we focus on 
the representation of the virtual world by means of ontologies. Possibly supported by an 
interactive tool, the designer creates an ontology containing domain knowledge to model the 
virtual world (ontological knowledge), and he defines a mapping from domain concepts to 
virtual objects and their interrelations (linguistic knowledge). The ontology is formulated in 
OWL. It is not only useful to express the structure of the virtual scene, but also to carry 
semantic data concerning the VE application. We will show in section 4.2 how we use this 
ontology to generate the speech grammar. 
Currently, we make the ontology manually, but this activity could be supported by a tool such 
as OntoWorld that is being developed in the VR-DeMo project (Coninx et al. 2006). 
An excerpt of such an ontology can be seen in Figure 2. It represents two concepts and two 
instances with their properties and relations. The domain concepts or contextual knowledge is 
represented as classes, properties and the possible relations between those concepts, while the 
mapping and linguistic knowledge are the instances of the classes, properties and their relations. 
For example a concept would be a hotel and its instance could be the Hilton. Note that the 
concepts, their instances and the relations between these are easy to generate and maintain in a 
tool. 

4 Automatic Speech Grammar Generation 

4.1 Process 
Our approach to incorporate speech grammar generation in the conceptual design phase of the 
virtual environment consists of several steps: (1) The virtual world is modelled conceptually by 



which semantic data is generated (see Section 3); (2) The semantic data is used to automatically 
generate a speech grammar; (3) This speech grammar is further annotated with synonyms using 
a lexical database of English: WordNet (WordNet, 2007). After generation, the speech grammar 
contains all pronounceable utterances specific to the virtual environment application. When 
spoken, these utterances still have to be resolved to an interaction or command. In order to 
interpret users’ speech we need to perform reference resolution, in our case such an utterance 
will be translated to a query (SPARQL) which can be resolved using the semantic data 
generated earlier in OWL. The resulting information consists of the names of those virtual 
objects that satisfy the query, and these can consequently be passed on as input for an 
interaction in the virtual environment, such as selecting an object. An overview of the process 
can be found in Figure 3. 
 

 
 

Figure 2 A Small Excerpt from an Ontology. 

4.2 Generating the Speech Grammar 
The process which generates the speech grammar receives as input the semantic data which has 
been generated during the conceptual modelling phase of the virtual world. The semantic data is 
represented as an ontology in OWL format, in Figure 2 an excerpt is illustrated. The generation 
of the speech grammar consists of several steps, each step uses different data of the ontology to 
finally become a pronounceable grammar. 
 
The resulting speech grammar has the following structure: 
 

• <command> <query>  
• <o>What/How/Which is</o> [data-property] <o> of </o> <query> 
• <query> 

o <o> all </o> [concept]/[instance] 
o [concept] [object relation] [concept]/[instance] 
o [data-property-value]* [concept] 

 
Here <command> stands for a command for the application (e.g. “select”), <o> means optional 
and <query> stands for the part which indicates an object the user speaks about, this part needs 
to be resolved in a later stage and in order to show the possibilities we added one grammar rule 
which could be used in dialog systems: a question which can be asked to the application. All 
items between “[]” are types of semantic information modelled in the ontology. [concept] 
Stands for a concept or class in the ontology (e.g. “hotel”), [instance]  is an instance of such a 
concept (e.g. “Hilton”), [object relation]  interprets as a relation between concepts (e.g. “left 
of”), [data-property] is a data property of a concept (e.g. “colour”) and finally [data-property-



value] is the instance of a data property (e.g. for colour “red”) and which can also be repeated 
(indicated by “*”). In Figure 4 a part of the final resulting speech grammar for Microsoft Speech 
SDK 5.1 is illustrated, it has been created from the ontology in Figure 2. 
 

 
 

Figure 3 All Steps Performed during Speech Input. 
 
 

 
 

Figure 4 Parts of the Generated Speech Grammar. 
 

For the structure of the speech grammar we based ourselves on other speech grammars used in 
related work and on a Wizard of Oz experiment performed by (Corradini & Cohen, 2002).  We 
adopted an <action> <object> structure (Sharma, et al., 2000), which are respectively command 
and query. During each generation step we add WordNet synonyms to the speech grammar such 
that, if the user uses such a synonym, the system would still recognize the correct concept. Note 
that we could have added “–nyms” to the speech grammar such as hyper-, hypo-, holo- or 
meronyms, but we decided not to add any such extra words. First of all, it would enlarge the 
speech grammar and could make recognition worse and secondly if the designer would like the 
user to be able to use words which belong to any of those categories he should have 
incorporated this during the conceptual modelling phase of the virtual world. For example a 
bike has a steering wheel or peddles, these are meronyms but if not added by the designer they 
are probably of no use to the application, i.e. they cannot be manipulated or selected, and should 
therefore not be included. 

4.3 Reference Resolution 
If a speech command, uttered by the user, is recognized and thus is a valid construction in the 
grammar, then the final step has to be performed: reference resolution. Because our speech 



grammar has a consistent structure we can use this structure to perform the reference resolution. 
As in our case the semantic information is represented in an OWL ontology we need some 
mechanism to query this ontology. We are using SPARQL (SPARQL, 2007) a query language 
for RDF, and so it can be used to pose queries at OWL ontologies. In order to easily perform 
these queries we use the w2p library (Vanderhulst, 2007). 
The <query> part (see section 4.2) of the speech grammar is the only part transformed to a 
query; this transformation is relatively straightforward and consistent for all types of queries. In 
Figure 5 several transformations from the <query> part can be seen, other transformations are 
performed similarly. 
The answer of the query is the result of the reference resolution and is used as input for the 
command which is the only remaining unprocessed part of the spoken utterance. Note that at the 
moment we do not incorporate contextual knowledge, meaning that we do not take into account 
the history of previous utterances or the position of the user in the virtual environment. Adding 
such knowledge could filter or interpret the results of the query even further. For example if 
similar virtual objects are found at different locations, the object at the same location, where the 
user is, will more likely be the object referenced to. 
 

 
Figure 5 SPARQL queries: (a) query structure: [concept] [object relation] [concept]/ [instance]            

(b) example of (a): “bench left of fountain”. (c) Query structure: [data-property-value]* [concept]                 
(d) example of (c): “Brown obelisk”. 

5 Case Study: a “City Park Designer” 
In order to assess the validity of our approach for generating a speech grammar, we augmented 
a conceptually modelled “City Park Designer” application with speech input as an interaction 
technique, and generated the speech grammar automatically. Using the interactive “City Park 
Designer”, it is possible to design the park by positioning objects, such as buildings and statues. 
Furthermore, the designer can simulate behaviours, such as moving cars and shadows projected 
by the changing position of the sun. The park designer can use the automatically generated 
speech input commands to select/move/delete/add an object during the design of the city park. 
An example of such a command would be “select the bus left of the bus shelter” to refer to the 
object to be selected in the virtual scene. If the bus is of a specific brand, the user would also 
have been able to use this brand name. Besides using interspatial relations, objects and object-
names, the user could also ask the application for the value of a data property of a certain object. 
The question “What is the colour of the bench left of the fountain?” is answered by the 
application with: “The colour is Brown”. Figure 6 gives an impression of the virtual city park. 
Informal validation tests confirm our approach, because they reveal that users mainly use words 
represented in the semantic data, and therefore also words which are incorporated in the 
automatically generated speech grammar. Throughout this paper the examples used to illustrate 
the approach were generated from this case study. 
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