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ABSTRACTWith the widespread use of full-text information re-trieval, passage-retrieval techniques are becoming in-creasingly popular. Larger texts can then be replacedby important text excerpts, thereby simplifying the re-trieval task and improving retrieval e�ectiveness. Passage-level evidence about the use of words in local contextsis also useful for resolving language ambiguities and im-proving retrieval output.Two main text decomposition strategies are introducedin this study, including a chronological decompositioninto text segments, and semantic decomposition into textthemes. The interaction between text segments and textthemes is then used to characterize text structure, andto formulate speci�cations for information retrieval, texttraversal, and text summarization.
KEYWORDS: Text structuring, text decomposition, seg-ments, themes, information retrieval, passage retrieval,text summarization.
TEXT PASSAGES AND TEXT RELATIONSHIP MAPSWith the advent of full-text document processing, theinterest in manipulating text passages rather than onlyfull-text items has continued to grow. Retrieving largetexts in answer to user queries tends to be ine�cientbecause the user is then forced to cope with large massesof text, and ine�ective because relevant text passagesoften provide better answers than complete documenttexts. In addition, passage-level evidence accounting forword usage in local text environments is often helpful inimproving retrieval e�ectiveness, because the meaning ofambiguous terms becomes clear when the local contextis properly speci�ed. [1-6]Since full texts are necessarily composed of individual�This study was supported in part by the National ScienceFoundation under grant IRI 9300124.

text passages, a study of text passages is also importantfor determining overall text structure. A structural de-composition of texts into passages may then reveal infor-mation about the type of text under consideration, andknowledge of text type and text structure in turn a�ectsmany text handling operations, including retrieval, textreading and traversal, and text summarization.The structure of individual texts, or sets of related texts,can be studied by using a text relationship map thatexhibits the results of similarity measurements betweenpairs of texts, or text excerpts. Typically, each text, ortext excerpt is represented by a vector of weighted termsof the form Di = (di1; di2 ; :::; :::; dit ) where dik repre-sents an importance weight for term Tk attached to doc-ument Di. The terms attached to documents for con-tent representation purposes may be words or phrasesderived from the document texts by an automatic in-dexing procedure, and the term weights are computedby taking into account the occurrence characteristics ofthe terms in the individual documents and the documentcollection as a whole. [7]Assuming that every text, or text excerpt is representedin vector form as a set of weighted terms, it is possibleto compute pairwise similarity coe�cients showing thesimilarity between pairs of texts based on coincidencesin the term assignments to the respective items. Typ-ically, the vector similarity might be computed as theinner product between corresponding vector elements,that is, sim (Di;Dj) = Ptk=1 dik djk , and the simi-larity function might be normalized to lie between 0 fordisjoint vectors and 1 for completely identical vectors.Figure 1 shows a typical text relationship map for sixtexts included in the Funk and Wagnalls encyclopediadealing with the general topic of Nuclear Energy. Thedocuments appear as nodes (vertices) in the graph ofFigure 1, and a link (branch) appears between two nodeswhen the similarity between two texts is su�ciently large.The similarity threshold used to build the map of Fig-ure 1 is 0.01, that is, all branches representing a text sim-ilarity above 0.01 are shown on the map. Figure 1 showsthat the similarity measure between documents 17012and 17016 (Nuclear Energy and Nuclear Weapons) isa high 0.57, whereas no signi�cant similarity exists be-tween 8907 (Nuclear Fission) and 22387 (ThermonuclearFusion).
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Figure 1: Text Relationship Map: Encyclopedia arti-
cles related to Nuclear Energy.Graph structures have been used to represent relation-ships between text components that may be valid insideparticular documents rather than only relationships be-tween di�erent documents. [8-11] In the present context,the text relationship maps can be re�ned by having thenodes represent shorter text excerpts, such as text sen-tences, or paragraphs, thereby forming a representationof the sentence or paragraph similarities for particulartexts.
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Figure 2: Well-Connected Map (Smoking – 16 para-
graphs, 28 links above 0.20). Smoking: History,
Health Effects, Cessation.Figure 2 is a paragraph relationship map for encyclo-pedia article 21385 entitled \Smoking". The paragraphsimilarity threshold used to generate the map of Figure 2is 0.20, that is, paragraph similarities smaller than 0.20do not appear on the map. Various elements of text

structure are immediately desirable from a paragraph-relationship map such as that of Figure 2. For example,the importance of a paragraph might be related to thenumber of incident branches of the corresponding nodeon the map. A central node might then be characterizedas one with a large number of associated paragraphs.For article 21385, the most central paragraphs are thenparagraphs 3, 6, 9, 13, and 14.The paragraph relationship map also provides informa-tion about the homogeneity of the text under consid-eration. When the map is nicely convex with manycross-connections between paragraphs, and direct linksbetween adjacent paragraphs, one expects a uni�ed, ho-mogeneous treatment of the topic. This is the case no-tably for the article on smoking and the relationshipmap of Figure 2. The corresponding encyclopedia ar-ticle deals for the most part with the health e�ects ofsmoking, and the di�culties that arise when attemptingto quit smoking.
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Figure 3: Poorly-Connected Map (Symphony – 20
paragraphs, 15 links above 0.20). Symphony: Italy,
Germany and Austria, Haydn and Mozart, Beethoven,
19th Century, 20th Century.Consider in contrast the paragraph relationship mapof Figure 3 for the encyclopedia article 21933 entitled\Symphony". The similarity threshold of Figure 3 isidentical with that of Figure 2 (0.20). Nevertheless, themap of Figure 3 is much sparser than that of Figure 2.There are disconnected components such as 21933.p8and p9, and 21933.p10 and p12, and the lack of convex-ity indicates that the subject treatment is much moreheterogeneous than in the earlier example. In fact, thetreatment in document 21933 is chronological and largelydistinct for di�erent time periods and di�erent geograph-ical areas. This accounts for the lack of connectivity inthe sample of Figure 3.The examples of Figures 2 and 3 indicate that quitedi�erent relationship maps can be generated for appar-
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Figure 4: Text Relationship Map (17016 Nuclear
Weapons).ently similar texts, such as articles included in the sameencyclopedia, apparently reecting quite di�erent topictreatments. This suggests that it may be useful to carryout a detailed study of text structure in the hope of gen-erating a classi�cation of text types leading to advancedtext handling methods.

AUTOMATIC TEXT DECOMPOSITIONIn studying the structure of written texts, we are inter-ested in identifying text pieces exhibiting internal con-sistency that can be distinguished from the remainderof the surrounding text. The most immediate possibil-ity consists in using the well-de�ned physical elementsthat are apparent for all types of running text, such astables, �gures, headings, titles, bibliographic references,sentences, paragraphs, sections, and so on.In principle, a decomposition into recognizable physicalunits is easy to carry out. However, the resulting textunits are often not particularly interesting, nor are theyalways distinguishable in terms of functionality from ad-jacent text pieces.This suggests that a decomposition should involve moremeaningful text units than the usual physical text ele-ments:1. The �rst possibility consists in generating functionallyhomogeneous text units, known as text segments. Atext segment is a contiguous piece of text that is linkedinternally, but largely disconnected from the adjacenttext. Typically, a segment might consist of introductorymaterial, or cover the exposition and development of thetext, or contain conclusions and results.2. Another dual text decomposition could create seman-tically homogeneous text pieces where all componentstreat a common subject area. Semantically homoge-neous text pieces, known as text themes, are represented
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Figure 5: Formal Text Segmentation (sparse map: 5
segments).by mutually similar (linked) text pieces that are not nec-essarily adjacent in the text. [12-14]
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Figure 6: Text Segmentation and Text Theme
Identification (encyclopedia article 17016 “Nuclear
Weapons”).To obtain the text segments, it is necessary to �nd gapsin the connection pattern between adjacent paragraphsin the text relationship map. However, as the exampleof Figure 4 shows, it is often di�cult to �nd obviousgaps in the connecting pattern. This suggests that therelationship map be simpli�ed by considering only localconnections between paragraphs located in close prox-imity to each other. When the long-distance links {those spanning more than �ve adjacent paragraphs {are eliminated from the map of Figure 4, the reducedmap of Figure 5 is obtained showing an obvious breakdown into �ve disconnected segments: 170416.p11 top14, 17016.p23 to p26, 17016.p29 to p35, 17016.p43 to
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Figure 7: Segment Similarities Reveal Text Structure
(semi-detached S1, closely related S2 through S6).44, and 17016.p49 to p50.When disconnected text segments are located as in Fig-ure 5, one may expect that a minimal functional unity ismaintained within each segment. However, the subjectmatter may not be treated in a linear fashion in manywritten texts. In other words, one would not necessar-ily expect that segments are always coextensive withtext themes. [15] To obtain the text themes, attentionmust be paid to mutually linked text pieces that are notnecessarily adjacent in the text. One possibility con-sists in locating all triangles in the full text relationshipmap, where a triangle is a set of three mutually relatedparagraphs. Each triangle can then be represented by acentroid vector de�ned as the average for the three vec-tors in the triangle; and triangles can be merged whenthe similarity between the corresponding centroid pairexceeds a given threshold. [15] The merging process iscontinued for higher-order structures until no furthermerging is possible. A typical theme is shown by dashedlines in Figure 6, consisting of paragraphs 17016.p5, p29,p30, and p35.Given the set of segments and themes derived from aparticular paragraph-relationship map, it is possible tocompute segment-segment, theme-theme, and theme-segment similarities. As before, a threshold value mustbe chosen, and all segment and theme similarity valuesexceeding the threshold can then be displayed graph-ically. The segment-segment relationships provide in-formation about the overall structure of the documentunder consideration. The segment similarities for ency-clopedia article 859 entitled \American Revolution" areshown in the center of the graph of Figure 7. As the �g-ure shows, the �rst segment dealing with the causes ofthe American Revolution is semi-detached, whereas sub-stantial interconnections exist between segments 2 and6 covering various military engagements in the Revolu-
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Figure 8: Theme Similarities Reveal Theme Centrality
and Theme Specialization.tionary War.The theme similarities provide information about themecentrality and theme specialization. An example is shownin Figure 8 for article 24411 \World War 1". Since thethemes are not necessarily represented by adjacent textpieces, the actual theme composition is listed along theperiphery of the theme similarity map. Figure 8 showsthat theme 1 is a central theme that covers large partsof the document and is related to all other text themes.On the other hand, a number of specialized themes arealso included in the map of Figure 8, including theme 3(Naval Warfare), theme 5 (Turkish activities in WorldWar 1), and theme 7 (Woodrow Wilson).

SIMPLE AND COMPLEX TEXT STRUCTURESThe theme and segment text decompositions can beused to distinguish simple text structures from morecomplex ones. In particular, in many cases, the seg-ment and theme decompositions are largely congruent:in that case each theme covers text excerpts occurringadjacently in the text, hence more or less correspondingto text segments. This is the case notably for homoge-neous, single topic articles, and for multi-topic articleswith a sequential topic treatment where the themes arethen more or less isolated from each other. Considerthe example of Figure 9 for encyclopedia article 78 en-titled \Abortion". Two segments are apparent in Fig-ure 9(a) dealing with the facts of abortion, and the legalimplications of abortion, respectively. A single themeis obtained in the output of 9(b). The theme-segmentsimilarities presented in the center of Figure 9(b) showthat theme 1 (78.T1) is related to both segments 1 and2 (78.S1 and 78.S2). Hence the single theme is coex-tensive with the two segments and therefore with thecomplete article.A more complicated situation is presented in Figure 10.Here three disjoint segments are in evidence shown in
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Figure 9: Simple Text Structure – Single Theme (Encyclopedia Article 78: Abortion). a) Segmentation, b) Theme and
Theme-Segment Relations.

10924.p1

10924.p3

10924.p4

10
92

4.
p710

92
4.

p8

10
92

4.
p9

10924.p10

10924.p1210924.p13

10924.p14

10924.p16

** SEGMENT **

10924.p18

10924.p19

10
92

4.p
20

10
92

4.
p2

2

10
92

4.
p2

4 10924.p25

10924.p26

10924.p27

10924.p28

** SEGMENT **

Compare scsim 0.10 vici 5 sdens 2.0 10924

Best 60 links at density 3.00, csim 0.03

**
 S

E
G

M
E

N
T

 *
*

10924--Private Courts, Bank Bashing

Themes above similarity 0.40 merged
Theme-Theme links below 0.30 ignored

Links below 0.10 ignored
Found 3 themes

10924.p12

10924.p18

10
92

4.
p1

910
92

4.
p2

0

10924.p24

10924.p25

10924.p26

10924.p27

10
92

4.
p7

10924.p8

10924.p9

Theme 1Theme 2

T
hem

e 3

10924--Private Courts, Bank Bashing Theme tsim 0.40 csim 0.10 10924

Map Used for Segmentation
Link between nodes > 5 apart ignored
Segments computed at similarity 0.10

Possible break if cross-edges <= 2
Segment links below 0.30 ignored

10924.p7

10924.p8

10
92

4.
p910
92

4.
p1

0

10924.p18

10924.p19

10924.p20

10924.p24

10
92

4.
p2

5

10
92

4.
p2

6

10924.p27

Seg
men

t 1

Segment 2

Se
gm

en
t 3

10924--Private Courts, Bank Bashing Compare scsim 0.10 vici 5 sdens 2.0 segsim 0.30 10924

10924.S1

10
92

4.S
2

10
92

4.
S3

10924.T1

10
92

4.T
2

10
92

4.
T

3

Ccompare csim 0.40 (10924.T) (10924.S)10924--Private Courts, Bank Bashing

Links below 0.40 ignored

(a)

(c)

(b)

(d)

Figure 10: Simple Text Structure – Multiple Stories (Wall Street Journal 10924). a) Segments (all links), b) Segments
(local links), c) Themes, and d) Theme-Segment Relations.



37321.p1

37321.p2
37321.p4

37321.p537321.p637321.p8

37
32

1.p
9

**
 S

EGM
ENT *

*

37
32

1.
p1

0

37
32

1.
p1

1

37
32

1.
p1

2

37
32

1.
p1

3

37
32

1.
p1

437321.p15

37321.p16

37321.p17

37321.p18

** SEG
M

EN
T **

37321.p19

37321.p20
37321.p2237321.p2437321.p25

37321.p26

37321.p27
** SEGMENT **

37321.p28

37321.p29

37321.p30

37321.p31

** SEGMENT **

37321.p32

37
32

1.p
33

37
32

1.
p3

4
37

32
1.

p3
5

37
32

1.
p3

6

37
32

1.
p3

7

37
32

1.
p3

8
**

 S
E

G
M

E
N

T
 *

* 37321.p41

37321.p42

37321.p44
37321.p46

** SEG
M

EN
T **

37321.p50
37321.p53

** SEGM
ENT **

37321.p55

37321.p57

37321.p59

37321.p61

** SEGMENT **

Compare scsim 0.10 vici 5 sdens 2.0 3732137321--Winners & Losers

Best 144 links at density 3.00, csim 0.10 Map Used for Segmentation
Link between nodes > 5 apart ignored
Segments computed at similarity 0.10

Possible break if cross-edges <= 2
Segment links below 0.10 ignored

37321.p1

37321.p5

37321.p10
37321.p1237321.p13

37
32

1.p
14

37
32

1.
p1

5

37
32

1.
p1

6

37
32

1.
p1

7

37321.p18

37321.p19

37321.p20

37321.p22

37321.p2437321.p2537321.p26
37321.p28

37321.p29

37321.p30

37321.p31

37321.p32

37321.p33

37
32

1.p
34

37
32

1.
p3

5

37
32

1.
p3

6

37
32

1.
p3

7

37
32

1.
p3

8

37321.p41

37321.p44

37321.p50
37321.p53

37321.p55

37321.p57

37321.p59

Segment 1

Se
gm

en
t 2Segm

ent 3

Segment 4

Se
gm

en
t 5 Segm

ent 6

Segm
ent 7

Segment 8

Compare segsim 0.30 3732137321--Winners & Losers


37321.S1

37321.S2

37
32

1.S
337

32
1.

S4

37
32

1.
S537321.S6

37321.S7

37321.S8

37321.T1

37
32

1.T
2

37
32

1.
T3

37
32

1.
T

4

37321.T5

37321.T6

Links below 0.40 ignored

37321--Winners & Losers
 Ccompare csim 0.40 ( 37321.T ) ( 37321.S )

Themes above similarity 0.50 merged
Theme-Theme links below 0.30 ignored

Best 144 links at density 3.00, csim 0.10
Found 6 themes

37321.p2

37321.p6
37321.p8

37321.p1037321.p1237321.p13
37321.p14

37
32

1.p
15

37
32

1.p
16

37
32

1.
p1

7

37
32

1.
p1

8

37
32

1.
p1

9

37
32

1.
p2

0

37
32

1.
p2

2

37
32

1.
p2

437321.p25

37321.p26

37321.p29

37321.p30

37321.p32

37321.p35

37321.p37

37321.p41
37321.p44

37321.p53
37321.p4137321.p42

37321.p50
37321.p53

37321.p55

37321.p57

37321.p59

37321.p61

37321.p4

37321.p32

37
32

1.p
33

37
32

1.
p3

4
37

32
1.

p3
5

37
32

1.
p3

6
37

32
1.

p3
7

37
32

1.
p9

37
32

1.
p3

2 37321.p35

37321.p46
37321.p53

37321.p12
37321.p16

37321.p42

37321.p53

37321.p28

37321.p29

37321.p30

37321.p31

T
he

m
e 

1

Theme 2

The
m

e 3

T
hem

e 4

Them
e 5

Theme 6

Theme tsim 0.50 tcsim 0.30 3732137321--Winners & Losers


(c) (d)

(b)(a)

Figure 11: Simple Text Structure – Multiple Themes (Wall Street Journal 37321). a) Segments (all links), b) Segments
(local links), c) Themes, and d) Theme-Segment Relations.Figure 10(b). In addition three themes are obtained asshown in Figure 10(c). The theme-segment similaritiesof Figure 10(d) indicate that a one-to-one relationshipexists between themes and segments. This is reective ofthe fact that the article in question (Wall Street Journalarticle 10924) covers three disjoint topics that are largelyunrelated to each other.The output of Figure 11 provides a last example of sim-ple text structure. Eight segments are shown in Fig-ure 11(b), and 6 themes (see Figure 11(c)). The theme-segment similarities of Figure 11(d) demonstrate thateach theme covers one or more adjacent text segments.Thus, theme 1 is related to segments 2 to 6; theme 2 tosegments 6 to 8, and so on. The theme decompositionis therefore closely related to the text segmentation.In many cases, segment and theme decompositions arenot congruent. In that case, a particular topic may beraised, and then dropped, only to be restarted at somelater time in the normal text order. A theme may thencover text excerpts from non-adjacent text segments.Two main examples arise in practice. When large, cen-tral themes are present, the theme often covers the mainaspects of the text but auxiliary or more specialized textareas (segments) may be skipped as being unrelated tothe principal theme. Figure 12 provides an examplewhere the main theme (theme 1) is related to the largesegments (segments 1 and 3), but no similarity existswith the small, auxiliary segment 2. The same informa-

tion is contained in Figure 12(d) where a gap is visiblein the connections between theme 1 (1022.T1) and seg-ments 1 and 3 respectively (1022.S1 and 1022.S3).Another gapping problem can arise for short themes.In many cases, a theme may be de�ned by only 3 or 4paragraphs. In that case, the theme-segment relationsare often con�ned to exactly those segments containingone of the theme paragraphs . Figure 13 provides anexample where a large, central theme (theme 1) is sup-plemented by two small themes containing three para-graphs each. The theme-segment similarity map of Fig-ure 13(d) shows that theme 1 is related to all four seg-ments. However, theme 2 consisting of paragraphs p8,p16, and p32 is related only to segments 1, 2, and 4,while theme 3 (p7, p24, and p36) is related to segments1, 3, and 4. In each case, the theme-segment similaritiesare due to the overlap between one theme paragraphand one segment paragraph.
RETRIEVAL STRATEGIESThe text classi�cation system outlined in the previoussection can be used as a basis for the generation of textretrieval and text traversal operations. Consider �rstthe standard information retrieval environment. Fortexts with a simple topic outline where themes and seg-ments are reasonably congruent, the standard passage-retrieval systems that are designed to retrieve the bestadjacent text pieces should provide optimal retrievaloutput. A \mixed" retrieval strategy has been imple-
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Figure 12: Complex Text Structure – Large Theme (Wall Street Journal 1022). a) Segments (all links), b) Segments (local
links), c) Themes, and d) Theme-Segment Relations.
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Figure 13: Complex Text Structure – Small Themes (Wall Street Journal 493). a) Segments (all links), b) Segments (local
links), c) Themes, and d) Theme-Segment Relations.



Document: 859 American RevolutionQuery: Revolutionary War, Stamp Act,Navigation Act, Lexington, MassachusettsBaseline (full text 859) 0.1337Paragraph Retrieval859.p.7 0.3338859.p.9 0.3748859.p.64 0.2812Section Retrieval: 859.c5(p.7,8,9) 0.3953Segment Retrieval: 859.S1(p.3,7,8,9) 0.3484Theme Retrieval: 859.T2(p.3,7,8,9,12{14,16,18,19,21,48,64) 0.2685
Table 1: Query Processing for Simple Document
Structure: Encyclopedia Article 859 American Rev-
olution.
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Figure 14: Segment-Theme Relations (24411 World
War 1).mented with the Smart system for many years, whichretrieves full text, or various subdivisions such as para-graphs or sections, depending on which text passage pro-vides the highest similarity with the query. When thethemes cover adjacent text pieces, such a mixed retrievalstrategy provides a useful approach to text retrieval. [16]Consider as an example a query dealing with the revolu-tionary war processed against encyclopedia article 859(American Revolution). Table 1 contains the size of thequery similarities for various passages of document 859.The least attractive possibility consists in retrieving thefull text, and the best is provided by the retrieval ofsection 5 (859.c5) which includes paragraphs 7, 8, and9. Table 1 shows that the query similarity decreaseswhen best segment (859.S1) or best theme (859.T2) areconsidered.

Document: 24411 World War 1Query: Turkish Activities in World War 1.Turkish Role Against British in Middle EastBaseline (full text 24411) 0.1718Paragraph Retrieval: 24411.p36 0.3627Section Retrieval: 24411.c16(p.36,37) 0.3751Segment Retrieval: 24411.S4(p.36,37,39) 0.3240Theme Retrieval: 24411.T5(p.36,37,51,71,78) 0.428724411.p36: Turkey entered the war on October 29,1914, when Turkish warships cooperated with Germanwarships in a naval bombardment of Russian BlackSea ports; Russia formally declared war on Turkey onNovember 2, and Great Britain and France followed suiton November 5. : : :24411.p37: In the Mesopotamian Valley, meanwhile,British forces from India defeated the Turks in sev-eral battles during 1914-15, particularly that of Kut-al-Imara; but in the Battle of Ctesiphon, : : :24411.p51: Considerable military activity took placein 1916 in three parts of Turkey: Mesopotamia, Ara-bia, and Palestine. In Mesopotamia the besieged townof Kut-al-Imara fell to the Turks on April 29, 1916. InDecember of the year strong British forces began : : :24411.p71: In Palestine during 1917 the British madetwo unsuccessful attempts (March and April) to take thecity of Gaza. Under a new commander, General (laterField Marshal) Sir Edmund Allenby, the British brokethrough the Turkish lines at Beersheba : : :24411.p78: During 1918 the Allies also brought thecampaigning in Palestine to a successful conclusion. InSeptember the British forces broke through the Turkishlines at Megiddo and routed the Turkish army and theGerman corps that was assisting it; : : :
Table 2: Query Processing for Complex Document
Structure: Encyclopedia Article 24411 World War 1.The situation is di�erent when the topic arrangementis complex. Consider, for example, the theme-segmentrelations for encyclopedia article 24411 (World War 1).Figure 14 shows that segmentation gaps exist for severalthemes, including theme 1 (related to segments 3, 5, 7,8, and 9 but not to segments 4, and 6), theme 4 (relatedto segments 2, 5, and 8, but not 3, 4, 6, and 7), theme6 (related to segments 3, and 5, but not 4), and theme7 (related to segments 6, and 9, but not 7, and 8).When a query is processed that covers the subject mat-ter of one of the disconnected themes, a standard pas-sage retrieval method that locates the best stretch ofadjacent text, is not likely to be optimal. Instead, thebest output should be provided by a theme, or a setof disconnected segments. Consider as an example, theoutput of Tables 2 and 3 in which queries correspondingto themes 5 and 7, respectively, are processed againstthe text of document 24411 (World War 1). In bothcases, the corresponding theme output is better thanany conventional passage of adjacent text.



Document: 24411 World War 1Query: President Woodrow Wilson, AlliesAmerican Troops, War Aims, PeaceNegotiationsBaseline (full text 24411) 0.1908Paragraph Retrieval24411.p.53 0.483424411.p.105 0.375724411.p.80 0.2628Section Retrieval24411.c23 (p.53) 0.483424411.c45 (p.105,106,107) 0.3395Segment Retrieval: 24411.S6(p.53,55) 0.4090Theme Retrieval: 24411.T7(p.53,80,105) 0.5252
Table 3: Similarity Computation Between Query and
Text Excerpts.The conclusion is that for simply structured texts, witha topic arrangement corresponding to the linear textstructure, the normal passage retrieval techniques areuseful. When the topic arrangement is more complex,the best text passage is likely to be disconnected, anda text theme computation must precede the passage re-trieval operation.

TEXT TRAVERSAL AND TEXT SUMMARIZATIONIn addition to conventional information retrieval, it mayalso be useful to provide various text extracts on de-mand. Text traversal implies a type of speed readingwhere an area of interest is speci�ed, and the best textpassages representing that area are chosen in response.Text summarization is a related problem where a set oftext passages is used that collectively represents the fulltext. [16]In dealing with text traversal, it is necessary to dis-tinguish the so-called global paths, that operate on acomplete text, from paths restricted to some substruc-ture, such as paths within themes or within segments.In either case, many di�erent traversal orders can beconsidered, the most important being:1. Central node paths of a particular length that includethe n nodes with the largest number of links to othernodes in a relationship map. The desired path lengthmay be stated as a percentage of the total number ofnodes appearing in a map. Normally, central node pathsare more or less comprehensive depending on path length,but they may not be coherent because there is no guar-antee that adjacent path nodes are in fact connectedand hence similar in subject matter.2. Depth-�rst paths are paths that start with an impor-tant node { for example, with a highly-connected cen-tral node { and then use the next most similar node ateach point. In a depth-�rst path, coherence is normally

{ Path Length 3 {{ Path Summary {78.p3 78.p5 78.p9 : S1|{ Paragraph 78.p3 |{Abortion, termination of pregnancy before the fetus is capa-ble of independent life. When the expulsion from the womboccurs after the fetus becomes viable (capable of independentlife), usually at the end of six months of pregnancy, it is tech-nically a premature birth.|{ Paragraph 78.p5 |{Abortion may be spontaneous or induced. Expelled fetusesweighing less than 0.45 kg (16 oz) or of less than 20 weeks'gestation are usually considered abortions.|{ Paragraph 78.p9 |{The most common symptom of threatened abortion is vaginalbleeding, with or without intermittent pain. About one-fourthof all pregnant women bleed at some time during early preg-nancy, however, and up to 75 percent of these women carrythe fetus for the full term. Treatment for threatened abor-tion usually consists of bed rest. Almost continuous bed restthroughout pregnancy is required in some cases of repeatedabortion, and vitamin and hormone therapy also may be given.In addition, surgical correction of uterine abnormalities may beindicated in certain cases of repeated abortion.
Table 4: Global Text Traversal (20% Global Path): En-
cyclopedia Article 78, Abortion: p3–5–9 segment-1.
Single Theme Article.assured because all pairs of adjacent nodes are prop-erly linked. However, depth-�rst paths are generallynot comprehensive because the subject matter coveredby the path is largely controlled by that of the initialpath node.Given the earlier text classi�cation, various kinds oftraversal strategies can be formulated: for homogeneous,single-theme articles, a global traversal strategy is bestused in increasing text order, speci�ed either as a cen-tral or a depth-�rst path. For multi-topic articles witha sequential topic structure, the relevant adjacent textsegments can be isolated, and a traversal path can thenbe used that operates within the relevant text segments.Finally for complex texts where the themes cover non-adjacent text pieces, a traversal path is de�ned withintext themes. Traversal within text themes is especiallyinteresting for large, comprehensive themes. A twentypercent traversal path is generally su�ciently long toinsure that the more important aspects of the subjectare actually covered.Consider, as an example, the 20 percent global texttraversal path for encyclopedia article 78 (Abortion)shown in Table 4. The segmentation map of Figure 9(a)contains 15 nodes. Hence, the 20 percent paths will in-clude 3 paragraphs. The extract shows that the mainaspects of the topic are indeed covered by the traversalpath; however, all the paragraphs included in the globalextract appear in segment 1 where the facts of abor-tion are discussed. An alternative traversal path, alsoconsisting of three paragraphs, is presented in Table 5.Here an additional requirement is added that some para-graph must be chosen from each segment. This leads



{ Total Path Length (over all segments) 3 {{ Path Summary {78.p5 78.p9 : S178.p21 : S2|{ 15% Bushy path in segment 1 (degree >= 14) |{|{ Paragraph 78.p5 |{Abortion may be spontaneous or induced. Expelled fetusesweighing less than 0.45 kg (16 oz) or of less than 20 weeks'gestation are usually considered abortions.|{ Paragraph 78.p9 |{The most common symptom of threatened abortion is vaginalbleeding, with or without intermittent pain. About one-fourthof all pregnant women bleed at some time during early preg-nancy, however, and up to 75 percent of these women carrythe fetus for the full term. Treatment for threatened abor-tion usually consists of bed rest. Almost continuous bed restthroughout pregnancy is required in some cases of repeatedabortion, and vitamin and hormone therapy also may be given.In addition, surgical correction of uterine abnormalities may beindicated in certain cases of repeated abortion.|{ 15% Bushy path in segment 2 (degree >= 12) |{|{ Paragraph 78.p21 |{Opponents of the 1973 Supreme Court ruling, arguing thata fetus is entitled as a "person" to constitutional protection,attacked the decision on a variety of fronts. State legislativebodies were lobbied for statutes narrowing the implications ofthe decision and circumscribing in several ways the mother'sability to obtain an abortion. A nationwide campaign wasinstituted to amend the Constitution to prohibit or severelyrestrict abortion. "Right-to-life" groups also engaged in grass-roots political activity designed to defeat abortion proponentsand elect abortion opponents. Abortion became, rather thansimply a legal and constitutional issue, one of the major po-litical and social controversies of the late 1970s and the '80s.Many state legislatures responded with a succession of statutesimposing additional procedural burdens on women who soughtabortions; federal court decisions holding these new statutesunconstitutional usually followed each legislative initiative.
Table 5: Equivalent Traversal Within Segments (15%
Path Within Every Segment): Encyclopedia Article 78,
Abortion: p5–9 segment-1, p21 segment 2. Single
Theme Article.to the addition of paragraph 21 from segment 2, deal-ing with certain legal aspects of the abortion problem.Such a requirement broadens the coverage of the traver-sal path, but may also introduce some lack of coherencein the �nal text traversal. In general, as the focus ofdiscourse changes from one segment to the next, a para-graph traversal path may never be totally smooth.Possible solutions consist in actually supplying sometransitionmaterial between di�erent segments taken fromthe available text material to provide a more uni�edtreatment for the text content. A summary of traversalpath properties appears in Table 6. As the Table indi-cates, within each segment, the depth-�rst path providesa maximum of coherence because pairs of adjacent para-graphs exhibit the required minimal similarity. Globalcentral paths, on the other hand, tend to be more com-prehensive than depth-�rst paths. This suggests thatwithin each segment, the traversal order be tailored todepth-�rst or global central traversal orders. Since theemphasis in the discourse may change between adjacentsegments, greater coherence will be obtained by supply-ing transition materials to introduce new material cov-

Importance of CoherenceInitial Comprehensive-Paragraph nessGlobal Usually starts Not coherentCentral with important because adjacentPath early paragraph paragraphs maybe unrelatedMay loseCentral important �rst Not coherentPath paragraph but moreWithin because of need comprehensiveSegments to include than globalmaterial from central pathother segments Not comprehen-sive but moreDepth- Starts with coherent thanFirst important �rst central paths,Path paragraph may bespecialized toimportantsubtopic
Table 6: Important Properties for Different Traversal
Pathsered by the added segments. This leads to the followingtext traversal prescription:1. maintain important �rst paragraphs from global centralpath;2. add other paragraphs in depth-�rst or global central or-ders within each text segment;3. supply more comprehensivenessby addingmaterials fromadditional segments (central paths within segments);4. supply more coherence by using transition materials in-troducing the topics covered by the various segments.Good transition paragraphs are normally those exhibit-ing high similarities with the initial signi�cant para-graphs in a segment. For the example of article 78(Abortion), the �rst signi�cant paragraph in segment2 is 78.p21 (see Table 5). A good transition paragraphis therefore an early paragraph of segment 2 that relateshighly with paragraph 21.For the example of document 78 (Abortion), it turnsout that paragraph 18 has much higher similarities withparagraph 21 than any other early paragraphs in seg-ment 2 of document 78 (similarity(78.p18, 78,p21) =0.4880). This suggests that paragraph 78.p18 be addedto the standard traversal order ahead of paragraph 78.p21.Table 7 shows a �nal text traversal order for the ex-ample of article 78 (Abortion), starting with paragraph3 (from the global central path), and continuing withparagraphs 7 and 9 (depth-�rst path in segment 1). This



|{ Paragraph 78.p3 |{Abortion, termination of pregnancy before the fetus is capa-ble of independent life. When the expulsion from the womboccurs after the fetus becomes viable (capable of independentlife), usually at the end of six months of pregnancy, it is tech-nically a premature birth.|{ Paragraph 78.p7 |{It is estimated that some 25 percent of all human pregnan-cies terminate spontaneously in abortion, with three out offour abortions occurring during the �rst three months of preg-nancy. Some women apparently have a tendency to abort, andrecurrent abortion decreases the probability of subsequent suc-cessful childbirth.|{ Paragraph 78.p9 |{The most common symptom of threatened abortion is vaginalbleeding, with or without intermittent pain. About one-fourthof all pregnant women bleed at some time during early preg-nancy, however, and up to 75 percent of these women carrythe fetus for the full term. Treatment for threatened abor-tion usually consists of bed rest. Almost continuous bed restthroughout pregnancy is required in some cases of repeatedabortion, and vitamin and hormone therapy also may be given.In addition, surgical correction of uterine abnormalities may beindicated in certain cases of repeated abortion.a) Paragraph 78.p3 from global central path.Paragraphs 78.p7, p9 from depth{�rst path insegment 1.|{ Paragraph 78.p18 |{In the U.S., legislation followed the world trend. Fourteenstates adopted the moderately restrictive type of abortion lawbetween 1967 and 1972. Alaska, Hawaii, New York, and Wash-ington legislated abortion on request with few restrictions. In1973, the United States Supreme Court declared unconstitu-tional all state statutes but the least restrictive type. Notingthat induced early abortions had become safer than childbirthand holding that the word person in the United States Con-stitution "does not include the unborn," the Court de�ned,within each of the three stages of pregnancy, the reciprocallimits of state power and individual freedom:b) Transition material to introduce section 2.|{ Paragraph 78.p21 |{Opponents of the 1973 Supreme Court ruling, arguing thata fetus is entitled as a "person" to constitutional protection,attacked the decision on a variety of fronts. State legislativebodies were lobbied for statutes narrowing the implications ofthe decision and circumscribing in several ways the mother'sability to obtain an abortion. A nationwide campaign wasinstituted to amend the Constitution to prohibit or severelyrestrict abortion. "Right-to-life" groups also engaged in grass-roots political activity designed to defeat abortion proponentsand elect abortion opponents. Abortion became, rather thansimply a legal and constitutional issue, one of the major po-litical and social controversies of the late 1970s and the '80s.Many state legislatures responded with a succession of statutesimposing additional procedural burdens on women who soughtabortions; federal court decisions holding these new statutesunconstitutional usually followed each legislative initiative.c) Paragraph 78.p21 from central path in segment 2.
Table 7: Final Modified Traversal Path for Article 78
(Abortion).

is followed by the transition material from paragraph 18introducing the 1973 \Roe vs. Wade" decision by theU.S. Supreme Court, and �nally ending with paragraph21 which is the representative from segment 2 in thepath within segments of Table 5.In standard selective text traversal, texts can be tra-versed entirely, or alternatively, it is possible to con-centrate on particular segments that may cover relevantsubject matter. The text summarization question canbe treated by methods similar to those used for texttraversal, except that more emphasis is placed on com-prehensiveness of the resulting extract. In general, a 20percent global path should be adequate for most pur-poses; alternatively, an equivalent path within segments,with extracts being concatenated in the normally text(or segment) order, should provide a comprehensive pic-ture. Finally, for large central themes, a global pathwithin such a theme may provide useful output.Summaries, consisting of selected paragraph excerpts,plus appropriate transition materials between segments,should give high performance for the vast bulk of sim-ply structured documents. However, even when the textstructure is complex, the experimental evidence suggeststhat useful, readable output is obtainable. Consider, forexample, the encyclopedia article 24411 (World War 1).Here, the various topics are intermeshed, covering vari-ously the Western Front (Belgium, France), the East-ern Front (Russia), and the Southern Front (Serbia,Turkey). In addition, auxiliary topics are covered byspecialized segments.The sample traversal order for segment 1 (beginning ofWorld War 1) is shown in Table 8. The signi�cant para-graphs consist of paragraphs 22, 32, and 36, preceded bythe transition paragraphs 3 and 21. As the example in-dicates, this excerpt provides a nearly perfect summaryof the situation at the beginning of the War.Segment 3 is a specialized segment, covering the activi-ties of U.S. PresidentWoodrowWilson prior to the entryof the United States in the war. The signi�cant para-graph in this case, is paragraph 55 preceded by the tran-sition material of paragraph 53. The complete summaryis once again well-constructed as shown in the sample ofTable 9.In conclusion, central node paths within segments ap-pear to o�er reasonable solutions to the text summa-rization problem. Greater coherence can be supplied byadding relevant transition materials at the beginning ofthe various segments. Ultimately, completely smoothand comprehensive summaries will be di�cult to buildby pure text extracting methods. However, from a prac-tical viewpoint, the text extraction system appears toprovide rapid text reading, and easily comprehensibletext extracts.



24411: World War I (107 Paragraphs), Segment 1 (24411.p3{24411.p39)Global central path in segment 1: p22, p32, p36Transition material between the initial paragraph of Segment 1 (24411.p3) and the initial paragraph of central path in Seg-ment 1 (24411.p22): 24411.p21. Sim(24411.p3, 24411.p21) = 0.2742, Sim(24411.p21, 24411.p22) = 0.2746|{ Paragraph 24411.p3 |{World War I, military conict, from 1914 to 1918, that began as a local European war between Austria-Hungary and Ser-bia on July 28, 1914; was transformed into a general European struggle by declaration of war against Russia on August1, 1914; and eventually became a global war involving 32 nations. Twenty-eight of these nations, known as the Allies andthe Associated Powers, and including Great Britain, France, Russia, Italy, and the United States, opposed the coalitionknown as the Central Powers, consisting of Germany, Austria-Hungary, Turkey, and Bulgaria. The immediate cause of thewar between Austria-Hungary and Serbia was the assassination on June 28, 1914, at Sarajevo in Bosnia (then part of theAustro-Hungarian Empire; now in Bosnia and Hercegovina), of Archduke Francis Ferdinand, heir-presumptive to the Austrianthrone, by Gavrilo Princip (1893-1918), a Serb nationalist. The fundamental causes of the conict, however, were rooteddeeply in the European history of the previous century, particularly in the political and economic policies that prevailed onthe Continent after 1871, the year that marked the emergence of Germany as a great world power.|{ Paragraph 24411.p21 |{On July 28 Austria declared war against Serbia, either because it felt Russia would not actually �ght for Serbia, or because itwas prepared to risk a general European conict in order to put an end to the Greater Serbia movement. Russia responded bypartially mobilizing against Austria. Germany warned Russia that continued mobilization would entail war with Germany,and it made Austria agree to discuss with Russia possible modi�cation of the ultimatum to Serbia. Germany insisted,however, that Russia immediately demobilize. Russia declined to do so, and on August 1 Germany declared war on Russia.a) Transition Material between Beginning of Segment and Initial Paragraph of Central Path.|{ 20% Bushy path in segment 1 (degree >= 18) |{|{ Paragraph 24411.p22 |{The French began to mobilize on the same day; on August 2 German troops traversed Luxembourg and on August 3 Ger-many declared war on France. On August 2 the German government informed the government of Belgium of its intentionto march on France through Belgium in order, as it claimed, to forestall an attack on Germany by French troops marchingthrough Belgium. The Belgian government refused to permit the passage of German troops and called on the signatoriesof the Treaty of 1839, which guaranteed the neutrality of Belgium in case of a conict in which Great Britain, France, andGermany were involved, to observe their guarantee. Great Britain, one of the signatories, on August 4 sent an ultimatumto Germany demanding that Belgian neutrality be respected; when Germany refused, Britain declared war on it the sameday. Italy remained neutral until May 23, 1915, when, to satisfy its claims against Austria, it broke with the Triple Allianceand declared war on Austria-Hungary. In September 1914 Allied unity was made stronger by the Pact of London, signedby France, Great Britain, and Russia. As the war progressed, other countries, including Turkey, Japan, the U.S., and othernations of the western hemisphere, were drawn into the conict. Japan, which had made an alliance with Great Britain in1902, declared war on Germany on August 23, 1914. The United States declared war on Germany on April 6, 1917.|{ Paragraph 24411.p32 |{On the eastern front, in accordance with the plans of the Allies, the Russians assumed the o�ensive at the very beginningof the war. In August 1914 two Russian armies advanced into East Prussia, and four Russian armies invaded the Austrianprovince of Galicia. In East Prussia a series of Russian victories against numerically inferior German forces had made theevacuation of that region by the Germans imminent, when a reinforced German army commanded by General Paul vonHindenburg decisively defeated the Russians in the Battle of Tannenberg, fought on August 26-30, 1914. The four Russianarmies invading Austria advanced steadily through Galicia; they took Przemysl and Bukovina, and by the end of March 1915were in a position to move into Hungary. In April, however, a combined German and Austrian army drove the Russians backfrom the Carpathians. In May the Austro-German armies began a great o�ensive in central Poland, and by September 1915had driven the Russians out of Poland, Lithuania, and Courland, and had also taken possession of all the frontier fortressesof Russia. To meet this o�ensive the Russians withdrew their forces from Galicia. The Russian lines, when the German drivehad ceased, lay behind the Dvina River between Riga and Dvinsk (Daugavpils), and then ran south to the Dnestr River.Although the Central Powers did not force a decision on the eastern front in 1914-15, the Russians lost so many men andsuch large quantities of supplies that they were subsequently unable to play any decisive role in the war. In addition to theBattle of Tannenberg, notable battles on this front during 1914-15 were the First Battle of the Masurian Lakes (September7-14, 1914), and the Second Battle of the Masurian Lakes (February 7-21, 1915), both German victories.|{ Paragraph 24411.p36 |{Turkey entered the war on October 29, 1914, when Turkish warships cooperated with German warships in a naval bombard-ment of Russian Black Sea ports; Russia formally declared war on Turkey on November 2, and Great Britain and Francefollowed suit on November 5. In December the Turks began an invasion of the Russian Caucasus region. The invasion wassuccessful at its inception, but by August 1915 the hold that Turkish forces had gained had been considerably reduced.Turkish pressure in the area, however, impelled the Russian government early in 1915 to demand a diversionary attack byGreat Britain on Turkey. In response, British naval forces under the command of General Sir Ian Hamilton bombarded theTurkish forts at the Dardanelles in February 1915, and between April and August, two landings of Allied troops took place onthe Gallipoli Peninsula, one of British, Australian, and French troops in April, and one of several additional British divisionsin August. The Allied purpose was to take the Dardanelles; however, strong resistance by Turkish troops and bad generalshipon the part of the Allied command resulted in complete failure. The Allied troops were withdrawn in December 1915 andJanuary 1916 ( see Gallipoli Campaign). b) Central Path in Segment 1.
Table 8: Text Summary for Segment 1 (24411 World War 1).



24411: World War I (107 Paragraphs)Segment 3: 3 paragraphs: 24411.51, p53, p55(Specialized Segment: President Woodrow Wilson).|{ Paragraph 24411.p53 |{In 1916 President Woodrow Wilson of the U.S., at that time aneutral nation, attempted to bring about negotiations betweenthe belligerent groups of powers that would in his own wordsbring "peace without victory." As a result of his e�orts, andparticularly of the conferences held in Europe during the yearby Wilson's con�dential adviser, Colonel Edward M. House,with leading European statesmen, some progress was at �rstapparently made toward bringing an end to the war. In Decem-ber the German government informed the U.S. that the CentralPowers were prepared to undertake peace negotiations. Whenthe U.S. informed the Allies, Great Britain rejected the Ger-man advances for two reasons: Germany had not laid downany speci�c terms for peace; and the military situation at thetime (Romania had just been conquered by the Central Pow-ers) was so favorable to the Central Powers that no acceptableterms could reasonably be expected from them. Wilson contin-ued his mediatory e�orts, calling on the belligerents to specifythe terms on which they would make peace. He �nally suc-ceeded in eliciting concrete terms from each group, but theyproved irreconcilable.a) Transition Material to Segment 3(Sim(24411.p53, 24411.p55) = 0.2956)|{ Paragraph 24411.p55 |{ Wilson still attempted to �ndsome basis of agreement between the two belligerent groups un-til a change in German war policy in January 1917 completelyaltered his point of view toward the war. In that month Ger-many announced that, beginning on February 1, it would re-sort to unrestricted submarine warfare against the shipping ofGreat Britain and all shipping to Great Britain. German mil-itary and civil experts had calculated that such warfare wouldbring about the defeat of Great Britain in six months. Be-cause the U.S. had already expressed its strong opposition tounrestricted submarine warfare, which, it claimed, violated itsrights as a neutral, and had even threatened to break relationswith Germany over the issue, Wilson dropped his peacemak-ing e�orts. On February 3, the U.S. broke diplomatic rela-tions with Germany and at Wilson's request a number of LatinAmerican nations, including Peru, Bolivia, and Brazil, also didso. On April 6 the United States declared war on Germany.b) Central Path in Segment 3
Table 9: Text Summary for Specialized Segment 3
(24411 World War 1).
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