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With the rapid development of we-media information dissemination, WeChat official accounts platform has become an im-
portant way for people to obtain health related knowledge. However, the platform information is redundant, miscellaneous, and
overloaded. In order to meet the increasingly accurate and efficient knowledge service needs of users, reorganizing and ag-
gregating document knowledge resources is effective. If we use the way of artificial recognition to filter information, it will
inevitably cause huge labor and time cost, and the effect is very little in front of massive articles. -is paper proposes a text
summarization method for the WeChat platform based on improved TextRank that takes into account both user demands and
sentence features during the summarization process. -e data source crawled from the SogouWeChat platform.-e results show
that the TextRank algorithm has obvious hints on the accuracy of text summarization extraction after fusing theWord2vec model.
-e improved TextRank method, integrating user demands and sentence features into the model, makes the results of text
summarization closer to the theme of the article and more able to meet the user demand. According to the complexity of the
algorithm, this method is not suitable for the automatic summarization of long or multiple documents.

1. Introduction

In the era of the mobile Internet, social media represented by
microblogs, WeChat, and short-form videos has become a
part of people’s lives. However, social media addiction can
lead to health problems such as burning eyes, headaches, and
sleep disorders [1, 2]. WeChat official accounts platform
remains China’s most iconic mobile application and has
quickly become the mainstream media for spreading health
knowledge. -e total number of articles published by public
health WeChat official accounts such as “Dingxiang Doc-
tor,” “Good Doctors,” “Family Doctors,” and “Hua Yi
Wang” can reach more than 5 million times per week. -e
research shows that the user knowledge demands of the
WeChat platform are high-quality integrated and rich in
knowledge resources, multifunctional beautiful interface,
and reliable system, as well as intelligent and personalized
service [3]. However, most of the titles of the current articles

on the platform are intended to attract attention, while a few
titles indicate the theme of the text. -ere will be a mis-
understanding to speculate the content by the title of the
text. -erefore, how to identify effective information from a
wide range of message push and improve reading efficiency
has become an urgent need for WeChat users. -e summary
is a brief and accurate description of the important content
of the literature. Without comments and supplementary
explanations, it can summarize the core ideas of the text
since theWeChat platform does not specify the format of the
information, and many texts do not have introductions or
summaries. -e automatic summarization of knowledge
resources on the WeChat platform can effectively solve the
contradiction between knowledge redundancy and the
limited reading ability of users and provide users with high
quality and integrated information [4].

At present, the research on health information of
WeChat official accounts platform mainly focuses on the
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influence of the WeChat platform on the rehabilitation of
certain diseases [5, 6], the sharing behavior of health in-
formation through WeChat [7], the promotion of WeChat
platform on health information education [8, 9], and
knowledge service improvement method based on label
aggregation [4]. Few studies on improving the information
service of the WeChat platform by automatic text sum-
marization. -is paper proposes a text summarization
method for the WeChat platform based on improved Tex-
tRank, which comprehensively considers user demands and
sentence features in the process of summarization. Intro-
ducing automatic summarization into the knowledge service
of the WeChat platform can effectively concentrate
knowledge content, improve user reading efficiency, im-
prove knowledge reuse efficiency of the platform, and
provide a better reading experience for health information
users of WeChat official accounts.

2. Related Work

2.1.WeChatOfficial Account Platform. WeChat is an instant
messaging service application launched by Tencent in 2011.
It has become an indispensable part of people’s commu-
nication, social, entertainment, and life. At present, the
number of active users has reached 1.2 billion. Tencent
launched its platform function on WeChat for the first time
in July 2012, which madeWeChat a public platform as a new
form of media penetrating into emotion, people’s livelihood,
finance, culture, science and technology, and other fields.
WeChat users can read, forward, praise, and comment on
the platform’s content. It has evolved into an important
channel for people to exchange and disseminate information
on a daily basis.

2.1.1. Forms of Knowledge Resources on theWeChat Platform.
-e forms of the WeChat platform supporting push mes-
sages include text, voice, pictures, recordings, graphic
messages, business cards, videos, and so on. A variety of
content forms can coexist in a group of messages. -ere are
few articles published by the WeChat public platform in the
form of single media, which are generally text-based graphic
messages. In some articles, background music or simulta-
neous reading pronunciation is inserted to make the content
more abundant.

2.1.2. Knowledge Types of Public Health WeChat Official
Accounts. According to the different professional depths of
knowledge, public health WeChat platform knowledge can
be divided into popular science knowledge, professional
popular science knowledge, professional frontier knowledge,
professional knowledge, and academic topic knowledge. -e
audience of popular science knowledge is themost extensive,
which plays a positive role in promoting knowledge pop-
ularization. -e audience of professional popular science
knowledge is also very wide. -e attention of ordinary users
to such knowledge varies according to the heat of the field,
and the professional popular science knowledge in health
and finance is paid more attention. -e knowledge of

professional frontiers, professional knowledge, and aca-
demic topics has certain requirements for the basic
knowledge of WeChat users, so the audience is relatively
small. -e audience is mainly graduate students, university
teachers, and scientific researchers.

2.1.3. Characteristics of Knowledge Resources on the WeChat
Platform. First of all, WeChat public account knowledge
resources present fragmentation characteristics suitable for
fragmentation reading. Due to the fast pace of life, frag-
mented reading has become the mainstream reading mode.
Knowledge types and communication forms on WeChat
official accounts are in line with the needs of modern people
and the development trend of the times.

Secondly, higher requirements are also put forward for
the quality of knowledge resources in refining, decomposing,
restructuring professional knowledge content, and deducing
it in a simple way. However, the current knowledge content
of the platform is mainly generated by WeChat official
accounts. -ere is a problem that the quality of knowledge is
not high, and there are evenmany false, which brings trouble
to users’ reading.

In addition, there is a lot of information redundancy in
the WeChat platform. -ere are a large number of WeChat
official accounts, but some lack originality. Hot topic articles
with similar content are frequently pushed by different
official accounts. A frequent push of similar articles is a waste
of information resources. At the same time, users’ efficient
fragmented reading time is constantly wasted on repetitive
articles. -erefore, how identifying effective information
from a wide range of message push and improve reading
efficiency has become an urgent demand for WeChat users.

2.2. Automatic Text Summarization. Because of the massive
amount of textual content that grows exponentially on the
Internet and the various archives of news articles, scientific
papers, legal documents, and so on. Automatic Text Sum-
marization (ATS) is becoming increasingly important.
Manual text summarization takes a lot of time, effort, and
money, and it becomes impractical when dealing with
massive amounts of textual content [10]. -is paper studies
the single text automatic summarization released byWeChat
official accounts platform. Extractive and abstractive sum-
marizations are the two types of automatic summarization.
Extractive summarization extracts the article’s original
sentences with high weight without modifying the sentences
and organizes the sentences in a certain order [11]. At the
same time, abstractive summarization is to organize and
generate new sentences after understanding the original text
to describe the theme and main information [12]. Given the
difficulties of language expression and information fusion,
abstractive summarization is more complex and difficult
than extractive summarization. More above, the extractive
method selects sentences from the original text, which has
low grammatical and syntactic error rate. -erefore, this
paper adopts the extraction summarization to summarize
the test of the WeChat platform.
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How to judge the importance of sentences is a key
problem to be solved in the extraction method [13]. In the
beginning, sentence weight calculation was based on word
frequency that themore frequent the words appear, the higher
the weight of the words is. Sentences with more high-fre-
quency words are more important. Sentence position,
headline, cue words, and other features were gradually in-
corporated into the calculation of sentence weight in further
research [14]. Salon proposed a method based on TFIDF,
which effectively identified high-frequency invalid words by
introducing an external background corpus and improved the
effect of summarization [15]. However, language is a complex
network [16], and the statistical-based methods cannot reflect
complex relations such as syntax, grammar, and semantics. In
view of this, an automatic summarization based on a graph
model was proposed. It took words, sentences, and the re-
lationships between them as nodes and edges to establish the
corresponding network of graph model, then identified im-
portant sentences. -e related algorithms include PageRank,
LexRank, and TextRank [17–19]. -e model, without any
other statistical characteristics of sentences, achieved good
results in the third place in the 15 comparison systems [19].
Due to the superiority of the graph model algorithm, it has
been widely used in automatic summarization.

2.3. Automatic Text Summarization Base on TextRank.
TextRank algorithm is a sort algorithm based on a graph
model and a common method of text mining. -e main idea
of automatic summarization is sorting, that is, calculating and
sorting the importance of sentences and extracting the sen-
tences with the highest sorting as the content of the document
summary. Similarly, the basic idea of automatic text sum-
marization based on TextRank is to divide the text into
sentences and establish a graphmodel.-e votingmechanism
is used to sort the sentences in the text according to their
weight, and the top-ranking sentences are selected as a result.
First, the text is preprocessed, and the word set of each
sentence is composed of nodes of the graph model. -e edge
weight of the graph model is then used to calculate the degree
of similarity between sentences. Construct a graph model and
iteratively calculate sentence node weight. -e iterative cal-
culation formulas as shown in the following formula:

WS Vi(  � (1 − d) + d 
(j,i)∈ε

Vj

∈ In Vi( 
wji

 vk ∈ Out Vj wjk

WS Vj ,

(1)

where WS(Vi) represents the weight of the sentence Vi, and
wij represents the similarity between sentences Vi and Vj,
the summation represents the contribution of each adjacent
sentence to the sentence. In(Vi) represents a set of all
sentence nodes pointing to node Vi, Out(Vi) represents a set
of sentence node Vj pointing to sentence nodes, d represents
a damping coefficient of 0.85. Finally, according to the
sentence weight values to extract important N sentences as
text summaries. -e process of automatic text summari-
zation based on TextRank is shown in Figure 1.

-e traditional TextRank method’s main flaw is that it
only considered the correlation between sentences and did
not integrate the important attribute of text sentence features.
When constructing the edge weight value of the text graph
model, the sentence similarity was calculated by calculating
the frequency of cooccurrence words between sentences,
which only considered the cooccurrence relationship between
words and ignored the semantic relationship. Based on the
existing research results, this paper improved the TextRank
method by introducing external background corpus and
sentence features. -e Word2Vec model was integrated into
the text vectorization expression, and the important sentence
features such as user requirements, sentence location, and title
similarity were considered in the algorithm. Automatic text
summarization of public health WeChat official accounts
used improved TextRank.

3. Automatic Text Summarization Based on
Improved TextRank

In this paper, the traditional TextRank algorithm was op-
timized. Firstly, the Word2Vec model was used for text
vectorization. Text title, content, and user demand were
vectorized, respectively. -e improved TextRank took sen-
tences as nodes and the similarity matrix of nodes as the edge
of the graph model. -e initial weight and edges of the graph
model were adjusted based on TextRank by calculating the
similarity between sentences, the similarity between sen-
tences and titles, the similarity between sentences and user
demands, and the location information of sentences. -en
iteratively compute the weight of nodes based on TextRank.
-e weights of nodes were sorted to form the final text
summary. -e process of single text summarization for the
WeChat official accounts platform is shown in Figure 2.

3.1. Sentence Vectorization Based on Word2vec. -e Tex-
tRank method takes the similarity between sentences as the
edge to establish a graph model, which calculates the
cooccurrence relationship between words in sentences.
However, the study found that computing semantic simi-
larity between sentences can get a better summary extraction
effect [20]. Semantic similarity calculation has long been a
challenge in natural language processing. Edit distance
calculation, Jaccard coefficient calculation, chord similarity
calculation, TFIDF calculation, and word vector average
calculation are currently the most commonly used sentence
similarity calculation methods. Semantic similarity between
sentences refers to the semantic similarity of sentences.
Sentences are composed of words or phrases according to a
certain grammatical structure. Each sentence is a whole, and

Pretreatment

Extracting Sorting Iterative 
Computation

Similarity 
Calculation Graph Model

Summar

Text

Figure 1: Automatic text summarization of WeChat based on
TextRank.
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its similarity is based on the similarity of words. In order to
calculate the semantic similarity of sentences, this paper
introduces the Word2vec word vector model for text
vectorization.

Mikolov proposed Word2vec [21] in 2013 as a model for
training word vectors, and it has since been widely used in a
variety of text mining tasks. It can effectively solve the high
dimensional problem of traditional word vector represen-
tation by mapping each word to a relatively low dimensional
vector space. -e Word2vec model has two training modes:
CBOW and Skip-Gram. -e CBOW model principle is to
predict the current word using context words, whereas the
Skip-Gram model predicts context words using current
words. WeChat platform knowledge resources are huge, and
abstract extraction in most cases for high-frequency words
in the text, so this paper selects the CBOW model for
training.

-e corpus is trained first, and then the word vector
representation of the corpus is obtained. Averaging the word
vector yields the sentence vector. To achieve better semantic
similarity results, it uses the similarity between sentences as
the edge weight of the graph. In addition, the use of a large
number of external background corpus in the training of
Word2vec model also helps to improve the effect of
summarization.

3.2. Sentence Features Calculation. When extracting sen-
tences to generate a summary, the TextRank algorithm only
considers the similarity between the sentences in the graph

nodes, disregarding all other factors. -e algorithm is im-
proved in this paper based on the writing habits of Chinese
text, and the characteristics of the position and title simi-
larity of the text where the sentence is located are fully
considered. Specific sentence features influence and quan-
titative methods are as follows.

3.2.1. Sentence Location and Quantization. Sentence posi-
tion refers to the sentence’s position in the text paragraph,
which has a significant impact on the importance of the
sentence, particularly the sentence at the end of the article
[22]. -e study has shown that the probability that the first
sentence of the paragraph was selected as a summary exceeds
85% and that the sentence at the end of the paragraph was
also selected as a summary accounts for nearly 70% [23].-e
first sentence or the first paragraph in the articles on the
WeChat platform is called the introduction, which requires a
high degree of summary of the content.-erefore, this paper
improved the initial weights of the first sentence and the last
sentence in the text.When the sentence is at the beginning or
end of the paragraph, the sentence weight correction for-
mula is shown in the following formula:

WS Vi0(  � WS Vi0 + e( , (2)

where WS(Vi) is the initial weight of the sentence, WS(Vi0)

represents the weight adjusted by the position feature re-
lationship, e ∈ (0, 1) represents the correction coefficient.

3.2.2. Similarity Calculation of Title and Sentence. For
Chinese writing habits, the title is often highly summarized
for the full text. -e sentence with high similarity to the title
has a greater possibility of becoming the final summary
sentence. As a result, the similarity between sentences and
the title in the text was calculated, and the initial weight of
sentence nodes in the graph model was modified. -e
similarity between the text title and the sentence is calcu-
lated. If the similarity is high, the initial weight of the
sentence would be modified. -e rules of modification are
shown in the following formula:

WS Vi0(  � WS Vi0(  + simT, 0.5< simT≤ 1,

WS Vi0(  � WS Vi0( , 0≤ simT≤ 0.5,
 (3)

where WS(Vi0) represents the weight adjusted by the sen-
tence location, simT represents the value of semantic sim-
ilarity between the title and the sentence, the threshold of
which is set to 0.5.

3.2.3. 8e Similarity Calculation of User Demand and
Sentence. -e knowledge service of the WeChat platform is
user-oriented, and the ultimate goal is to meet the needs of
users. Different user groups may have different information
contents and concerns for the same document. Based on
TextRank automatic summarization, the sentences are
extracted to form a summary ‘one thousand people one face’
without considering the user’s characteristics and person-
alized knowledge needs. In order to meet the needs of users,

Text of 
WeChat

Word Vector Model

Pretreatment

User demand, Title, Sentence Features 
and SentencesVectorization

Semantic Similarity 
Calculation

Sentence Weight Matrix 
Initialization

Graph Model

Iterative Computation

Sorting

Text summary

Wikipedia 
Corpus

Wor2vec Model Training

WeChat
Corpus

Figure 2: Automatic text summarization of WeChat based on
Improved TextRank.
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extracted sentences with high similarity to user requests as
summary sentences. It is considered that sentences with high
similarity to users’ needs can better express what users want
to know. -erefore, this paper calculates the similarity be-
tween each sentence in the text and the user requests and
then modifies the initial weight of the sentence node in the
graph model. -e calculation and modification rules of user
requests are similar to the title shown in (2).

4. Experimental Results and Analysis

4.1. Data Acquisition and Pretreatment. -e experimental
data in this paper are derived from the big data platform of
Qingbo Index, which provides big data mining, big data
analysis, and public opinion analysis services. We selected the
top 10 accounts articles in theWeChat official accounts “China
Health” list, including “DingXiangYiSheng,” “DingXiangLab,”
“bjcdcblog,” “huayiwang91,” “mengzhuariji,” “jtys1983,”
“WestChina_Hospital,” “srrsh199405,” “vom120,” and “Health
Care.” -e top 10 articles, within one month from May 5 to
June 5 in 2022, in each WeChat official account reading list
were collected, a total of 100 articles. Each document included
the title and text of the articles. Removed documents that were
too long, too short, or less knowledgeable, and finally selected
50 to form the experimental corpus.

Because the articles on theWeChat platform are network
documents, there are redundant and different media for-
mats, and the summary generally includes only text. Firstly,
pretreatment of the experimental corpus by removing
nontext class labels such as special characters, formulas,
pictures, tables, hyperlinks, etc. -en, using python’s Jieba
package for word segmentation and sentence segmentation,
the shortest text had 12 sentences, the longest text had 78
sentences, and the average length was 46 sentences. -e
content of the sentence number 0 was set as user requests,
the content of sentence number 1 was the title of the
document, and the sentence after number 2 was the rest of
text. At last, extracted sentences by 20% compression.

4.2. Performance Comparison. In order to verify the effec-
tiveness of the automatic text summarization method for
articles in public health WeChat official accounts proposed
in this paper, the summary results extracted by the Improved
TextRank, TextRank,Word2vec +TextRank, andMMRwere
compared and analyzed. Due to the small scale of an ex-
perimental corpus, the Edmundson method was used to
evaluate the effect of text summarization that calculated the
average coincidence rate P between automatic text sum-
marization and manual summarization, as shown in the
following formula:

P �


n
i�1 Si ∩Ri


/ Si


 

n
, (4)

where Si represents the summary sentence sets generated by
automatic summarization of text i, Ri represents the sum-
mary sentence sets generated by manual summarization of
text i, and n represents the total number of texts.

Taking the articles ‘After 17 times of nucleic acid neg-
ative diagnosis, experts responded: the problem may be. . .’
released by “huayiwang91” on June 2 as an example, as-
sumed user requirements was that ‘the reasons for multiple
nucleic acid negative but confirmed.’ Out of a total of 33
sentences, 6 sentences were extracted as a summary. Four
methods were used for summary extraction, and the results
were compared with the manual results. -e comparison
results are shown in Table 1 -e sentences in the shadow
section are consistent with the results of the artificial
summary.

Comparing the average value of P of four automatic
summarization methods when extracting 4, 6, 8, and 10
sentences, respectively, with experimental corpus, the results
were shown in Table 2.

4.3. Discussion and Analysis. According to the data in Ta-
ble 1, the coincidence rate of the Improved TextRank
method reached 4/6, which was much better than that of the
method based on TextRank (1/6). Although, compared with
the methods based on MMR and word2vec + TextRank, the
advantage of coincidence rates of Improved TextRank was
not obvious.

-rough the data analysis in Table 2, the average co-
incidence rate in terms of P of the summary extracted by the
automatic text summarization based on Improved TextRank
in this paper increased as the number of extracted sentences
increased. When the number of sentences reached 10, the
accuracy decreased, indicating that the method is more
suitable for short text summarization extraction. -e au-
tomatic text summarization based on Improved TextRank
and word2vec +TextRank, whose average coincidence rate P

reached 60% or less, outperformed the other two methods. It
demonstrates that incorporating the Word2vec word vector
model significantly improved extraction accuracy. However,
by comparing summaries of Improved TextRank and
word2vec +TextRank, it is found that after fusing user de-
mands and sentence features, the summaries can semanti-
cally better express the theme of the article. At the same time,
considering the users’ request in the method, summaries
could better match users demands, which enable summary
extraction to meet user-oriented personalized demands.

-e experimental results showed that the automatic text
summarization based on the Improved TextRank,

Table 2: Comparison of four automatic summarization methods.

Quantity P method Improved TextRank TextRank Word2vec +TextRank MMR
4 0.400 0.310 0.455 0.435
6 0.590 0.343 0.506 0.483
8 0.657 0.390 0.630 0.527
10 0.610 0.358 0.604 0.546
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considering the factors of user requirements, titles, and the
sentence features during the extraction process, the read-
ability, accuracy, and quality of the summary were
improved.

5. Conclusion

WeChat official accounts platform provides public health
information for more and more users. Users also put
forward higher requirements for information services.
Improving the information dissemination efficiency of the
WeChat platform is of great significance to health
knowledge dissemination. As an important form of
knowledge integration organization, automatic summari-
zation technology can help users quickly understand the
content of the article in a short time. In the age of big data,
it can effectively solve the problem of knowledge overload
in WeChat official accounts and reorganize knowledge
resources for the innovative knowledge service mode of the
WeChat platform. -is will meet the increasingly precise
and intelligent service demands of users. Based on the
TextRank, this paper attempted to train the Word2vec
model by introducing external background corpus and
deeply excavating the relationship between sentences.
When initializing the graph model, multiple sentence
features such as sentence position, title similarity, and user
demand similarity were considered. -e feasibility and
effectiveness of the automatic summarization method
proposed in this paper were validated through the col-
lection of ten WeChat official accounts for experimental
research. -e experimental results showed that the intro-
duction of the Word2vec model can improve the accuracy
of summary extraction as a whole; considering sentence
features can make the extracted summary better to meet
user demands. Based on the summary of text on the
WeChat platform, the knowledge integration service model
is proposed to meet the service needs of users to obtain
integrated and personalized knowledge efficiently and
conveniently.

In the choice of sentence features, this paper focused on
the factors such as sentence location, title similarity, and user
needs. In fact, it can also integrate the factors such as
sentence length and general tagging words to further op-
timize the algorithm. -e automatic summarization method
proposed in this paper is appropriate for WeChat platform
text and text of similar length. Since the number of sentences
is too large and the training word vector model is too
complex, for automatic summarization of multidocuments,
text vectorization of sentences and paragraphs can be
considered, such as the Doc2Vec model.
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