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ABSTRACT

Current search engines use several criteria or heuristics to
rank HTML documents. HTML ranking heuristics need to
be combined into a ranking function that given a text query
returns a ranked list of HTML documents. The standard ap-
proach is to build a weighted average by manually estimating
the importance of every heuristic and assigning a weight pro-
portional to the estimated importance. In the current paper
we apply an automatic method for combining HTML rank-
ing heuristics. Using recall/precision evaluations we study
the performance of the automatic method and using collec-
tions of HTML documents with different characteristics we
show that the automatic method finds weights tailored to
specific characteristics of each document collection.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Search process; 1.7.2 [Document and
Text Processing]: Document Preparation—Markup lan-
guages

General Terms
Performance, Design, Experimentation

Keywords
HTML, WWW, HTML ranking, HTML ranking heuristics,
automatic combination HTML ranking heuristics, Informa-
tion Retrieval

1. INTRODUCTION

An HTML ranking heuristic is a function that given a query
returns a list of HTML documents ranked according to a
specific characteristic of these documents. Several heuristics
can be used to improve the ranking of HTML documents.
The link structure can be used to select relevant pages [9, 8],
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words in <META> fields could be treated as content descrip-
tors [3], words in the first lines of HTML documents could
be considered more important than words in the rest of the
document [12].

HTML ranking heuristics need to be combined into a rank-
ing function that given a text query returns a ranked list
of HTML documents. The standard approach is to build
a weighted average, to manually estimate the importance
of every heuristic and to assign to each heuristic a weight
proportional to the estimated importance.

Manually assigning weights to heuristics is a difficult and
time consuming task. Moreover, an intuitively correct choice
of weights could lead to a ranking function that performs
worse than a non-weighted ranking function.

In the current work we applied the automatic method for
combining multiple retrieval systems described in [1] to the
problem of automatically combining HTML ranking heuris-
tics. The heuristics are combined in a weighted average and
an automatic method is used to infer the optimal weights
from training data.

Recall/precision evaluations are used to show that manually
weighting a multi-heuristic ranking function with intuitively
correct weights can lead to a performance degradation re-
spect to a non-weighted (all weights equally set to 1.0) multi-
heuristic ranking function. We also use recall /precision eval-
uations to show that an automatically weighted outperforms
a non-weighted multi-heuristic ranking function.

Collections of HTML documents with different characteris-
tics are used to show that the algorithm finds weights tai-
lored to specific characteristics of each collection. The algo-
rithm is learning the weights from the document collection.

Section 2 presents related work. Section 3 describes the
algorithm used to find the weights for combining the heuris-
tics. Section 4 depicts the results of the experiments and
Section 5 shows a problem in the algorithm used to find the
weights.

The main contributions of the current paper are the ap-
plication of the automatic method for combining multiple
retrieval systems described in [1] to the problem of automat-
ically combining HTML ranking heuristics, the evaluation of
the method with web data and the detection of a flaw in the
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algorithm which motivated its modification, currently being
developed.

2. RELATED WORK

In [2] a strategy to automatically combine HTML ranking
heuristics is described. The HTML ranking heuristics are
combined in a weighted sum and a genetic algorithm is used
to find the weights. The weights are constrained to be inte-
gers in the range [1..15].

The current work differs from that in [2] in that we use a
numerical optimization strategy to find the real weights. By
using real weights instead of integers in the range [1..15] we
can explore a wider range of possibilities for combining the
heuristics.

3. AUTOMATICALLY COMBININGHTML
RANKING HEURISTICS

This section briefly describes the automatic method used to
find the weights of multi-heuristic ranking functions. For a
detailed description refer to [1].

Ry is the multi-heuristic ranking function which is to be op-
timized. Rg(q,d) provides the single relevance estimate of
document d for query ¢ using weights 6 = (01,62,...,6»).
Large values of Rg(q,d) imply that the multi-heuristic rank-
ing function estimates that d is likely relevant to the query
q; small values imply that d is less relevant.

The goal is to find values of 6 such that Rs best ranks the
documents for a set of queries. The notion of “best rank-
ing” is with respect to a user specified ordering over the
documents for each query. Ry has successfully ranked the
documents for query ¢ when the ordering implied by the val-
ues of Rg correspond to the ordering specified by the user.

The user specified ordering is formalized by the binary re-
lation >, defined by Wong and Yao [13]. For documents
d and d' from the collection of documents D: d >, d' «
the user prefers d to d’.

Ry has successfully ranked the documents for query g when
the ordering implied by the values of Ry corresponds to the
partial ordering >,. The optimization method heuristically
searches the space of parameters seeking 6 such that for
each pair of documents d and d’ belonging to the document
collection D: Ry(g,d) > Ro(g,d’) whenever d >4 d'.

We optimize a criterion which measures how well the or-
dering implied by Ry corresponds to the relation >,. The
criterion is derived from Guttman’s Point Alienation mea-
sure [5], a statistical estimate of the rank correlation between
two variables. The criterion is defined in Eq. 1 where d, d’
are documents from the collection D, g is a query from the
collection () and 6 is the set of weights.

_ —_1 Ed>qd' Ry(q,d) — Ro(q, d’)
|Q| 7€Q Ed>qd’ |}3‘9 (qa d) - Re(q: d’)|

J(Ry) (1)

The criterion J is an average, over the queries in @, of the
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rank match between >4 and Ry for the documents in D.
Note that when Ry perfectly orders the documents with
respect to >4, the numerator and denominator of Eq. 1
are equivalent, since the sum of the differences Ry(q,d) —
Ry(q,d') is equivalent to the sum of the absolute value of
differences. In this case, the ratio is 1.0 and the criterion
takes on its minimum value -1.0. When Ry is completely
disordered, the numerator is the negative of the denomina-
tor, the ratio is -1.0, and the criterion is maximized at 1.0.
The goal is to minimize the criterion. Figure 1 provides a
small example of the evaluation of criterion.

3.1 Numerical Optimization Method

Since J(Rp) is mostly differentiable with respect to 8, any
number of standard numerical optimization methods which
make use of the gradient can be used [11]. In the current
work we used the Polak-Ribiere implementation of the con-
jugate gradient method.

Though it is mostly differentiable, J(Rg) has critical points
with zero derivative. One such critical point occurs when
Ry assigns the same ranking value for all d € D. This is
an extreme condition and is very infrequent. A more preva-
lent critical point occurs when Rg(q,d) = Ra(q,d’), as the
derivative of |z| at £ = 0 is required. In this case, we de-
fine d|z|/dx = —1.0 for z = 0; this has the effect of forcing
Ry(q,d) to be strictly greater than Rg(q,d’) when d >, d'.

4. EXPERIMENTS

The servlets’ based interface to the multi-heuristic ranking
system used in the current experiments can be reached at [7].

4.1 Implemented HTML Ranking Heuristics
The implemented heuristics use the indexed format of HTML
documents. The indexing process creates inverted indexes
containing word occurrences in the different fields of the
HTML documents and creates a connectivity graph repre-
senting the hypertext link connectivity between the HTML
documents (Fig. 2).

A stop list is used to remove common words that have not
discriminant power. The stop list contains common words
in standard documents (e.g. A, HE or THE) as well as
common words in HTML documents (HOMEPAGE, WEB
or WWW).

A stemming algorithm is used to reduce words to stems [10].
Finally the stems are stored in inverted indexes [4].

4.1.1 Implemented Field Heuristics

Field heuristics rank HTML documents according to the
similarity of the query and the text in a specific field of
HTML documents. Different similarity measures have been
used to evaluate the similarity between queries and text. In
the current experiments we use a normalized inner product
with IDF studied in [6].

We implemented a Title heuristic that uses the text inside
the <TITLE> field of HTML documents, a Top Text heuristic
that uses the first 200 words of HTML documents, a High-
lighted Text heuristic that uses the text inside H1 and H2

http://java.sun.com/products/servlet



{d1,d2} >4, {ds}

Query | Document | H1 | H»
q1 di 0.7 | 0.5
q1 do 0.8 | 0.6
q1 ds 09 1.0
0.701+0.50y _ 0.961+1.005 | 0.801+0.60 _ 0.96141.00
J(Rg) — _ 91162 01162 01+62 01+62
0.70140.562 _ 0.96;+1.062 + 0.80140.662 _ 0.961+1.062
61+02 61+602 01402 61402

Figure 1: Example of the evaluation of the J criterion for one query, Q={q:} and 3 documents, D={d;,d2,ds}.
The user prefers document d; and d; to document d3 for query g;. The ranking function is configured with
two heuristics, H; and Hy, whose rankings are shown in the third and fourth columns of the table.

fields and inside hypertext links? and an All Tezt heuristic
that uses all the text in HTML documents.

4.1.2 Implemented Links Heuristics

The links heuristics use a graph, created during the indexing
phase, representing the link connectivity between indexed
documents (Fig. 2)

To compute the similarity of a document d to a query ¢ the
Out Links (In Links) heuristic gets from the links connec-
tivity graph all the documents pointed by (that point to)
document d and returns the average value of the All Text
heuristic for query g and each of these documents (Fig. 2).

4.1.3 Multi-Heuristic Ranking Function

In the following experiments we evaluated the performance
of the multi-heuristic ranking function illustrated in Fig. 3.
The evaluated ranking function returns a single relevance
estimate of document d for query ¢ using weights 6 =(61,
..., 07). It combines in a weighted average the heuristics
described in Section 4.1.1 and Section 4.1.2.

4.2 Experiment Design

The following experiments are designed to evaluate the ben-
efits of using the automatic mechanism for finding weights
of multi-heuristic ranking functions.

Experiment 1 (Sec. 4.4) compares the recall/precision per-
formance of a ranking function using intuitively correct,
manually selected weights with a ranking function using no
weighting (all weights equally set to 1.0). The experiment
shows that care should be taken when selecting weights for
multi-heuristic ranking functions.

Experiment 2 (Sec. 4.5) compares the recall/precision per-
formance of a multi-heuristic ranking function using auto-
matically selected weights with a multi-heuristic ranking
function using no weighting. It presents evidence showing
that automatically selected weights can improve the perfor-
mance of multi-heuristic ranking functions.

2In HTML hypertext links are encoded in anchor tags of the
form < a... > text < /a >. The Highlighted Text Heuristic
uses the text between the < a... > and < /a > tags
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We wanted to find whether the automatic algorithm selects
weights tailored to particular characteristics of the training
corpus. For example, if documents in a given corpus are
densely linked to related documents, then we would expect
that the automatic mechanism will assign high weights to
link heuristics.

Experiment 3 (Sec. 4.6) compares the weights found for doc-
uments from Encyclopaedia Britannica (Sec. 4.3.1) with the
weights found for documents in the training set of the corpus
Single Root Category from Yahoo (Sec. 4.3.2). Experiment 4
(Sec. 4.7) compares the weights found for documents in the
training set of the corpus Single Root Category from Yahoo
(Sec. 4.3.2) with the weights found for documents in the
corpus Multiple Root Categories from Yahoo (Sec. 4.3.3).

Due to limitations in our software architecture we could not
manage large document collection and we had to limit our
evaluations to small data sets. These limitations narrow the
validity of our results that should only be interpreted as
initial evidence.

4.3 Document Collections

To evaluate the method for automatically finding weights we
used three collections of HTML documents. One collection
contained documents from Encyclopaedia Britannica® and
two collections contained documents from Yahoo?.

Documents in these collections have been manually grouped
into categories. For each category we constructed text queries
and for each query we set the documents of the category as
relevant to the query.

The automatic method for finding weights (Sec. 3) uses a
document preference relation >, where d >, d’ whenever
document d is preferred to document d’ for query q. For the
current document collections we established d >, d’ when-
ever d belongs to the category for which ¢ was constructed
and d’ belongs to a different category.

4.3.1 Encyclopaedia Britannica

3http://www.britannica.com
*http://www.yahoo.com
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AllText(q,d1) + AllText(q,d2) + AllText(q,ds3)

InLinks(q,ds) =

3

AllText(q,ds) + AllText(q, ds)

OutLinks(q,ds) =

2

Figure 2: Connectivity graph, In Links heuristic and Out Links heuristic.
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Figure 3: Multi-heuristic ranking function used in the current experiments.

The corpus from Encyclopaedia Britannica contains 183 doc-
uments grouped into 8 categories.

Every document contains a table of contents with hypertext
links to related documents in the same category. Thus, in
the corpus from Encyclopaedia Britannica, the link heuristic
should receive a large weight in the ranking function.

Documents in Encyclopaedia Britannica contain a large a-
mount of text. They usually start with an introduction to a
topic, it follows a development and they conclude with links
to related articles. This represents a significant difference
respect to standard web documents that usually contain a
small amount of text and summarize their content in the
initial paragraphs.

4.3.2 Single Root Category from Yahoo
To build the corpus Single Root Category from Yahoo we
automatically downloaded 318 documents from 29 sub-cat-
egories under Science :: Computer_Science.

For each sub-category we created a text query by extract-
ing keywords from the sub-category title; the documents of
the sub-category and the sub-categories contained within
it were set as relevant to the query (e.g. for the cate-
gory Science :: Computer_Science :: Algorithms we cre-
ated a query Algorithms and we set the documents from
the category Science :: Computer_Science :: Algorithms
and from Science :: Computer_Science : Algorithms ::
Genetic_Algorithms as relevant to the query).

The corpus was further partitioned into a training and an
evaluation subset. The training subset contained 141 doc-
uments and 12 queries and the evaluation subset contained
177 documents and 15 queries.

4.3.3 Multiple Root Categories from Yahoo

The corpus Multiple Root Categories from Yahoo contains
387 documents grouped into 8 categories. For each category
we created a text query by extracting keywords from the
category title and setting the documents of the category as
relevant to the query.

Documents in the previous corpus belong to the computer
science domain, cover similar topics and share a common
jargon whereas documents in the current corpus belong to
different topic areas, cover different topics and use different
vocabulary.

4.4 Experiment 1: Manual Weights

Using the documents in the evaluation subset of the corpus
Single Root Category from Yahoo (Sec. 4.3.2) we compared
the recall/precision performance of the multi-heuristic rank-
ing function illustrated in Fig. 3 using manually selected
weights versus using no weighting (all weights equally set to
1.0).

For the manually selected weights we set the highest weight
(5.0) to the Title heuristic because words in the title of
HTML documents tend to be good content descriptors. Au-
thors of web pages frequently use relevant keywords in the
meta field so we assigned the next higher weight (4.0) to
the Meta heuristic. We selected a higher weight for the Ti-
tle heuristic because in HTML documents the title field is
used more frequently than the meta field and because the
meta field sometimes contains general keywords not related
to the topic of the document to improve the retrieval of the
document by search engines (web spamming).

H1 or H2 fields or the text in hypertext links contain high-
lighted words that are usually representative of the content
of the document. We assigned the next weight (3.0) to
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Figure 4: Recall/Precision comparison between
a manually weighted and a non-weighted multi-
heuristic ranking function.

the Highlighted Text heuristic. We ranked the Highlighted
Text heuristic lower than the previous two heuristics because
HTML documents frequently contain links not directly re-
lated to the topic of the document, advertisement links for
example, and keywords extracted from these links will be
bad content descriptors.

We set a weight of 1.0 for the other 4 heuristics (All Text,
Top Text, In Links, Out Links).

The results of the recall/precision comparison are illustrated
in Fig. 4.

Discussion: For almost every recall value the precision of
the manually weighted ranking function is worse than that
of the non-weighted counterpart. This experiment shows
that care must be taken when weighting ranking heuristics
because a weighting based on intuition could lead to a per-
formance degradation respect to the use of no weighting.

45 Experiment 2: Automatic Weights

We used documents in the training subset of the corpus Sin-
gle Root Category from Yahoo (Sec. 4.3.2) to automatically
find the weights of the multi-heuristic ranking function il-
lustrated in Fig. 3. The selected weights are shown in the
third column of Table 1.

Using the documents in the evaluation subset of the corpus
Single Root Category from Yahoo (Sec. 4.3.2) we compared
the recall/precision performance of the ranking function us-
ing automatically found weights with a ranking function us-
ing no weighting. Fig. 5 shows the results of the evaluation.

Discussion: For low recall values the automatic weights
perform better than the uniform weights. Search engine
users usually look only at the top 20 ranked documents.
These documents correspond to the low recall section of the
recall /precision curve. Therefore the automatic weights im-
prove the precision for documents commonly examined by
search engine users.

The documents and queries used to find the weights are
different from the documents and queries used in the re-
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Figure 5: Recall/Precision comparison between an
automatically weighted and a non-weighted multi-
heuristic ranking function.

Heuristic EB Yahoo
Single | Mult
Title 0.202 | 0.242 | 0.376
Meta 0 0.096 | 0.334
Top Text 0.133 1 0.985
Highlighted Text 0 0 0
All Text 0.255 | 0.435 1
In Links 0.554 | 0.024 0
Out Links 1 0.043 0

Table 1: Automatically found weights for different
document collections. Column 1 shows the name
of the heuristic and columns 2, 3 and 4 show the
weights for Encyclopaedia Britannica (Sec. 4.3.1),
Yahoo Single Root Category (Sec. 4.3.2) and Yahoo
Multiple Root Categories (Sec. 4.3.3) respectively.

call/precision evaluation. Therefore, the results from Fig. 5
indicate that the automatic method is able to select weights
that result in performance improvements for queries not con-
sidered during the training session. This characteristic of
the automatic method to generalize to new queries and doc-
uments is what makes the automatically weighted ranking
function of greater value than the non-weighted counterpart.

4.6 Experiment 3: Encyclopaedia Britannica

versus Yahoo

We used the documents from Encyclopaedia Britannica (Sec.
4.3.1) and from the training set of the corpus Single Root
Category from Yahoo (Sec. 4.3.2) to find the weights of the
multi-heuristic ranking function illustrated in Fig. 3. The
weights found for documents from Encyclopaedia Britannica
and for documents from Yahoo are shown in the second and
third columns of Table 1 respectively.

Discussion: For documents from Encyclopaedia Britannica
the links heuristics, Out Links and In Links, received the
highest weights, whereas for documents from Yahoo they
received low weights. As noted in Sec. 4.3.1, documents
from Encyclopaedia Britannica contain a table of contents
with hypertext links to related documents in the same cat-



egory. This means that links heuristics, by considering the
content of linked documents, will return valuable informa-
tion for the ranking process and, thus, they should receive
large weights. On the other side, documents from Yahoo
are poorly linked to other documents inside Yahoo so the
link heuristics, that only considers links to other documents
inside the same corpus, will be of less help for the ranking
process.

As we mentioned in Section 4.3.1, documents from Ency-
clopaedia Britannica are structured in the same way as their
equivalent in the paper version of the encyclopedia; they
usually start with an introduction to a topic, it follows a de-
velopment and they conclude with links to related articles.
This represents an important difference compared to stan-
dard web documents that usually summarize their content
in the initial paragraphs. This difference is reflected in the
weights found by the automatic method. For documents
from Yahoo, where text in the initial paragraphs summa-
rize the content of the document, the Top Text heuristic
received the highest weighting, whereas for documents from
Encyclopaedia Britannica, where the initial paragraphs usu-
ally contain introductory material, the Top Text received a
low weight.

Documents from Encyclopaedia Britannica do not contain
meta fields; thus, the automatic method assigned a zero
weight to the Meta heuristic.

The zero weight of the Highlighted Text heuristic in both
corpora represents a problem of the automatic method that
will be discussed in Section 5.

4.7 Experiment4: SingleversusM ultipleRoot
Categoriesfrom Yahoo

We used the documents from the training set of the corpus
Single Root Category from Yahoo (Sec. 4.3.2) and from the
corpus of Multiple Root Categories from Yahoo (Sec. 4.3.3)
to find the weights of the multi-heuristic ranking function
illustrated in Fig. 3. The weights found for the corpora Sin-
gle Root Category and Multiple Root Categories are shown
in columns 3 and 4 of table Table 1.

Discussion: When documents cover different topics the
meta and title fields of an HTML document are better con-
tent discriminators than when documents cover related top-
ics. Accordingly, the automatic method assigned a higher
weight to the Meta and to the Title heuristics for the corpus
Multiple Root Categories from Yahoo than for the corpus
Single Root Category from Yahoo .

As noted in Sec. 4.3.3 documents from the corpus Single
Root Category from Yahoo share a common jargon whereas
documents in the corpus Multiple Root Categories from Ya-
hoo use different vocabulary. Therefore the plain text should
be a better content discriminator in the corpus Multiple
Root Categories from Yahoo than in the corpus Single Root
Category from Yahoo. This feature has been captured by
the automatic method that assigned a higher weight to the
All Text heuristic in the corpus Multiple Root Categories
from Yahoo than in the corpus Single Root Category from
Yahoo.
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Yahoo does not include two documents from the same site in
a single category; thus, categories from Yahoo will contain
documents from different sites. Considering that the major-
ity of the hypertext links are internal links, links between
pages of the same site, it is reasonable to expect that docu-
ments in a single category of Yahoo will be poorly linked to
other documents in the same category. Thus, the majority of
the links from a document in Yahoo to another document in
Yahoo will occur between documents in different categories.

Categories in the corpus Multiple Root Categories from Ya-
hoo cover different topics. Thus, it is unlikely that a doc-
ument in one category will link to a document in another
category. On the other side, categories in the corpus Sin-
gle Root Category from Yahoo cover related topics and it
is probable that a document from one category will link to
a document in another category. Therefore, documents in
the corpus Single Root Category from Yahoo contain more
links to other documents in the same corpus than in the
corpus Multiple Root Categories from Yahoo. This feature
is reflected in columns 3 and 4 of Table 1 where the weights
assigned to the links heuristics are greater for the corpus Sin-
gle Root Category from Yahoo than for the corpus Multiple
Root Categories from Yahoo.

Again, the zero weight of the Highlighted Text heuristic in
both corpora represents a problem of the automatic method
that will be discussed in Section 5.

5. PROBLEMS WITH THE ALGORITHM
FOR FINDING WEIGHTS

The algorithm for finding weights of multi-heuristic ranking
functions (Sec. 3) optimizes the ability of the ranking func-
tion to match the document preference relation >,. This is
a precision concept. The algorithm is optimizing the preci-
sion of the ranking function respect to the document prefer-
ence relation. Recall is another important characteristic of
ranking functions that is not being considered by the opti-
mization algorithm.

To appreciate the consequences of optimizing precision with-
out considering recall consider a collection of 100 documents
and 1 query where 50 documents are relevant to the query.
Assume two ranking heuristics, H1 and H2. HI returns 1
relevant document in response to the query and H2 returns
51 documents where documents ranked 1 through 49 are
relevant to the query, document ranked 50 is irrelevant and
document ranked 51 is relevant. At a maximum coordi-
nation level H1 achieves maximum precision 1.0 and low
recall 1/50 and H2 achieves almost perfect precision 50/51
and maximum recall 1.0. Therefore, H2 that optimizes both
precision and recall performs better than H1 that optimizes
precision while achieving low recall.

H1 by ranking relevant documents higher than non-relevant
ones perfectly matches the document preference relation >,
while H2 that ranks a non relevant document before a rele-
vant one does not perfectly match >,. Thus, the ability of
the ranking function to match the document preference re-
lation will be optimized when H2 is not used in the ranking
function. The optimization algorithm by only considering
the precision of the ranking function is discarding the bet-
ter heuristic.



This problem can be solved by combining in the optimiza-
tion criterion a measure of the precision of the ranking func-
tion with a measure of its recall. We are currently developing
an optimization criterion with these characteristics.

In the described experiments (Sec. 4) the Highlighted Text
heuristic received a zero weight because it was the less pre-
cise of all the heuristics and, thus, the automatic method
minimized its weight.

6. SUMMARY

An automatic method for combining retrieval systems [1]
was applied to the problem of combining ranking heuristics
into multi-heuristic ranking functions for HTML documents.
The method was used to find the weights for multi-heuristic
ranking functions structured as a weighted average of rank-
ing heuristics. Experiments using Web data were developed
to evaluate the performance of the automatic method.

We manually constructed an intuitively correct set of weights
for a multi-heuristic ranking function. We compared the re-
call/precision performance of an intuitively weighted versus
a non-weighted multi-heuristic ranking function. The in-
tuitively weighted function performed worse than the non-
weighted counterpart showing that care must be taken when
combining HTML ranking heuristics.

Using recall/precision evaluations we showed that an au-
tomatically weighted multi-heuristic ranking function per-
forms better than a non-weighted multi-heuristic ranking
function.

Collections of HTML documents with different character-
istics were used to find the weights for the multi-heuristic
ranking function. We showed that for each document col-
lection the selected weights were tailored to particular char-
acteristics of each collection.

A problem in the algorithm used to find the weights was
detected and a solution is currently being developed.
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