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Abstract

Shared Backup Path Protection (SBPP) has been widely studied in the Generalized
Multi-Protocol Label Switching (GMPLS) networks due to its efficient spare capacity
sharing and flexibility in service provisioning. This thesis presents two policy-based
models for evaluating the end-to-end (E2E) availability of an SBPP connection by as-
suming that no more than two simultaneous failures could possibly occur in the network.
To minimize the redundancy while meeting the E2E availability requirement, a new pa-
rameter is defined for each connection, called protection level, which creates a framework
of partial restoration from any unexpected failure. Based on the proposed availability
model, two novel policy-based Linear Programming (LP) formulations are introduced -
called failure-dependent and failure-independent policies, which aim to reconfigure the
spare capacity allocation for dynamic provisioning of SBPP connections.

Extensive simulations are conducted to validate the proposed availability model and
demonstrate the effectiveness of the spare capacity reconfiguration architecture. The
proposed availability-aware spare capacity reconfiguration (SCR) approaches are then

implemented on top of a well known survivable routing scheme - Successive Survivable

ii



Routing (SSR), where the spare capacity saving ratio is taken as the performance mea-
sure. We show that the proposed SCR framework is an effective approach for achieving

the GMPLS-based recovery in packet-switched networks.
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Chapter 1

Introduction

1.1 Background

The steady growth in the Internet on mission-critical business services and connection-
oriented real-time multimedia applications such as Voice over IP (VoIP) and video
streaming has addressed stringent demands for guaranteed service continuity and Quality
of Service (QoS) in the backbone networks. Current IP backbone networks are moving
toward a two-layer structure, where the top layer carries different communication services
based on MPLS bandwidth provisioning, while the lower layer is formed by an optical
transport network built with point-to-point wavelength-division multiplexing (WDM)
transmission system and optical switching facilities. With such network architecture, a
short period of interruption due to network hardware failures can disrupt thousands of

connections and cause the loss of a huge amount of data.
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Extensive research efforts have been addressed in recovery of single or multiple unex-
pected failures. Clearly, any protection/restoration mechanism is devised to increase the
availability of the supported services. As the Internet evolves to the GMPLS paradigm
where a connection-oriented environment addressing various QoS requirements is sup-
ported, the availability for each label switched path (LSP) for a specific service (e.g.,
VoIP, Transmission Control Protocol (T'CP), or real-time multimedia streaming, etc.)
is of great interest. This is also referred to as service availability or end-to-end (E2E)
availability that can be taken as a critical performance metric on how well the network
services can be supported and operated in an E2E sense. Service availability can be
defined as the probability that the connection will be found in the operating state at a
random time in the future [1]. Service availability requirement is usually decided by the
customer application and stated in the service level agreement (SLA) along with revenue
and penalty. Satisfying customer’s service availability requirements to avoid penalty

while minimizing the allocated resources is a major concern to a service provider.

1.2 Motivation and Objectives

To improve the E2E availability, it has been well proved that allocating redundant net-
work resources is the best policy in the network layer when the physical availability of
each network component is constant. The allocation of redundant network resources
(also called protection) must be done for an LSP before any failure interrupting the LSP

occurs, which is also referred to as survivable routing. In the dynamic GMPLS-based
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bandwidth provisioning scenario, a working LSP could be equipped with one or mul-
tiple shared risk group (SRG)-disjoint backup LSPs (or path segments) such that an
unexpected interruption on the working LSP could be automatically restored. A num-
ber of protection schemes have been proposed and extensively investigated in the past,
such as shared backup path protection (SBPP) [2][3][4], dedicated backup path protec-
tion (DBPP) [5], shared segment protection (SSP) [6][7][8][9], etc. All of them have a
design goal of reducing/minimizing the allocated spare capacity subject to different con-
straints and failure scenarios, such as a recovery time constraint, availability constraint,
SRG-disjointedness constraint, or a guarantee in terms of survivability under one or two
simultaneous failures, etc.

With DBPP, a dedicated SRG-disjoint backup LSP is established for the correspond-
ing working LSP. In a typical SBPP implementation, on the other hand, an SRG-disjoint
backup LSP is set up for the corresponding working LSP as in DBPP case, while the
spare resource along the backup LSP can be shared by other backup LSPs whose working
LSPs do not share a common failure with each other. This single backup path sharing
condition ensures that all working LSPs can be fully restorable from any single failure
since at most one of the working LSPs could possibly be hit by the failure.

Compared with DBPP, SBPP has been considered as a more aggressive spare capacity
allocation strategy that can significantly reduce the required spare capacity by enabling
spare resource sharing among different backup LSPs while yielding a similar level of

E2E availability. Most of the previous studies on SBPP were conducted such that 100%
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restorability for any single failure can be achieved. However, as the networks grow in
size, and the probability of having two simultaneous failures is getting larger, it becomes
a more interesting problem to investigate the availability impairment due to the dual-
failure events on a DBPP or SBPP connection. Under such circumstance, DBPP and
SBPP are subject to different extents of availability impairments.

A DBPP connection is unavailable only when a failure event interrupts both the
working and backup LSPs regardless of the state of any other working traffic, while an
SBPP connection could be disrupted not only by a failure event that interrupts both its
working and backup LSPs, but also by a failure event that interrupts the working LSP of
this connection and other connections which share backup resources along their backup
LSPs. It is easy to find that the saving in the consumption of spare capacity in SBPP
is achieved at the cost of slight E2E availability degradation and a more complicated
spare capacity allocation process. In this thesis, we are particularly interested in the
availability of connections with SBPP.

To our best knowledge, the majority of previous work in the area of availability
evaluation and modeling for connections with SBPP has focused on the design in the
optical layer [10][11][12][13][14][15]. In all of these previous works, the source node of a
working path switches 100% of its bandwidth over to its protection path when failure
occurs to the working path. This policy is necessary for the restoration of connections
with indivisible bandwidth such as in the optical layer. In IP/MPLS layer, an LSP

may support numerous independent service sessions such that dropping any/some of
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them would not affect others. Thus, it could be unnecessary to require the interrupted
working LSP to be either 100% restored or non-restorable.

On the other hand, it is envisioned that making the working LSP partially restorable
would greatly improve the design flexibility, restoration granularity, and capacity effi-
ciency in the event that the E2E availability constraint on each connection is the ul-
timate goal of network operation instead of whether the LSP can be 100% restored in
presence of some number of simultaneous failures. Obviously, the latter design objective
mentioned in the above has been the main focus of most of the reported studies in the
past decade, and unfortunately, has little concern with the end user perception. Also,
the network control and management system require an integrated strategy to perform
availability-aware spare capacity reconfiguration in a dynamic network environment so
as to optimize the resource allocation.

This thesis is committed to providing a solution to minimize the spare capacity al-
location through availability-aware spare capacity reconfiguration in a GMPLS-based

network. In particular, our objectives are as follows:

e To provide a mathematical model for evaluating the availability of SBPP connec-

tions with partial restoration.

e To provide mathematical formulations for spare capacity allocation considering the

availability constraints of connections.

e To propose an availability-aware spare capacity reconfiguration architecture for
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GMPLS-based dynamic bandwidth provisioning.

1.3 Thesis Contributions

The contributions of this thesis can be summarized as follows:

e A policy-based mathematical model for evaluating the availability of SBPP connec-
tions is proposed by highlighting the concept of spare capacity availability instead
of simply physical component availability. Our model differs from existing models

for availability evaluations in that it has finer granularity to provide protections.

e Two linear programming (LP) formulations are developed to perform spare capac-
ity allocation for minimizing the cost of resource allocation while satisfying the
availability requirements of SBPP connections based on the proposed availability

model.

e An availability-aware spare capacity reconfiguration (SCR) architecture is pro-
posed to dynamically provision availability-constrained SBPP connections with

minimized spare capacity.

e Extensive simulations are conducted to validate the proposed availability model

and demonstrate the effectiveness of the SCR architecture.
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1.4 Thesis Outline

The thesis is organized as follows. Chapter 2 provides an overview of GMPLS-based
backbone network architecture, survivability schemes and the theoretical analysis of ser-
vice availability in mesh networks. Chapter 3 presents the proposed E2E availability
model for connections with SBPP. Two LP formulations based on the availability model
are developed to conduct spare capacity allocation. An availability-aware spare capacity
reconfiguration architecture is also presented in this chapter. In Chapter 4, we present
the simulation models, numerical results and performance analysis. Finally, Chapter 5

concludes this study and provides research intents in the future.



Chapter 2

Background and Literature Survey

2.1 Introduction

In this chapter, we provide background information on IP/MPLS over WDM networks
and service availability analysis in mesh networks in order to facilitate the discussions in
the following chapters. The chapter starts by introducing the control planes and network
models of the two-layer backbone network architecture. Then the general survivability
schemes in mesh networks are presented. Different approaches for providing recovery in
multilayer networks are then explained. Finally, we present the mathematical definitions

and analysis for service availability.
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2.2 IP/MPLS over WDM Networks

2.2.1 Traditional IP Routing and Forwarding

As the Internet experiences a tremendous growth in the amount of users as well as new
real-time services and applications in business and consumer markets each year, the IP
traffic is becoming the majority of bandwidth carried by backbone transport networks.
In IP forwarding, a router forwards an IP packet based on the longest match for the
packet’s destination IP address in its forwarding table. As the packet traverses the net-
work, each router in turn forwards the packet by reexamining its destination IP address.
There is no end-to-end network connection between a source-destination (S-D) pair. In
an IP-based network, traffic engineering (TE) is realized by simply manipulating cost
functions and link-state metrics of interior gateway protocol (IGP), such as open short-
est path first (OSPF) and intermediate-system to intermediate-system (IS-IS). Traffic
Engineering (TE) is the process of controlling how traffic flows through one’s network
s0 as to optimize resource utilization and network performance [16]. Given the explosive
growth of IP traffic, a number of limitations to bandwidth provisioning, TE requirements
and QoS guarantees have emerged. For example, although survivability can be achieved
by traditional IP routing algorithms that automatically reroute packets around a failure
through routing table updates, it will take a substantial amount of time to recover from
a failure, which can be in the order of several seconds to minutes and can cause serious

disruption of service. This is unacceptable for many applications that require real-time
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service.

2.2.2 MPLS

The development of Multi-Protocol Label Switching (MPLS) [17] technology in Internet
Engineering Task Force (IETF) brings various desirable features to IP network such as
TE capability, QoS support, and end-to-end backup LSPs in the event of network failures.

In MPLS [17], packets are encapsulated at ingress nodes with labels that are then used
to forward the packets along label switched paths (LSPs). These LSPs can be thought of
as virtual traffic trunks that carry flow aggregates generated by classifying the packets
arriving at the edge or ingress nodes of an MPLS network into forwarding equivalent
classes (FECs). The classification into FECs is done using packet filters that examine
header fields such as source address, destination address, etc. The purpose of classifying
packets into FECs is to enable the service provider to traffic engineer the network and
route each FEC in a specified manner. Fach packet is assigned a label associated with
the FEC it belongs to. The labels are sent along with packets to the next hop, where a
label switched router (LSR) uses a label forwarding table and the MPLS label to switch
packets.

Signaling protocols extended with TE capabilities are used to distribute label infor-
mation to establish and control an LSP. The two signaling protocols are the Resource
Reservation Protocol with TE extension (RSVP-TE) [18] and the Constrained Label Dis-

tribution Protocol (CR-LDP) [19]. These protocols establish LSPs by either calculating
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the path at the source node and explicitly routing the setup packets, or doing routing on
a per-hop basis, and each router determines the next router along the path. Two routing
protocols, extended with TE capabilities that are to be used in the IP/MPLS layer are
OSPF-TE [20] and IS-IS-TE [21].

Recent progresses in WDM optical networks have dramatically driven the cost down
and the bandwidth up, and the development of gigabit/terabit routers has made it possi-
ble to aggregate the lower data streams into streams suitable for WDM optical networks
[22]. Hence, a network architecture of IP/MPLS over WDM is expected to form the base
of next generation internet (NGI) backbone networks [23].

In the IP/MPLS over WDM network, the nodes in the optical layer are WDM-enabled
optical cross connects (OXCs) that are connected with fiber cables. Links between the
nodes are formed by a number of wavelength channels. The LSRs are interconnected by
intelligent optical core networks that provide point-to-point connectivity in the form of
lightpaths with granularity of a whole wavelength. The resulting LSPs may traverse more
than one lightpath. The logical topology seen by the IP/MPLS layer is the topology of
the LSRs with logical links (or IP links).

The multilayer network architecture has led service providers to consider and plan
the infrastructure integration paradigm one step further by integrating the optical layer

into the MPLS control plane based on the emerging GMPLS architecture [24].



Chapter 2. Background and Literature Survey 12

2.2.3 GMPLS

MPLS was developed exclusively for packet networks and supported mainly by routers
and data switches. In contrast, GMPLS can be supported by a variety of optical plat-
forms, such as OXCs and WDM systems [25]. GMPLS provides a common unified control
plane to manage and provision different networks. It does not restrict the way the layers
work together. Instead, GMPLS allows multiple layers to collaborate at the discretion
of network operators.

MPLS is designed so that the control plane is logically separated from the data plane.
GMPLS extends this concept to allow the control plane and data plane to be physically
separated. Thus, the signaling and routing protocols used by MPLS technology have to
be enhanced to make them suitable for circuit switching networks.

GMPLS extensions to RSVP-TE and CR-LDP signaling protocols are defined in
[26](27][28] respectively. These changes are implied by the introduction of the generalized
label (GL), and allow nodes to distribute GLs and perform configuration of nodes with
different switching capabilities along an LSP. As for routing protocols, OSPF and IS-IS
have been extended to allow dissemination of information relevant to the time-division
multiplexing (TDM) and optical domains [29][30]. Furthermore, GMPLS introduces a
new link management protocol (LMP) to address issues related to failure monitoring for
out-of-band control channel and data links [31].

An important difference between GMPLS LSPs in the optical layer and MPLS LSPs

in the IP/MPLS layer is that, in the former case, zero-bandwidth paths cannot be estab-
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lished for later use. In the IP-layer case, MPLS LSPs may be established whereby if no
packets are switched into the links along the path, no bandwidth is consumed. Switching
packets onto these predefined paths is simple and rapid, while in the optical-layer case,
merging of multiple circuits into a single outgoing circuit at the same bit rate is gener-
ally not possible [32]. Also, GMPLS LSPs require discrete units of bandwidth allocation,
while the granularity of MPLS LSPs does not have to be discrete and finer.

For IP/MPLS over WDM network, based on how much and what kind of network
information can he exchanged between IP/MPLS layer and WDM layer, three intercon-
nection models are defined in [23]: peer model, overlay model, and augmented model.

The basic features and functions of the three models are presented below.

2.2.4 Network Models in IP/MPLS over WDM Networks
2.2.4.1 The Peer Model

Figure 2.1 shows the network architecture of the peer model. Each LSR keeps information
about the topology and the status of physical links (e.g. availability of each wavelength)
in the WDM layer as well as IP links in the IP/MPLS layer. Entities of IP and WDM
networks interact like peers. The network has single instances of control and management
planes, which are common for the whole network. GMPLS targets this model of control
plane architecture. Such a model may be appropriate when the transport and service

networks are operated by a single entity.
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2.2.4.2 The Overlay Model

In the overlay model, a network is seen as composed of two independent layers of re-
sources: IP/MPLS layer and WDM optical layer which have a client-server relationship
as shown in Figure 2.2. There is no specific network information exchanged between the
layers. Both layers have their own transport, control and management planes. Commu-
nication between the layers uses a User-Network Interface (UNI) [33]. UNI defines an
interface between layers such that two adjacent layers can exchange service requests and
responses as well as summarized network information if necessary.

The Automatic Switched Optical Network (ASON) [34] model defined by ITU-T
targets the overlay model. In ASON model, the optical network has the ability to
provision lightpaths automatically (i.e., without intrusion of management system) on
demand from the client layer. Since no protocols have been developed by ITU-T to
implement the intelligence of ASON, ITU-T is closely collaborating with IETF to adapt
some GMPLS protocols. The GMPLS suite of protocols is expected to support new

capabilities and functionalities for ASON [35].

2.2.4.3 The Augmented Model

The augmented model is a trade-off between the above two extreme cases where both
IP/MPLS and optical layers have separate control planes and routing instances, but
allowing the exchange of some network information between the layers, such as reacha-

bility and/or summary of link state information (e.g. residual capacity), depending on a
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necessary and specific agreement between the two layers.

2.2.4.4 Comparison of the Three Network Models

A summary of the main differences among the three models is shown in Table 2.1 [36].
All the three models have their advantages and disadvantages. In a peer model, common
control and management plane allows avoiding duplication of the functions performed
on these planes in each resource layer. Also, due to integration of all resources into a
single transport plane, there is no need for standardization of the UNI interface between
IP/MPLS routers and OXCs. On the other hand, integration of different client networks
into a single transport plane is difficult. A single control plane in the peer model makes all
the information freely accessible in the client domain, while in the overlay and augmented
models, the optical network topology and the resource information are kept secure. They
are more suitable for the case in which each layer is owned by different entity. Unlike
the overlay model, the peer model supports dynamic routing that can either use only the

existing lightpaths or open one or more lightpaths if found useful [37].

| “ Overlay [ Augmented | Peer
Routing Separated Separated Integrated
Network Information Exchanged || No information | Part or Summary | Full information
Signaling and control plane Separated Separated Unified

Table 2.1: Network Models in IP/MPLS over WDM Networks
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2.3  Survivability in Mesh Networks

As mentioned before, many mission-critical applications take place over the Internet,
which requires high availability, reliability and QoS guarantees from the network. How-
ever, communication networks are subject to a variety of failures caused by natural
disasters, wear out, and human errors, etc. Hence, being able to provision survivable
services with guaranteed availability and QoS in real-time is also a key feature of the
next generation networks [38].

Survivability is the capability of a network to maintain service continuity in the
presence of faults within the network [39]. A critical component of network survivability
technique is spare capacity allocation (SCA) problem in mesh network. The SCA problem
is to decide how much spare capacity should be reserved on each link and where to pre-
plan backup paths to protect traffic from a set of failures.

A number of survivability schemes have been proposed and extensively investigated
in the past. In this section, we present a review of different survivability mechanisms in

the IP/MPLS over WDM networks.

2.3.1 Survivability Schemes

In GMPLS-based mesh networks, there are two main survivability schemes: protection
and restoration [40]. The major difference between the two is that in protection, a backup
path or backup path segment is determined along which spare capacity is allocated at

the time of connection setup or network design (i.e., prior to the failure), whereas in
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restoration, it is dynamically determined along which spare capacity is allocated when

the failure happens.

2.3.1.1 Protection

In mesh networks, protection schemes can be classified into link (local) protection, seg-
ment protection, and path protection. In link protection, the traffic is rerouted only
around the failed link/node. In segment protection, a working path is divided into a
sequence of segments, each segment is protected by a backup segment [6]. In path pro-
tection, the traffic is rerouted through a backup path once a link failure occurs on its
working path. Path protection can be further classified into either failure-dependent or
failure-independent. With failure independent path protection, the working path and
backup path for a connection must be SRG-disjoint so that no single failure can affect
both of these paths. With failure-dependent path protection, multiple backup paths that
are not necessarily link /node-disjoint with a given working path are selected and which
one to use depends on which link on the working path has failed, but rerouted traffic
always goes through the source node (either the rerouting takes place at the source node
or rerouted traffic loopbacks to the source node)

In a sense, link protection is similar to failure-dependent path protection in that in
link protection, which detour to take also depends on which link has failed, except that
link protection uses local rerouting. Segment-based protection schemes are also similar

to failure-dependent path protection, but rerouted traffic only needs to go through the
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node that starts a backup segment which protects the failed segment, as opposed to the
source as in path protection (or the immediate upstream node of the failed link as in
link protection). In general, both link and path protection can thus be considered as a
special case of segment-based protection.

While path protection leads to efficient utilization of spare capacity, link protection
provides fast recovery time. Segment protection can achieve high scalability and fast
recovery time with a slight degradation in resource utilization.

Link, segment and path protection can be classified into dedicated or shared according
to how the spare capacity is allocated for protection purposes. In dedicated protection,
there are no sharing between backup resources, while in shared protection, spare capacity
can be shared as long as their working paths are mutually diverse. The routers (OXCs)
cannot be configured until the failure occurs if shared protection is used. Hence, recovery
time in shared protection is longer but its resource utilization is better than that in

dedicated protection.

2.3.1.2 Restoration

Restoration can also be classified into link, path and segment restoration depending on
the type of rerouting [41]. In link restoration, when a failure occurs, the end nodes of the
failed link dynamically find an alternative path for each connection that traverses the
failed link. In path restoration, when a failure occurs, the source node of each connection

that traverses the failed link is informed about the failure and find an alternative path
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on an end-to-end basis. In segment restoration, when a failure occurs, the upstream node
of the failed link detects the failure and find an alternative path to the corresponding
destination node of each disrupted connection. The work in [41] has compared the per-
formance tradeoft of these different restoration mechanisms under a distributed control
and signaling system using GMPLS. It is shown that link restoration is most effective in

terms of restoration time while path restoration is slowest.

2.3.1.3 Protection vs. Restoration

Figure 2.3 summarizes the classification of protection and restoration schemes. Generally,
dynamic restoration schemes are more eflicient in utilizing the network capacity because
they do not allocate spare capacity in advance, and they provide resilience against one or
multiple failures as long as the destination is still reachable. However, they cannot guar-
antee the recovery time, and/or the amount of information loss for real-time applications,

making them unsuitable for mission-critical applications.

‘ Fault Recovery Schemes l

Restoration

By resource sharing By rerouting

By rerouting

IDedicated‘ ‘ Shared ‘ ’ Link ‘ ‘ Segment ‘ ‘Path‘ ‘ Link ' ‘Segment! ‘ Path I

Figure 2.3: Protection and restoration schemes in mesh networks
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On the other hand, protection schemes are designed to cope with a predefined num-
ber of simultaneous failures. They are less bandwidth efficient than restoration schemes,
but have faster recovery time and can guarantee the quality of recovery from disrupted
services. Therefore, protection mechanisms are the best techniques to improve the avail-

ability of the supported services in GMPLS networks.

2.3.1.4 Shared Backup Path Protection

As mentioned before, path-oriented survivability schemes are more capacity efficient than
their link-based and segment-based counterparts. There are two types of path protection
schemes: shared backup path protection (SBPP) and dedicated backup path protection
(DBPP). SBPP is very similar to DBPP in that working traffic between an S-D pair
can be recovered over a predefined failure-disjoint path. But in SBPP, spare capacity on
the backup paths can be shared by backup paths whose working paths do not share a
common failure with each other, greatly reducing capacity redundancy.

SBPP can be implemented using the MPLS/GMPLS protocol suite [42]. The process
is as follows. Each node maintains a local network status database, which records the
complete information of network resource usage and spare capacity sharing relationships
on each link. Database synchronization relies on the Link State Advertisement (LSA)
but extended to contain TE resource data. Whenever there is any network status change,
all the nodes in the network are notified via an LSA flooding message, and update their

local databases of global network state. On the arrival of a connection request, the
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source node checks the local copy of the network state database to see if the network can
currently support a new working and backup path pair to the requested destination. If so,
the source node uses RSVP-TE [27] or CR-LDP [28] signaling to establish the working
and backup paths. LSA messages are then disseminated network-wide to update the
network state and spare capacity sharing databases at other nodes. The connection is
released using the same signaling protocols. In case of a failure, the source node detects
the failures and uses the same signaling protocols to request cross-connections along the
backup path to activate the backup path in real time.

In summary, SBPP has several desirable features :

o “It allows protection to be arranged (or not) at the discretion of the user and lets

the user know the route of their backup path in advance if failure occurs”.[43]

e End-to-end rerouting gives customers control on activating the backup paths for

their affected services.

o It achieves a very efficient protection-to-working capacity ratio.

Therefore, in this thesis, we are particularly interested in the approach of allocat-
ing spare capacity using SBPP. Though network redundancy is reduced to some degree
by sharing spare capacity, in this thesis we are interested to have redundancy mini-
mization as an optimization criterion with the consideration of connections’ availability

constraints.
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2.3.2 Single-layer and Multilayer Survivability

All the recovery mechanisms presented in Section 2.3.1 are available in both the IP/MPLS
layer and the optical layer. They could be employed only at a single layer or at both

layers.

2.3.2.1 Recovery in the Optical Layer Only

In this case, all the recovery actions are performed in the optical layer. Because of
the coarser switching granularity of optical layer, this recovery approach is simpler in
the number of affected paths to reroute, and failures do not propagate to the upper
layer. This will lead to reduced signaling overhead to notify the end nodes of the failed
lightpaths and activate backup lightpaths and guarantee fast recovery within a few tens
of milliseconds [37].

However, optical layer recovery has some limitations and drawbacks [44]. Firstly,
the total capacity investment for restorability can be expensive because of the coarser
restoration granularity. Secondly, this recovery strategy cannot handle problems that
occur due to failures in the upper layer, e.g., nodes failures in the IP/MPLS layer can
only be recovered by the actions of peer-level network elements. In case of a node failure

in the optical layer, the upper layer node might be isolated.
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2.3.2.2 Recovery in the IP/MPLS Layer Only

In this case, all the recovery actions are performed in the IP/MPLS layer. Failures
in both layers (IP/MPLS or optical layer) can be handled by survivability schemes in
the IP/MPLS layer. Another advantage is, finer granularity of traffic in the IP/MPLS
layer allows for the implementation of a resilience differentiated approach which protects
different traffic flows with different recovery granularity, and QoS granularity [45]. For
example, the resilience can be employed only for individual services requiring a high
availability. The services with lower availability requirements could be unprotected or
partially protected. Such differentiated resilience results in a more cost effective network
design and traffic engineering in comparison to the previous scenario. Therefore, it
is reasonable for an Internet service provider (ISP) to provide the required network
survivability using only resilience mechanisms in the IP/MPLS layer.

A drawback of this approach is that in case of a failure in the optical layer, a large
number of individual flows in the IP layer will be disrupted and many recovery actions

may be needed [46].

2.3.2.3 Layer Interworking

Both of the above two single-layer recovery approaches have their pros and cons. The
advantages of these approaches can be combined by allowing recovery mechanisms of dif-
ferent layers to cooperate in recovering from failures. However, the presence of resilience

mechanisms in multiple layers leads to a contention. This contention may result in sub-
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optimal recovery and network resources could be inefliciently used. Hence, the multilayer
resilience requires the interaction of recovery mechanisms present in the different layers.
However, the interworking between layers requires some rules in order to ensure efficient
recovery process.

Three escalation strategies that define how the layers and the recovery mechanisms
within those layers react to different failure scenarios are presented in [46]: uncoordi-
nated, sequential, and integrated escalation.

In uncoordinated approach, the recovery schemes are deployed in the multiple layers
respectively with any coordination at all. This results in parallel recovery actions at dif-
ferent layers. The advantage of this approach is that it is simple from an implementation
and operational point of view. The drawback is that in case of a failure in the optical
layer, both recovery mechanisms occupy spare resources during the failure, although one
recovery scheme occupying spare resources would have been sufficient. This situation
could even be worse with recovery mechanisms in different layers locking each other in
some cases or resulting in routing instabilities.

In comparison with the uncoordinated approach, sequential approach is a more effi-
cient escalation strategy. Here, if the current network layer cannot recover the affected
traffic within the predefined time, the responsibility for recovery is handed over to the
next layer. There are two strategies to coordinate the recovery mechanisms of different
layers. In bottom-up escalation, the recovery starts in the lowest detecting layer and

escalates upwards. The advantage is that the recovery is performed at the appropriate
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granularity. In top-down escalation, recovery actions are first initiated in the highest
possible (IP) layer. Only if the higher layer cannot restore all affected traffic, the lower
layer recovery mechanisms are triggered. An advantage of this approach is that a higher
layer can differentiate traffic with respect to service types. The drawback is that it is
not easy for a lower layer to detect if a higher layer can restore all the affected traffic,
and the implementation is very complex.

In Integrated approach, a common integrated recovery mechanism is employed across
all layers. This is the most flexible, but also most complicated recovery approach among

the three escalation strategies.

2.4 Connection Availability Analysis in Mesh Net-

works

2.4.1 Mathematical Definitions
2.4.1.1 Reliability

The reliability of a system is defined as the probability that the system will perform its
intended function during a defined period [47]. The reliability function can be defined

as a function of the time T' during which no system failures happen:

R(T) = P{no failure in [0,T]} (2.1)
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which can also be expressed in terms of the failure density function f(t) as follows:

RT)=1- / ' F(t)dt (2.2)

The function f(¢) is in fact the probability density function of the time to failure
random variable. It is an instantaneous rate of failure, therefore integrating f(t) over a
certain period gives the probability that the first failure will occur in that time period.

Conversely, by differentiating Equation (2.2) one can express f(t) in terms of R(T):
f(t) = = R(t) (2.3)

The expectation of the time to failure gives the mean time to failure (MTTF), which

is a useful measure in availability analysis in the following section.
MTTF = E(the time to failure ) = / (t- f(t)dt (2.4)
0

2.4.1.2 Availability

The concept of availability is related to repairable systems. It is defined as “ the prob-
ability of the system being found in the operating state at some time ¢ in the future
given that the system started in the operating state at time ¢ = 0 and given that failures
and down-states occur but maintenance or repair actions always return the system to an

operating state.” [47]
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The availability of a system is a function of time that starts from 1 and usually stays
at a high level shortly after the system starts operating and then decreases to eventually
reach a steady state in which repairs compensate for failures and maintain the availability
at a certain constant level. Therefore, the steady state availability A of a system can be

expressed as the fraction of time the system is up over a long period of time T' [48]:

T—o00

) up time
A=1 2.
lm{ u } (25)

Based on Equation (2.5), [48] gives the derivation of a very useful expression of A:

MTTF
= 2.
A MTTF + MTTR (26)
Equation (2.6) is sometimes replaced by the following expression:
MTBF
A (2.7)

~ MTBF + MTTR

where MTBF is the mean time between failures and MTTR is the mean time to repair.
Time between failures in MT BF refers to the time between the occurrence of failures,
whereas time to failure in MTTF is the time between the repair of a failure and the

occurrence of the next failure as shown in Figure 2.4. Therefore,

MTBF = MTTF + MTTR (2.8)
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Figure 2.4: An illustration of MTTF and MTTR

Strictly, Equation (2.6) gives the accurate result. However, with typical values of
MTTF, MTBF and MTTR, Equations (2.6) and (2.7) give almost the same results.
Sometimes, instead of working on availability values, it is easier to work with unavail-

ability values of a system which can be expressed as the complement of the availability:

U=1-A4 (2.9)

It can also be expressed in terms of MTTF, MTBF and MTTR:

_ MTTR _ MTTR

U_AHBFNAMTF

(2.10)

2.4.2 Availability Analysis

The mathematical definitions we introduced above give the instruments to calculate the
reliability and availability parameters of a complex system. A general method is to

develop a logical block diagram with the different functional blocks that compose the
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system. The block diagram can often be reduced by applying some simplifications for
elements in series and elements in parallel.

In our study, the system to be characterized is a network component, a path or a
connection in a mesh network. Our availability analysis is based on the following typical

assumptions [10]:

1. A network component is either available or unavailable.

2. Different network components are mutually failure-independent and failures ran-

domly occur in time, independently from the components age.

3. For any network component, the variables MTTF and MTTR are independent

memoryless processes with known mean values.

2.4.2.1 Network Component Availability

According to previous assumptions and introduced availability theory, the availability of
a network component (e.g., a router or a link) which is denoted as A; can be expressed

as follows [48]:

MTTF

A= TR + MTTR

(2.11)

2.4.2.2 Availability of an End-to-End Path

A path ¢ can be represented by a series of N network components on which it is routed.

The connection is available only when all the components along its route are available.
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Let A; denote the availability of ith component, then the end-to-end path availability

which is denoted as A, can be computed as follows:

A =] A (2.12)

For realistic systems, A; ~ 1 and U; < 1, where U; denotes the unavailability of
the 7th component. A useful approximate equation is usually employed to evaluate the

connection unavailability U, [13]:

(2.13)

1,j=1,i#j i,5,k=1
i#j Ak gF#k

N N N

=Y U= > UiU+ >, Ui-UjUp—...
i=1
N

2.4.2.3 Availability of Path-Protected Connections

It is well known that a protection scheme helps to improve a connection availability
since traffic on the failed working path (link/segment) is quickly switched to the backup
path (segment). For example, in a network which is designed to be 100% restored upon
any single failure , a connection equipped with a failure-disjoint backup path has 100%
availability in the presence of any single failure. Nevertheless, when multiple failures

is considered, the connection availability depends intimately on the locations of the
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failures, how much backup resources are reserved (i.e, single backup path or multiple
backup paths, full restoration or partial restoration), and how the backup resources are
allocated (i.e, dedicated or shared).

As described in Section 2.3.1.4, DBPP and SBPP are two types of path protection
schemes. In Figure 2.5, a DBPP connection c is carried by one working path w and
protected by one protection path p which is node-disjoint with w. Path w consists of N
components and path p consists of M components. In DBPP, the state of availability of
the two paths does not depend upon the state of any other path, that is, each DBPP
connection can be treated separately from all the other connections in the network. The
connection ¢ is up when either the working, the protection or both the paths are available.
The connection ¢ is down only when both w and p are unavailable. As we said earlier,
if only a single failure occurs in the network, the end-to-end availability of connection ¢
will be 100%. If considering multiple failures could happen, A, can be exactly computed

as follows:

Ac=1-(1—Ay)- (1-A4,) (2.14)

where A,, and A, denote the availabilities of w and p, respectively, and can be computed
by Equation (2.12). If we work with unavailability values of the network components,

the total unavailability of connection ¢ can be obtained by considering the parallelism of
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Figure 2.5: An example of dedicated path protection

working and protection paths:

N M
Ue=Us Up=> Ui~y U (2.15)
i=1 j=1

A connection may employ multiple backup paths to increase its availability. If all
backup paths are disjoint and dedicated to this connection, the connection availability
can be derived following the similar principles in Equations (2.14) and (2.15).

In a typical implementation of the SBPP scheme, a connection is carried by a single
working path and protection path as in the DBPP case, but the spare capacity along
the protection path can be shared by other protection paths whose working paths do not
share a common failure. Such a connection will have 100% availability in the presence
of any single failure. However, in the case of multiple failure scenarios, the analysis of
connection availability gets more complicated.

For example, in the network shown in Figure 2.6, Wy, W, and W3 are three working

paths between three S-D pairs AC, CG, and F'G respectively. We assume each connection
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Figure 2.6: An example of shared backup path protection

takes one unit bandwidth. W, and W, share spare capacity on link 7; W; and W3 share
spare capacity on link 4; and W5 and W3 share spare capacity on link 8. Therefore,
only one unit spare capacity needs to be reserved on link 4, 7 and 8 respectively. In the
case that only link 1 fails, the traffic on W; will be switched onto its backup path which
traverses through links 2, 4, and 7. If link 9 fails first, and link 1 fails before link 9 is
repaired, the connection between S-D pair F'G will get the spare capacity on link 4 while
the connection between S-D pair AC will be disrupted. However, if two units bandwidth
are reserved as spare capacity on link 4, both connections could survive.

Obviously, when multiple failures are considered, the availability impairment in SBPP
is worse than that in DBPP due to resource sharing along the backup paths. Whether
or not the spare capacity is available to the protection path of a specific working path
depends not only on the physical availability of the links taken by its protection path,

but also on the availability of the other working paths with their protection paths sharing
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the spare capacity along these links, the location of the failures, and how much backup
resources are reserved. Therefore, it is very difficult to give a closed-form equation for
computing the availability of an SBPP connection. In order to assess the availability of
the connection with sufficient accuracy, combinations of multiple failure events should
be enumerated to take into account the availability impairment of each failure situation.
The list of such combinations becomes rapidly lengthy as the shared spare capacities and
the number of sharing connections increase. An efficient availability model for SBPP

connections is needed and will be proposed in the next chapter.

2.5 Summary

A network architecture of IP/MPLS over WDM is expected to form the base of next
generation internet backbone networks. This chapter has first provided an overview of
the control planes, network models, and survivability schemes in IP/MPLS over WDM
networks. Specifically, we have reviewed the important characteristics of MPLS and
GMPLS based control planes. The pros and cons of the different approaches for providing
recovery in multilayer networks have been examined. The important definitions and
concept of service (connection) availability analysis have been introduced. We have also

provided the availability analysis for connections with or without path protection.
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Availability-Aware Spare Capacity

Allocation and Reconfiguration

3.1 Introduction

In this chapter, we first provide a review of the literature in the area of availability
evaluation and modeling for connections with SBPP and partial protection. Then, the
system and the problem formulations are presented. We then propose two availability-
aware spare capacity allocation (SCA) models based on two policy-based availability
models for SBPP connections. A novel spare capacity reconfiguration (SCR) architecture

is then designed based on the proposed SCA models.

36
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3.2 Related Work

To the best of our knowledge, the majority of previous work in the area of availability
evaluation and modeling for connections with SBPP has focused on the design in the
optical layer. In [1], the network restorability has been studied in a network designed
for single failure when double link failure occurs in mesh networks with link-protection.
The study in [10] has conducted availability analysis for a connection with no protec-
tion, dedicated protection and SBPP considering all multiple failure combinations in the
network, and has introduced an ILP-based availability-aware connection provisioning un-
der the static traffic. In [11] and [12], the authors have proposed an availability-aware
provisioning algorithm for dynamic traffic to address the availability constraint under
multiple failures by manipulating a routing metric. The study in [49] has evaluated the
connection availability of a number of protection techniques, including shared protection
for which they have adopted approximation by considering no more than two simulta-
neous failures. The authors in [13] have proposed a heuristic algorithm for designing
optical networks with a set of protected static connections to maximize the availability
of each connection and minimize the deployment cost. The study did not consider the
availability impairment due to spare capacity sharing for connections with SBPP.

A suite of availability analysis and capacity design methods have been introduced
in [50], where dual-failure events in optical networks supporting SBPP connections are
considered. The authors in [50] have proposed to improve the E2E availability of SBPP

connections by limiting the number of service paths sharing the same unit of spare
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capacity. In [51], two traffic grooming algorithms have been introduced to provision
dynamic bandwidth with guaranteed availability, where dedicated or shared protection
can be used, and all possible multiple failures are considered. The study in [52] have
collected availability parameters for various network components and compared the E2E
availability of connections under different resilience mechanisms. In [14], a matrix-based
approach has been introduced in estimating the unavailability of dual-failure patterns
using a Markov chain model, where the sequence of failures in the failure patterns is
considered. The authors in [15] have proposed a dynamic SBPP connection provisioning
algorithm in optical networks based on the matrix-based approach defined in [14]. The
studies in [14] and [15] have investigated the case that either 100% or none of the working
capacity of a connection is restored in presence of a failure event.

Among the studies dealing with IP/MPLS layer protection and restoration, [53] has
introduced an off-line strategy of searching for a primary path with improved availabil-
ity for static traffic, where all possible multiple failures are considered. The study in
[54] has exploited a strategy that integrates the knowledge of protection in the optical
layer to dynamically provision E2E availability-guaranteed services in the IP over opti-
cal networks. It is noticeable that only blocking due to insufficient service availability is
considered but due to insufficient bandwidth. The study in [55] has introduced a method
to calculate the availability of a dedicated backup path protected LSP which considered
the availability of link buffer in the MPLS layer. The calculation of E2E connection

availability has been introduced in [56] based on a number of thumb rules, such as the
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E2E availability under a protection scheme for all single failures or for all single and dual
failure events.

In all the abovementioned studies, the source node of a connection switches 100% of
its bandwidth over to the protection path when failure occurs to the working path. This
policy is necessary for the restoration of connections with indivisible bandwidth such as
in the optical layer. In the IP/MPLS layer, an LSP may support numerous independent
service sessions such that dropping any/some of them would not affect the others. Thus,
it could be unnecessary to require the interrupted working LSP to be either 100% restored
or non-restorable.

The concept of partial restoration has been investigated in [57][58][59]. The study
in [57] has introduced partial protection using the deterministic Quality of Protection
(QoP) paradigm. The study in [58] has conducted extensive simulations and concluded
that the partial restorability could lead to smaller resource consumption than that in the
full restorability case. The authors in [59] have demonstrated that partial restorability
on the video streams in SONET/SDH rings leads to smaller capacity demand. The
research has concluded that the consumed resources are a linear function of the fraction
of restorability. To our best knowledge, all the studies on partial restoration have never
touched the availability evaluation, and no information has been provided on how the
source node randomly drops part of the working bandwidth in the restoration phase.

It is envisioned that making the working LSP partially restorable would greatly im-

prove the design flexibility, restoration granularity, and capacity efficiency in the event
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that the E2E availability constraint on each connection is the ultimate goal of network
operation instead of whether the LSP can be 100% restored in the presence of some

number of simultaneous failures.

3.3 System Formulation

In this work, we concentrate on a survivable IP/MPLS network. In our model, we
assume the only information available to the IP/MPLS layer regarding the underlying
optical network are the SRGs. We only consider the availability impairment upon a
connection in the IP/MPLS layer due to any physical component failure. No service
unavailability caused by traffic congestion in the IP/MPLS layer is considered. We
also assume that only the IP/MPLS layer provides protection for each working LSP for
availability enhancement.

Without loss of generality, only failures on each IP link are considered, while each
IP router is taken as perfect. This assumption is reasonable since in general heavy
redundancy and extremely short recovery time can be achieved for an IP router which
is usually located in a city. Under this assumption, an SRG is defined as a set of
IP links that are simultaneously struck by a common failure event. We assume each
SRG is either available or unavailable due to a failure, which happens independently.
The repair time and the time to failure of each SRG are memoryless, exponentially
distributed random processes with constant Mean-Time-to-Failure (MTTF) and Mean-

Time-to-Repair (MTTR). Each IP link can be associated with an SRG identifier that
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allows the IP/MPLS layer to find out which IP links are routed disjointedly in the optical
layer.

According to the analysis in Section 2.4, the E2E unavailability of a connection with
SBPP is evaluated directly by enumerating the failure patterns that affect the connection,
where the stationary probabilities of all considered failure patterns are summed up. The
availability of a connection is the complement of its unavailability.

Let R denote a specific set of failure patterns in the network which are considered in
evaluating the availability of a connection. Let the availability of connection c regarding
R be denoted as AZ, and the stationary probability of failure pattern r € R be denoted as
.. We also define a set R’ that contains only the failure patterns that make connection

¢ not restorable at all, i.e,

R' = {r|c is 100% not restorable,r € R}

Obviously, R’ C R. Therefore, AR can be evaluated as

Ale—Zm

rE€R’

It is obvious that a protection scheme can achieve full restorability (or AR = 1) in
case R’ = (. An example for a protection scheme with full restorability is that a working
path is protected by a single SRG-disjoint backup path under the single failure scenario.

In this case, R contains all the failure patterns with a single SRG, and the derived E2E
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availability of the connection regarding such R is 100%.

A protection scheme with partial restorability is in contrast with the case of full
restorability such that R’ # @ and A® < 1. By taking the previous example (that a
working path is protected by a single SRG-disjoint backup path), when R contains not
only the failure patterns with a single SRG but also the ones with multiple SRGs, the E2E
availability of such a connection would become less than 100%. From the service point
of view, the working LSP is partially restorable under a specific protection scheme if the
expected restorable bandwidth in presence of Vr € R is a proportion of the bandwidth
provisioned by the working LSP.

Partial restorability of a working path can be achieved in the following two scenarios:

1. The working path is partially protected by one or multiple backup paths and/or
path segments such that only a specific set of failure patterns defined in R is
restorable. In this case, equipping each backup path/path segment can remove the
corresponding failure patterns from R'. It is clear that by adding more effective
backup paths/path segments to the working path, less failure patterns will be
contained in R’, and AZ will be further increased. For example, in a typical shared
backup path protection scheme, if R contains single, dual and triple failure patterns,
the set of non-restorable failure patterns R’ for a connection includes dual and triple
failure patterns. However, if two backup paths are provisioned for each working
path, dual failure patterns can be removed from R’ and the connection availability

will increase.
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2. The spare capacity allocated along a backup path/path segment is a fraction of the
total working bandwidth. In this case, the switching node of the backup path/path
segment is equipped with the intelligence that switches and restores a fraction of

the total working bandwidth while the rest of the bandwidth is disregarded.

Partial restorability in the second scenario is feasible for a working LSP provided

with the following two conditions:

e The bandwidth of the LSP is divisible in the restoration plane;

e An LSP supports numerous independent service sessions, and dropping some of

them would not affect the integrity of the others.

For the first condition, since the MPLS control plane supports finer switching granu-
larities, thus, the restoration mechanisms in the IP/MPLS layer can provide finer recovery
granularities and provide efficient and flexible resource usage by restoring a fraction of
the bandwidth of a working LSP. The second condition is a common case in the MPLS
networks since an LSP is potentially aggregated with a number of independent LSPs
or service sessions with the same FEC. Under such a circumstance, it is relevant to as-
sume the required intelligence at the switching nodes of an LSP that perform partial
restoration in the second scenario.

With the two scenarios for partial restoration, the spare capacity allocation problem
can be engineered with better flexibility and more design granularities in the effort of

meeting the E2E availability requirement of each connection request. Since this work is
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interested in optimizing the spare capacity consumption for connections equipped with
a single shared SRG-disjoint backup path, we focus on the second scenario of partial

protection.

3.4 Problem Formulation

Let the network topology be represented by G(V, E), where V is the set of nodes, E
is the set of IP links. Since it is almost impossible (and also unnecessary) to consider
and enumerate all possible failure patterns in the network when evaluating the E2E
availability of SBPP connection, the set of failure patterns considered in the availability
evaluation could be made to include the failure patterns only with relatively large sta-
tionary probabilities while the ones with fairly low probabilities are disregarded. In this
work, we assume that no more than two simultaneous SRG failures will happen since the
probability of M simultaneous failures drops dramatically when M > 2 [60].

For simplicity, we assume each SRG takes only one IP link. Therefore, R contains all
single and dual failure patterns in the network, where r,, € R denotes the single failure
pattern that only link m fails and all other links operate in the network, and r,,, € R
denotes the simultaneous failures on link m and n with link m failed first followed by
the failure of link n. In this case, the number of all failure patterns (denoted as |R|)
in the network is |F|%2. The stationary probabilities of failure patterns r,, and 7,,, are
denoted as 7, and m,,, respectively. Given the values of MTTF and MTTR of each link

in the network, the probabilities of all the failure patterns can be derived by solving the
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Markov chain introduced in [14]. Please see Appendix A for this computation.

Let the network be launched with a set of connections denoted as . All connec-
tions are provisioned with a working and link-disjointed shared protection paths. Each
connection request ¢ € C' is associated with a tuple < s.,d., Acsr4, B. >, where s, is
the source, d. is the destination, A;gr4 is the availability requirement of connection c
specified in the SLA, and B, is the bandwidth requirement. Let w, and p. denote the
working and protection path of connection ¢, respectively, and let W, and P, denote the
set of links along w. and p,., respectively.

For a generic connection ¢, all the failure patterns in R can be divided into four

subsets as follows:

Rg ¢ the set of failure patterns which interrupt both working and protection paths

of ¢, i.e., Rgp = {Tmnl|(m € We,n € Pe) V (m € Peyn € We)}

o Ry : the set of failure patterns whose first failure disrupts the working path of ¢

and second failure does not affect the protection path of ¢, i.e., Rg—, = {(rm|m €

W)U (rmn|m € We,n & P.)}

e R:_ . the set of failure patterns which interrupt the working path of ¢ by the

w2p

second failure while the first failure does not affect the protection path of ¢, i.e.,

Re = {rmm|m & (W.U P.),n € W}

wap

.RC .

¢ : the set of failure patterns containing all the failure patterns that do not

disrupt the working path of ¢, i.e., RS, = {r|r € (R — Rg; — Rgr, — R}

w1p wap
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To better optimize the backup resource allocation, partial protection is adopted. We
define protection level of a connection as the percentage of the working bandwidth to be
restorable by the protection path of this connection once the working path is interrupted.
In this work, the protection level of a connection can be failure-independent (FID) or
failure-dependent (FD). The FID policy takes the same protection level for the working
path regardless of the location of the failure pattern. On the other hand, the FD policy
defines a specific protection level along the given protection path corresponding to each

failure pattern that affects the working path.

3.5 Proposed Spare Capacity Allocation Models

In this section, the proposed models for availability-aware spare capacity allocation
(SCA) are introduced, where two novel linear programs (LPs) are formulated accord-
ing to the adopted policy in routing and spare capacity sharing. The availability model
of each connection is taken as a constraint in the SCA formulations.

Let S;, denote the total amount of spare capacity required to be allocated on link j
when failure pattern r occurs in order to guarantee the required protection level of each
connection. The failure patterns considered in the study could be either a single-failure
event r,, or a dual-failure event r,,,, where m and n are two SRGs. Let V; denote the
spare capacity allocated on link j. Given the knowledge of all the working paths W,
and P, for all ¢ € C, we can formulate the spare capacity allocation problem into an

LP in the scenario of Failure-Independent (FID) and Failure-Dependent (FD), which are
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presented in the following sections.

3.5.1 Failure-Independent (FID) SCA
3.5.1.1 Mathematical Formulation

In the FID policy, the protection level of connection ¢ € C is represented by 6, regardless
of the failure pattern. The objective is to minimize the total spare capacity that needs
to be reserved for all the active connections such that their availability requirement can

be met:

minZ V; (3.1)

JEE
V; is targeted to guarantee only the spare capacity required by the connections inter-
rupted by any single failure pattern with the corresponding protection level for each
connection is subject to the availability requirement of the connection, which can be

expressed by the following constraint:

V;=max S;,,, Vi€E rn,€R (3.2)

where Sj,,, satisfies the following constraint:

Sirm = >  B.b. VjeErn€Rm#] (3.3)
Ve S.t. meW,,jeP.
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The function maz in Equation (3.2) asserts that for link j € E, V; is always greater than
or equal to the maximum spare capacity required on link j by any single failure pattern

T

With constraints (3.2) and (3.3) defined, the failure patterns belonging to RS-, RS-

wp? ~wip

and Rg, may have different availability impairment to connection ¢ instead of simply
blocking the service.
For the failure patterns belonging to RS, both w, and p. are unavailable, thus,

wp?

the availability impairment is 100%. For the failure patterns belonging to RS

7pr We 1S
interrupted by the first failure, and gets its reserved spare capacity B.-6. on its protection
path. Thus, the availability impairment is 1 — 6,.

When a dual-failure pattern r,, belonging to Rg, occurs, the situation becomes
more complicated. Let Cj,, denote the set of all the connections whose working paths
are disrupted by r, and protection paths traverse through link ;. The spare capacity

required on link j by all the working paths interrupted by 7, is denoted as Sj,.,.,.

which satisfies the following equation:

Sjﬂ'mn = Sj;"‘m + Sj,’fn - Z Bc ' ec vrmn S R,] ?é m,j 7é n (34)

Ve 8.5, meW,,jeP,

In this case, the following two scenarios introduce different availability impairments

upon connection c:

1. ¥ V; > Sj,,.. on all links j € P, all connections in Cj,, get their required spare
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capacity, and there is no contention upon the spare capacity between them. The

availability impairment on ¢ is 1 — 4.

2. If S, < V; £8j,,.. on all links j € P, , the residual spare capacity after
recovering the connections affected by the first failure r,, will not be enough for
the required protection level for the connections in Cj,, . Due to the insufficiency,
the source nodes of these connections drop their traffic proportionally according
to their protection levels and the available spare capacity. The lower and upper

bound on the availability impairment for ¢ would be (1 — 6,, 1].

Thus, when dual-failure pattern r,,, belonging to Res, occurs,ﬁ the availability im-
pairment on connection ¢ will be in a range of [1 — 6.,1]. To simplify the availability
model, we assume that the availability impairment on c is always 1 — ., no matter which
scenario happens. Our approximation yields an upper bound on the E2E availability of
connection ¢, however, has the advantage that the spare capacity contention does not
have to be included into the model and the SCA formulation is linear. On the other
hand, the derived protection level for each connection from FID-SCA model is a lower
bound on the actual protection level that could satisfy the availability requirement of
the connection.

With the above approximation, the E2E availability of connection ¢ denoted as A,
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can be calculated as follows:

Ac=1- > m— >  (1-6)m VceC (3.5)
r€RGy r€ (R, URS;,)

Obviously, in order to meet the availability requirement of connection ¢, the following

constraint is required:

Ac> Acsra Yee C (3.6)

where 6, is under the constraint:

0<6,<1 Yee C (3.7)

The objective function Equation (3.1) along with Equations (3.2), (3.3), (3.5), (3.6)

and (3.7) constitute the formulation of FID-SCA.

3.5.1.2 Complexity

In FID-SCA formulation, the variables to be solved are V; for each j € F and 6§, for each
¢ € C. Therefore, the number of variables grows as O(|E|+|C|). Since the spare capacity
on each link is reserved for all the connections disrupted by any single failure pattern and
each connection must hold the availability constraint, the number of constraints grows

as O(IE| x (|E| - 1) + [C]).
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3.5.2 Failure-Dependent (FD) SCA
3.5.2.1 Mathematical Formulation

With the FD policy, we let §., denote the protection level of connection ¢ in the occur-
rence of failure pattern . The objective of FD-SCA is the same as that in FID-SCA,
while the spare capacity sharing on link j is among all failure patterns in R. In other
words, V; is designed to serve as the minimal required spare capacity under any failure
pattern for all the connections whose working paths are disrupted by the failure pattern

and protection paths traversing through link 7, i.e.,

V;=max S;, Vje€E (3.8)

where S;, depends on the protection levels of those interrupted connections:

Sjr = > B.-6., VYVj€E,reR (3.9)
Ve 8.t. jePe,re(RS_ URS_ )

Wy P Wy p

With constraints in Equations (3.8) and (3.9), the availability impairment due to the
occurrence of failure patterns belonging to Rgy is 100%. In the occurrence of failure
patterns belonging to RZ-, or Rg-,, w, is restored in a protection level 6., since spare

wip

capacity sharing is among all failure patterns. Thus, the availability impairment is simply
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1 — 6., and the availability model of connection ¢ is as follows:

Ac=1-> m— > (1-0,)m VceC (3.10)
reERZ re(Rg_@uRfD_zp)

A, is subject to the availability requirement specified in the SLA as Equation (3.6), where

8. in Equations (3.9) and (3.10) is subject to the following constraint:

0<6.,<1 Vee C,r € (Re-, UR:_) (3.11)

w1p wap

The objective function Equation (3.1) along with Equations (3.8), (3.9), (3.10), (3.11)

and (3.6) constitute the formulation of FD-SCA.

3.5.2.2 Complexity

In FD-SCA formulation, the variables to be solved are V; for each j € E and 6., for each
¢ € C. The number of variable 6., for connection ¢ depends on the set of links traversed
by the working path and protection path of the connection. A connection ¢ € C is affected
by |W,| single failure patterns and 2 x |W,| x |P,| dual-failure patterns. Therefore, the
number of variables of FD-SCA formulation grows as O(|E|+}_ o (|We|+2 X |We| x| P.])).
Since the minimal required spare capacity is shared among all failure patterns in R, the
number of constraints grows as O(|E| x (|E| — 1)% + |C])

Obviously, FD-SCA formulation has much more constraints and variables than FID-

SCA formulation.
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3.6 Proposed Spare Capacity Reconfiguration Ar-

chitecture

Based on the proposed E2E availability models and SCA formulations in the previous
section, an availability-aware dynamic provisioning strategy for SBPP connections is
presented in this section, where spare capacity reconfiguration (SCR) is performed by
solving the policy-based SCA formulations to reconfigure the spare capacity along each
link.

In the proposed dynamic SCR. framework, we adopt a centralized network manage-
ment system (NMS) to conduct the network-wide reconfiguration. The NMS is assumed
to have full knowledge of per-flow information (i.e., the existing working and protection
path-pairs, along with their availability requirements). Each newly arrived connection
request ¢ is associated with a tuple < s.,d., Ac.sp4, Bc > as described in Section 3.4.

A network event is defined as an event where the network traffic distribution differs
from the last network event by an amount larger than a predefined threshold due to the
traffic variation [61]. In this work, the threshold of traffic variation is simply defined as a
specific number of connection setup or tear-down. A reconfiguration process is initiated
right after a network event, and is called a “success” if the reconfiguration process is
completed before the advent of the next network event. Thus, the necessary condition
for a successful reconfiguration process is that the computation time for solving the SCA

formulation is shorter than the time interval between two consecutive network events.
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If a reconfiguration process cannot be completed before the arrival of the next network
event, it is aborted and restarted after the event to follow most updated link state.

In Figure 3.1, a flow chart of the availability-aware SCR. architecture for dynamic
provisioning of SBPP connections is given. Firstly, an existing survivable routing algo-
rithm, e.g., Suurballe’s algorithm or successive survivable routing (SSR) [62], is chosen to
provision w, and p. when connection request ¢ arrives at an ingress node. The theoretical
E2E availability of ¢ which is denoted by A. is then calculated using Equation (3.5) or
(3.10) by assuming that the protection level of ¢ is 100%. If A, < A.gL4, it means that
it is not possible to achieve the required availability for ¢ with a single backup path even
when its protection level is 100%, and we need to allocate another protection path or
some path segments for meeting the availability constraint. In this study, the connection
requests that cannot be satisfied with a single shared backup path are simply blocked.

If the connection is successfully set up, and the current network state reaches the
threshold set for the next network event, the NMS will drop the current unfinished
reconfiguration process and initiates another reconfiguration process by solving the SCA
LP formulation. The solution tells the optimal protection level of each connection and
the minimal required spare capacity along each link such that the protection level of each
existing connection can be supported. In case the reconfiguration process is completed
before the arrival of the next network event, the newly derived spare capacity along each
link is kept in the NMS, and the source node of each existing connection is informed of

the updated protection level of the connection.
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Figure 3.1: Flow chart of SCR for dynamic provisioning of SBPP connections with
availability constraints
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3.7 Summary

In this chapter, we have presented two policy-based mathematical models for evaluating
the end-to-end availability of a shared backup path protected (SBPP) connection by
assuming no more than two simultaneous failures could possibly occur in the network.
With the availability-constraint of each SBPP connection, two linear programs have been
formulated to optimize the spare capacity allocation (SCA) in the network. To minimize
the redundancy while meeting the E2E availability requirements of SBPP connections,
a new parameter is defined for each connection, called protection level, which creates a
framework of partial restoration from any unexpected failure. Based on the proposed
availability models and spare capacity allocation formulations, we have then presented
a novel availability-aware spare capacity reconfiguration (SCR) architecture which can
provision dynamic SBPP connections with differentiated protection levels according to
connections’ availability requirements such that the spare capacity allocated in the net-
work is minimized.

In the next chapter, we present the numerical examples and results to verify the
proposed availability models and demonstrate the efficiency of the proposed SCR. archi-

tecture.
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Simulation Results and Analysis

4.1 Introduction

In the previous chapter, we have presented two policy-based mathematical models for
evaluating the end-to-end availability of a SBPP connection. Based on the availability
models, an availability-aware spare capacity allocation and reconfiguration architecture
has been proposed to minimize the resource redundancy in the network. The objectives
of the numerical study in this chapter are to validate our proposed availability models for
SBPP connections and demonstrate the efficiency of our availability-aware SCR archi-
tecture for dynamic provisioning SBPP connections. In the following sections, we first
provide detailed descriptions of our simulation models, followed by various simulation

results and performance analysis.

97
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4.2  Availability Model Validation

In this section, we verify the availability models Equation (3.5) and Equation (3.10) for

SBPP connections via simulation.

4.2.1 Simulation Setup

This simulation is conducted on two sample topologies shown in Figure 4.1 and 4.2: US
network and pan-European network [63] which have different network parameters. Table
4.1 shows the characteristics of each topology.

To validate the proposed availability models, a continuous time discrete event simula-
tor is designed. Our approach is to evaluate the E2E availability of a group of connections
in the network in presence of the arrival and departure of random failure events. For this
purpose, firstly a set of 135 SBPP connections are randomly generated and uniformly
allocated among all node pairs using successive survivable routing (SSR) algorithm [62].
All the connections are shared backup path protected.

The basic simulation assumptions are as follows:

e The link failure rate is proportional to the link length. The average failure rate
1/MTTF per kilometer is normalized in the unit of FIT which stands for “Failure

in 10° hours”.

e To simulate the most realistic situation, each failure occurs independently on a link

following a Poisson process, where no restriction on the number of simultaneous
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pan-European network | US network
number of nodes n 28 14
number of links k 41 21
minimum node degree 2 2
maximum node degree 5 4
average node degree 2.92857 3
minimum link length (km) 218 312
maximum link length (km) 1500 3408
average link length (km) 625.366 1299.05
network diameter (km) 5051 5316
average distance (km) 1983.06 2722.44
network diameter (hops) 8 3
average distance (hops) 3.56085 2.14286

Table 4.1: Topological parameters of the studied networks

failures has been addressed.

e Failure holding time of each link follows a negative exponential distribution with a

mean value of 6 hours, i.e., MTTR = 6 hours.
e The MTTR is assumed to be the same value on all links.
e Connections are held until the simulation is terminated.

The continuous time discrete-event simulator has been developed using C++ and

executed on a LINUX server with two 2.8-GHz CPUs and 1GB memory.

4.2.2 Results from Failure-Independent Availability Model

Firstly, we compare the simulated and theoretical availabilities for each connection in the

US network and pan-European network, respectively. In Figure 4.3 and Figure 4.4, we
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Figure 4.3: Comparison of FID-based theoretical and simulated connection availabilities
for each connection when 1/MTTF = 600 FIT and protection level is 100% in US network
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Figure 4.4: Comparison of FID-based theoretical and simulated connection availabilities
for each connection when 1/MTTF = 600 FIT and protection level is 100% in pan-
European network

show the results when the protection level of all the connections is 100% and the average

link failure rate 1/MTTF = 600 FIT per kilometer. The theoretical values are computed
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according to Equation (3.5). It is observed that in both networks, the theoretical E2E
availability is no less than the corresponding simulated value for all the connections due
to the fact that at most two links could fail simultaneously in the theoretical availability
model, whereas the simulation model allowed any number of concurrent link failures
to occur. Thus, a higher E2E availability could be derived than that of the realistic
one. In the US network (see Figure 4.1), the difference between the simulated and
theoretical availabilities (denoted as Error) is only about 0.00668680%, which is averaged
over all connections, and the 95% confidence interval for Error is in the range from
0.00668600% to 0.00668760%. In the pan-European network (see Figure 4.2), Error
is about 0.02159244%, and the 95% confidence interval for Error is in the range from
0.02158227% and 0.02160261%. The confidence intervals are obtained using the method
described in Appendix B. These results indicate very good accuracy of the FID-based
theoretical model.

Figure 4.5 and Figure 4.6 show the comparison between the simulated and theoretical
availability for different protection level when 1/MTTF = 600 FIT in the US network
and the pan-European network respectively. We consider the range of protection level
of each connection from 0.1 to 1 such that the lowest availability is around 99%. All the
connections are assigned with the same protection level (i.e., 0.1, 0.2, 0.4, 0.6, 0.8, and
1.0) in each simulation run. Both the simulated and theoretical availability at different
protection level are averaged over all the connections. In both networks, we observe that

the theoretical and simulated availabilities increase along with the protection levels of the
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Figure 4.5: Comparison of FID-based theoretical and simulated connection availabilities
at different protection levels when 1/MTTF = 600 FIT in US network
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Figure 4.6: Comparison of FID-based theoretical and simulated connection availabilities
at different protection levels when 1/MTTF = 600 FIT in pan-European Network

connections. The reason is very straightforward, since the higher the protection level of a
connection is, the more spare capacity it gets in case of failures. The difference between

the simulated and the theoretical values changes very slightly at different protection levels
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which is not large enough to be observed. In the US network, we have found that the
difference between the simulated and the theoretical values is as small as 0.0066868% that
can hardly be observed in the figure, while in the pan-European network, the difference is
greater than that in the US network. The reason is as follows. The network diameter in
terms of hops in the pan-European network is greater than that in the US network, thus,
the averaged number of links that the working and protection paths of each connection
traverse through is higher than that in the US network too. The probability that a
connection is affected by a failure pattern with more than two link failures, which is
ignored in the theoretical model, increases. Therefore, a slightly higher difference between
the simulated and theoretical values is obtained in the pan-European network. Even in
this case, the difference is only about 0.018492%. This validates our FID availability
model for different protection levels.

We also studied the impacts of average failure rate 1/MTTF per kilometer on the
achieved connection availabilities. Figure 4.7 and Figure 4.8 show the simulated and the
theoretical connection availabilities for different 1/MTTF values with 100% protection
level in the US network and the pan-European network respectively. Both the theoretical
and the simulated values are averaged over all the connections. We observe that the
curves obtained from both networks show the same trend. As we expected, the connection
availability decreases when the average failure rate increases. We can also see that the
difference between the theoretical and simulated availabilities is small when 1/MTTF is

low and increases when 1/MTTF increases. The reason is that as the average failure
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Figure 4.7: Comparison of FID-based theoretical and simulated connection availabilities

at different 1/MTTF values when protection level is 100% in US network
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Figure 4.8: Comparison of FID-based theoretical and simulated connection availabilities

at different 1/MTTF values when protection level is 100% in pan-European network

rate increases, there are more failure events that involves more than two links in the

simulation. In the US network, the smallest difference is about 0.001597% with 1/MTTF

= 200 FIT. When the theoretical connection availability drops to 99.6437% with 1/MTTF
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= 3000 FIT, the difference is only 0.16656%. In the pan-European network, the biggest
difference also occurs when 1/MTTF = 3000 FIT and is 0.17432% which indicates a high

accuracy of our FID-based availability model.

4.2.3 Results from Failure-Dependent Availability Model

In Figure 4.9 and Figure 4.10, we compare the simulated and theoretical availabilities
derived from FD availability model when 1/MTTF = 600 FIT in the US network and pan-
European network respectively. For each connection, the protection levels are uniformly
distributed between 0.5 and 1 for different failure patterns. The range of protection level
is chosen such that the theoretical connection availability is not less than 99%, which
is generally considered as the lowest availability value that the customers can accept.
For failure patterns that include single or dual failures, the same protection level, which
is randomly generated, is applied in the calculation of both theoretical and simulated
connection availabilities. For multiple failure patterns including triple or more failures
which only occur in the simulation process, the highest protection level value among that
of all the dual failure patterns is adopted. It can be observed that in both networks the
theoretical values are consistently higher or equal to the simulated values, which is the
case similar to the FID-based availability model because only single and dual failures are
considered in the theoretical model. In the US network, Error is about 0.01480427%, and
the 95% confidence interval for Error is in the range from 0.01480057% to 0.01480798%.

In the pan-European network, Error is about 0.15604744%, and the 95% confidence
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Figure 4.9: Comparison of FD-based theoretical and simulated connection availabilities
when 1/MTTF=600 FIT in US network
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interval for Error is in the range from 0.15550940% and 0.15658547%. The confidence

intervals are obtained using the method described in Appendix B. These results indicate

very good accuracy of the FD-based theoretical model.



Chapter 4. Simulation Results and Analysis 68

1

0.999} - ¢ . e ... | —©— Theoretical value|.|
e Gimulated value

0.997

0.995p - -

0.993 -

0.9911

Connection Availability

0.989 -

0.987

0.985 \

0 200 600 1000 1500 2000 2500 3000
1/MTTF(FIT)

Figure 4.11: Comparison of FD-based theoretical and simulated connection availabilities
at different 1/MTTF values in US network

1
0.999 -

T T T
.....| —€— Theoretical value] |
+ Simulated value

0.997 F -+ v

0.995

0.993 1

0.9911

Connection Availability

0.989 -

0087 F - o

0.985 . . . . . L L
0 200 600 1000 1500 2000 2500 3000

1MTTF(FIT)
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The comparison between the simulated and theoretical connection availabilities for
different 1/MTTF values is shown in Figure 4.11 and Figure 4.12 for the two studied

networks. Both the theoretical and the simulated values are averaged over all the con-
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nections. The curves in both figures show the same trend. Similar to the case of the
FID model, the difference between the theoretical and simulated values is small when
1/MTTF is low and increases when 1/MTTF increases. We can observe that the dif-
ference in the pan-European network is slightly greater than that in the US network.
The reason is that the larger network diameter makes most of the connections traverse
through more links in the first network, which increases the probability that a connection
is affected by triple or more failures. In the US network, the smallest difference is derived
when 1/MTTF = 200 FIT with a difference of about 0.0085%. When 1/MTTF = 3000
FIT, the theoretical connection availability is as low as 98.8227% and the difference is
increased to 0.2964%. In the pan-European network, the smallest difference between the
theoretical and simulated values is 0.0097% when 1/MTTF = 200 FIT and the largest
difference is 0.3943% when 1/MTTF = 3000 FIT. These results indicates that the accu-
racy of the FD availability model is not as good as that of the FID availability model
when the failure rate is very high. This is because the failure dependent protection levels
on triple or more simultaneous link failures in the simulation are allowed and the highest

protection level value among that of all the dual failure patterns is adopted.
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4.3 Performance of Spare Capacity Reconfiguration

Architecture

In this section, we examine the performance of our proposed SCR architecture. The
two policy-based SCR schemes are compared with SSR [62], a fast and efficient SBPP

connection provisioning algorithm without any availability consideration.

4.3.1 Simulation Setup

The US and pan-European network topologies shown in Figure 4.1 and Figure 4.2 are
adopted in this simulation. We assume that the link failure rate depends only on the
link length. The average failure rate 1/MTTF per kilometer is 200 FIT and the MTTR
is 6 hours for all links in the network. Without loss of generality, we assume that there
is no limitation on the link capacity, and each connection demands for a single unit of
bandwidth and is equipped with a specific availability requirement in the range of [0.99,
0.999999].

Two types of random event are defined in the network, connection request arrival
and connection departure. Arrivals to k-th node-pair follow a Poisson process with an
arrival rate Ay , which is uniformly distributed in the range [O.BX, 1.5X], where X is the
average of all the arrival rates. Each established connection has a mean holding time of
1/ with a negative-exponential distribution. We normalize time measurements using

1/p = 1 so that the average traffic load between each node-pair can be considered in a
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unit of Erlang as \.

SSR is taken to dynamically allocate each connection request. The policy-based SCA
LP formulations are solved once per ten connection arrival or departure events. We are
interested in the performance improvement due to the spare capacity reconfiguration. We
take spare capacity saving ratio as the performance measure, which is defined as ratio
between the amount of spare capacity saved due to the spare capacity reconfiguration
and the total amount of the spare capacity consumed by SSR. The spare capacity saving
ratio is measured whenever a reconfiguration process is done, and the average saving
ratio is derived by averaging a certain number of saving ratios through the simulation.

The simulation program is developed using C++ and executed on a LINUX server
with two 2.8-GHz CPUs and 1GB memory. The LP formulations are solved using

CPLEX9.0 optimization packages [64].

4.3.2 Numerical Results and Analysis

Figure 4.13 and Figure 4.14 show the spare capacity saving ratios of FID-SCR and FD-
SCR schemes in the two sample network topologies respectively. Each data point is the
average saving ratio over 50 reconfiguration processes. In the pan-European network,
it is clear that when the availability requirement is in a low range between 0.99 and
0.9943, the average saving ratio is very close to 100% for both schemes. This is because
a protection path with a small amount of spare capacity or no spare capacity reserved

at all could be enough to meet the availability constraint for most connections. With
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the increase of the availability requirement on each connection, the spare capacity saving
ratios of both schemes decrease since the required spare capacity on the protection path
increases. When the availability requirement is above 0.9999, the saving ratio drops to
less than 1%. This is because the high availability requirement on each connection can
only be met with a protection level close to 100%, which is the same as that in SSR
algorithm.

In the US network, the variation of the saving ratio against the availability require-
ment for both schemes is similar to that in the pan-European network. Some differences
are made in that the saving ratios in pan-European network are always higher than
those in the US network under the same availability requirements. This is because there
are some very long links in the US network whose unavailabilities are relatively higher
than those of links in the pan-European network; thus, when a working path traverses
through these links, more spare capacity is needed on its protection path to meet the
same availability requirement. We can also observe from Figure 4.13 and Figure 4.14
that the availability requirement above 0.9999 can hardly be achieved with a single pro-
tection path in the US network, while in the pan-European network, it is possible to get
an availability of 0.99999.

From Figure 4.13 and Figure 4.14, it can also be observed that when the availability
requirement is between 0.9943 and 0.99968 in the US network and between 0.9968 and
0.999968 in the pan-European network, the FD-SCR scheme gains an obvious advantage

over the FID-SCR scheme. As discussed in Section 3.5.1, the obtained availability is



Chapter 4. Simulation Results and Analysis 73

]

o o o o
[e)) ~ o w0

Spare Capacity Saving Ratio
o
o

0.4
0.3
02|
0.1 —— FiD-scr
i FD-SCR
899 0.992 0994 0.995 0.995 1

Availability Requirement

Figure 4.13: Spare capacity saving ratio vs. availability requirement in US network

0.9f Ry

0.8

L=
b

=

Spare Capacity Saving Ratio
< o o < €
> o

:./*/.

o
)
T

e
o

H - FID-SCR| - -
——— s Te)~

0 . L )
0.99 0.992 0.994 0.998 0.998 1
Availability Requirement

Figure 4.14: Spare capacity saving ratio vs. availability requirement in pan-European
network

overestimated in the FID-SCR scheme such that less spare capacity than actually required
is consumed. This leads to the fact that the derived spare capacity saving ratio with
FID-SCR is generally higher than the actual saving ratio. On the other hand, even in

front of the advantage taken by FID-SCR, the FD-SCR scheme still can achieve a higher
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saving ratio. This result leads to a fact that faiiure-dependent policy can achieve better
bandwidth efficiency than the failure-independent policy by making use of the location
information of the failures. However, the better performance in the FD-SCR scheme is
achieved at the expense of a longer computation time since the number of constraints in
the FD-SCR scheme is much more than that in the FID-SCR scheme as we described
in Section 3.5.2. Thus, the FID—SCR‘ scheme can provide an actual solution although it
may consume slightly more spare capacity than that of the FD-SCR scheme.

Figure 4.15 and Figure 4.16 show the protection level averaged over all the connections
when different availability requirements are addressed in both sample networks. It can be
observed in both figures that the protection level increases as the availability requirement
increases. These results match our expectation as well as the results in Figure 4.13 and
Figure 4.14 which show that the spare capacity saving ratios decrease with the increase of
the availability requirements. When the availability requirement is higher than 0.9999 in
the US network and 0.999968 in the pan-European network, the protection level is close
to 100%. In the event that customers are interested in the availabilities in the range from
0.9968 to 0.999968 (two nine to four nine), the proposed policy-based SCR schemes for
dynamic provisioning of SBPP connections will be able to provide much better resource

utilization than that of the SSR algorithm.
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Figure 4.16: Protection level vs. availability requirement in pan-European network

4.4 Summary

In this chapter, we have provided detailed simulation results to validate our proposed
availability models for SBPP connections and evaluate the performance of our availability-

aware SCR architecture for dynamic provisioning SBPP connections by making perfor-
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mance comparison with the SSR algorithm, which does not consider any availability
constraint.

We have found that the policy-based availability models for SBPP connections have
a high accuracy compared with the simulated availability values. The proposed SCR
architecture can considerably reduce the spare capacity consumption. We have also
found that a failure-independent policy which requires much fewer decision variables and
avoids the overhead of locating the failures can provide a practical solution despite that

it may require a slightly more spare capacity than a failure-dependent policy.



Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we have presented two policy-based availability models for shared backup
path protected connections when no more than two simultaneous failures occur in the
network. The policies could be failure-dependent or failure-independent. We have pro-
posed to use partial protection on the shared backup paths due to the characteristics of
bandwidth divisibility in the IP/MPLS layer in order to optimize the resource consump-
tion. Based on the proposed availability models, a novel spare capacity reconfiguration
architecture with availability constraints has been developed to minimize the spare ca-
pacity allocation for dynamic provisioning of shared backup path protected connections.

We have conducted a comprehensive study to verify the proposed availability models

under different policies. The numerical results have shown the correctness of our availabil-

77
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ity models. We have compared the proposed spare capacity reconfiguration architecture
with SSR, a fast and efficient dynamic provisioning algorithm for shared-backup-path-
protected connections without considering any availability requirement of connections.
We have found that the availability-aware spare capacity reconfiguration architecture
can considerably reduce the spare capacity consumption. We have also found that a
failure-independent policy which requires much fewer decision variables and avoids the
overhead of locating the failures can provide a practical solution despite the fact that it

may require a slightly more spare capacity than a failure-dependent policy.

5.2 Future Work

As an extension to this work, the following list of open problems are suggested as potential
research areas:

In the availability models for SBPP connections, we have assumed the availability
impairment upon a connection due to spare capacity contention, which is caused by mul-
tiple simultaneous failures in the network, to be the worst case in order to make the
mathematical formulations of spare capacity allocation linear. Thus, an upper bound
on the consumed spare capacity is obtained. To further optimize the resource allocation
in a network, the probability for a connection to obtain spare capacity in the presence
of spare capacity contention needs to be addressed more precisely. In this work, we
have also assumed no more than two simultaneous failures could possibly occur in the

network. Although neglecting triple or more failure patterns only slightly overestimates
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the connection availability while simplifying the availability models, to generalize the
availability models, triple or more failure patterns need to be considered. Under this
circumstance, accurately evaluating the availability for SBPP connections becomes ex-
tremely complicated and is an open problem to be solved.

For the spare capacity reconfiguration architecture, we have adjusted the spare capac-
ity on each link by solving an LP formulation periodically. There are instances where the
LP approaches may have difficulty due to large network size and high volume of connec-
tion requests. Developing an efficient heuristic-based connection provisioning approach,
in which an appropriate level of protection is provided to each connection according to

its predefined availability requirement, is a very promising topic.
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Appendix A

Computation of the Stationary

Probabilities of Failure Patterns

Given the values of MTTF and MTTR of each link in the network, the probabilities of
all failure patterns can be derived by solving a continuous time Markov chain introduced
in [14].

The basic assumptions are as follows:

The network nodes have availability equal to one.

A link is either available or unavailable.

All links fail independently.

No more than two simultaneous link failures occur in the network.
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e The repair time and the time to failure of a link are memoryless, exponentially

distributed random processes with constant means MTTR and MTTF.

Based on the above assumptions, the state-transition diagram for the continuous time
Markov chain shown in Figure A.1 can be derived. There are three columns of states in
Figure A.1. The first column contains state (0), in which none of the links have failed;
the second column contains state (1 — L) and exactly one link has failed in these states,
where L is the number of links of the network topology; and the third column contains
the states (7, 7) where all links except links ¢ and j are operating, and link 7 failed before
link j.

The following notations will be used in the mathematical derivation:
e )\; denotes the failure rate of link 7 in the network, where \; = 1/MTTF;.
e u; denotes the repair rate for link 4 of the network, where u; = 1/MTTR,.

e 7o denotes the probability of state (0), i.e., the proportion of time during which no

links in the failed state.

e 7; denotes the probability of state (i), i.e., the proportion of time during which link

7 is in the failed state.

e ;; denotes the probability of state (i, j), i.e., the proportion of time during which

links ¢ and j are in the failed state, where link ¢ failed before link j.

o )\r denotes the sum of the failure rates of all links.
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Figure A.1: The continuous time Markov chain.

The state probabilities (7) are interrelated by the balance equations:

L
(Ar = X + i) - 71 = Nimo + Z pi (i g + i)
J=1j#i
Aj
Tij = i
Hi +
L L L
o Sne Y 3wyt
i=1 i=1 j=1,j7i

Introducing equation (A.2) into (A.1) and (A.3) yields:

92



Appendix A. Computation of the Stationary Probabilities of Failure Patterns

Hj At
(Ar — X + ) -7 = Mo + E A ; ;)
S =Lt “zﬂ‘ﬂ RTE

mﬁ-Zm—i—Z Z M'i'ﬂ mo=1
i j

i=1 j=1,j#1
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(A.4)

(A.5)

After solving (A.4) and (A.5) for m;, (A.2) can be directly applied for calculating the

stationary probability m; ; of dual-failure pattern (3, 7).



Appendix B

Confidence Interval

The accuracy of the simulation results is normally described in terms of confidence inter-
vals. A confidence interval gives an estimated range of values which is likely to include
an unknown population parameter. The estimated range can be calculated from a given
set of sample data.

Let X be an unknown population parameter and Xi, Xs, ..., Xy be the simulation
results of the same experiment but produced by N different runs, and assume these
simulation runs are statistically independent.

The sample mean X of these results is given by

N
— N X,
X = _—227\} : (B.1)
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and the sample variance S% is defined as follows:

52 _ Zil(X’t - X)2
% =

T (B.2)

The upper and lower bounds of the confidence interval regarding these simulation

results are defined as follows:

Upper bound = X 4 2% %t -1 (B.3)
er bound = —_— :
pp JN
— Sy xtapy_
Lower bound = X — ——— 221 (B.4)

VN

where ¢¢ y_1 is the upper 100 x 5 percentage of the ¢-distribution with N —1 degrees of
freedom, and its values can be obtained from tables.

The intervals thus obtained are referred to as the intervals with 100 x (1 — «) percent
confidence and (N — 1) degrees of freedom. These confidence intervals can be made as
small as desired by increasing the number of independent runs of a single experiment.
In this thesis, the 95% confidence intervals for the difference between the simulated and

theoretical availabilities were obtained, based on 135 independent connections.



