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S U M M A R Y

We infer seismic azimuthal anisotropy from ambient-noise-derived Rayleigh waves in the wider

Vienna Basin region. Cross-correlations of the ambient seismic field are computed for 1953

station pairs and periods from 5 to 25 s to measure the directional dependence of interstation

Rayleigh-wave group velocities. We perform the analysis for each period on the whole data

set, as well as in overlapping 2◦-cells to regionalize the measurements, to study expected

effects from isotropic structure, and isotropic–anisotropic trade-offs. To extract azimuthal

anisotropy that relates to the anisotropic structure of the Earth, we analyse the group velocity

residuals after isotropic inversion. The periods discussed in this study (5–20 s) are sensitive

to crustal structure, and they allow us to gain insight into two distinct mechanisms that result

in fast orientations. At shallow crustal depths, fast orientations in the Eastern Alps are S/N

to SSW/NNE, roughly normal to the Alps. This effect is most likely due to the formation

of cracks aligned with the present-day stress-field. At greater depths, fast orientations rotate

towards NE, almost parallel to the major fault systems that accommodated the lateral extrusion

of blocks in the Miocene. This is coherent with the alignment of crystal grains during crustal

deformation occurring along the fault systems and the lateral extrusion of the central part of

the Eastern Alps.

Key words: Europe; Seismic anisotropy; Seismic interferometry; Seismic noise; Surface

waves and free oscillations.

1 I N T RO D U C T I O N

Tectonics and seismic activity are consequences of the acting stress

field. Gaining insight into the present-day orientation of the stress-

field and its evolution over geological time can thus improve our

understanding of regional tectonics and future seismicity sharply.

Today, the wider Vienna Basin region is one of the seismically most

active regions in Austria. It has been subject to major earthquakes in

the past, for example the M ∼ 6 Neulengbach/Ried am Riederberg

event in 1590 that caused considerable damage in Vienna (e.g. Gut-

deutsch et al. 1987; Hammerl & Lenhardt 2013). Due to the limited

earthquake record in the area and the sparse knowledge of the re-

gional stress field, there are major uncertainties in seismic hazard

assessments in the region. Various techniques such as palaeoseis-

mology have been used to better constrain past and current seismic

hazard (Gribovszki et al. 2017; Hintersberger et al. 2018), however

they remain mostly pointwise measurements that lack the coverage

over the whole Vienna Basin region. Understanding the stress field

better, and which faults may be reactivated to produce significant

earthquakes in the near future—as dictated by the stress field—is

therefore of great importance for accurate assessment of seismic

hazard.

The wider Vienna Basin region lies in the Alpine–Carpathian–

Pannonian junction, which is defined by its complex tectonic history.

In brief, the N/S-collision of the Eurasian Plate with the African and

Adriatic plates resulted in the orogeny of the Alps (e.g. Schmid et al.

2004, and references therein). During the Miocene, this led to the

lateral northeastwards extrusion of blocks (Gutdeutsch & Aric 1988;

Ratschbacher et al. 1991; Wölfler et al. 2011), accommodated by the

major fault systems in the region (see Fig. 1). The sinistral Salzach–

Ennstal–Mariazell–Puchberg fault (SEMP in Fig. 1), the Mur–Mürz

Line (MML in Fig. 1) and the Vienna Basin Transfer Fault System

(VBTFS in Fig. 1) mark the northern edge of extrusion. The dextral

Periadriatic Line, and Lavanttal (LA in Fig. 1) fault systems delimit

the southern edge of extrusion (Gutdeutsch & Aric 1988). As part

of this extrusion, the Vienna Basin (VB in Fig. 1) formed as a thin-

skinned pull-apart basin on top of thrust sheets and has undergone

a complex history, including formation of the pull-apart structure,

fault reactivation, graben formation and normal faulting and rollover

(Decker et al. 2005; Hölzel et al. 2010; Lee & Wagreich 2017).
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Figure 1. Tectonic sketch map of the study area illustrating the lateral extru-

sion of blocks (the southeastern half), accommodated by the major fault sys-

tems and subsequent formation of the Vienna Basin in the Alpine-Carpathian

transition zone. Labelled fault systems: AF (Alpine Thrust-Front), LA (La-

vanttal fault), MML (Mur-Mürz-Line), SEMP (Salzach-Ennstal-Mariazell-

Puchberg fault), VBTFS (Vienna Basin Transfer Fault System). Labelled

major geographical features: Bohemian Massif (BM), Carpathians (C), East-

ern Alps (EA), Vienna Basin (VB). Faults are drawn after Peresson & Decker

(1997).

The palaeo-stress orientation of maximum horizontal compres-

sive stress σH that facilitated the formation of the structures appears

to be dominantly oriented N/NNE in the last 17 Ma (see Decker et al.

2005 and references therein). These conclusions are consistent with

the block model proposed in Gutdeutsch & Aric (1988). Gerner

et al. (1999), however, modelled the stress field using finite ele-

ments based on focal mechanisms, borehole breakouts and in situ

stress measurements. Their modelling suggests that the present-day

σH -orientation in our study region is rotated to ∼NW, roughly nor-

mal to the Bohemian Massif (BM in Fig. 1). Similarly, Reinecker &

Lenhardt (1999) argue that the BM acts as an indenter that results in

a ∼NW σH -orientation in the eastern part of our study region. This

would imply σH -orientations almost normal to the MML and nearby

fault systems, raising the question why these faults are seismically

active today. The focal mechanisms used in these studies (Gerner

et al. 1999; Reinecker & Lenhardt 1999) are mainly sinistral strike-

slip mechanisms along the MML. In contrast, Bada et al. (2007)

present a smoothed map of an updated collection of stress-field mea-

surements and report ∼N-orientations of σH in the west and north

of our study area, and ∼NE-orientations in the east and south. Robl

& Stüwe (2005) report similar orientations based on viscous thin

sheet simulation. These orientations are roughly normal to the Alps

(instead of the BM) and are indeed compatible with the observed

seismic activity along the MML. More recently, seismicity along the

MML and in the region has been found to be a combination of strike-

slip-, normal- and thrust-faulting events (Brückl et al. 2014), which

raises further questions about the present-day orientation of σH .

In this study, we investigate the azimuthal anisotropy of Rayleigh

waves in the region to gain insight into the orientation of the stress-

field and historical deformation. Our work focuses on using an

existing high-quality isotropic velocity model for the Vienna Basin

region (Schippkus et al. 2018) in a new sequential inversion ap-

proach which allows to extract and study the anisotropic structure

of the crust. For this, we rely on two mechanisms that generate

seismic anisotropy, and faster propagation of Rayleigh waves along

σH : in the upper crust, cracks open in the direction perpendicular

to σH , if the lowest compressive stress σ3 is horizontal. Seismic

waves travel faster along that axis, because fluid-filled cracks re-

duce seismic velocities in the direction normal to it (Nur 1971).

On the other hand, deformation can align crystals, especially in

the lower crust (Barruol & Kern 1996), which may cause seismic

anisotropy. Because the Rayleigh waves we utilize are retrieved

from ambient-noise cross-correlations, which means they represent

estimated Green’s functions between receiver pairs (Nakata et al.

2019, and references therein), effects on the propagation speed are

contained within the study area and they are sensitive to anisotropy

in the area.

In the following, we describe our approach, the directional depen-

dence of Rayleigh wave velocities, how they may relate to azimuthal

anisotropy, and finally discuss limitations and advantages of our ap-

proach as well as our observations of the present-day stress field

and historical deformation.

2 DATA A N D M E T H O D

The data used in this study are the fundamental-mode Rayleigh-

wave group velocities presented in Schippkus et al. (2018). Here, we

analyse the measured group velocities um , predicted group veloci-

ties from the isotropic model u p , and their residuals ur = u p − um .

In Schippkus et al. (2018), interstation group velocities are esti-

mated from ambient-noise cross-correlation functions (CCFs) for

1953 station pairs. 187 850 (59.6 per cent) interstation measure-

ments pass the quality- and statistics-based selection procedure,

with the number of remaining measurements depending on period

(Fig. 2). These measurements were previously used to compute an

isotropic shear-velocity model of the region (Schippkus et al. 2018).

The interstation paths remaining after selection show no significant

bias in available azimuth for the periods discussed later in this study

(5–20 s, Fig. 2). At longer periods (T > 20 s), the criterion that lim-

its minimum interstation distance results in a skewed distribution

in azimuth, with only certain azimuths being available for long in-

terstation distances (Fig. 2f). We therefore refrain from interpreting

those periods in greater detail.

We parametrize azimuthal anisotropy of Rayleigh wave group

velocities following Smith & Dahlen (1973) by

u (�) = u0 + A ∗ cos (2 ∗ (� − ϕ2)) + B ∗ cos (4 ∗ (� − ϕ4)) ,

with the isotropic velocity u0, the amplitude A and phase shift

ϕ2 of the 2�-term and the amplitude B and phase shift ϕ4 of the

4�-term. To stabilize the fitting, we use the medians of azimuth-

binned group-velocities (5◦-bins) and weigh them by their respective

standard-deviations (see Fig. S1). While we account for the 4�-term

during the curve-fit (Fig. S2), in this study we aim to only interpret

the 2�-term.

To learn about the spatial distribution of A and fast orientation ϕ2

in the study area, we regionalize the approach, that is we estimate the

azimuthal anisotropy in smaller subareas. For this, an evenly spaced

grid (in latitude and longitude) of overlapping cells is defined across

the region. For each of those cells, we estimate the directional

dependence, as described above, of those interstation paths that

cross the cell. The median for each azimuth-bin is measured from

interstation group velocities weighted by their path-length inside the
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2058 S. Schippkus et al.

Figure 2. Interstation geometry for all available station pairs (a) and the station pairs remaining after selection criteria applied during group velocity

measurements for different periods (b–f). At shorter periods, slight bias of removal for interstation orientations ∼NE due to decreased signal-to-noise-

ratio of CCFs that are oriented normal to the main noise source direction. Increasing minimum interstation distance with increasing period to due to the

minimum-wavelength criterion, leading to strong azimuth-bias at 25 s. For more details on the retrieval of group velocities, see Schippkus et al. (2018).

cell. More precisely, for each of those cells, all 5 km cells (from the

parametrization of the isotropic inversion of Schippkus et al. 2018)

contained within the large cell are checked for crossing paths and

these paths’ group velocities and azimuths are taken as data points.

Therefore, paths that cross n 5 km cells within a large cell result

in n velocity-azimuth data points for that cell, that is the velocity

medians are weighted approximately by their path-length within the

larger cell.

3 R E S U LT S

In the following, we present our findings on the directional de-

pendence of measured group velocities (4.1), of modelled group

velocities from the isotropic velocity model (4.2), and of group

velocity residuals (4.3).

3.1 Measured group velocities

The directional dependence of group velocities, measured on all

paths for a given period (Fig. 3a), shows that fast orientations vary

from –5◦ to 50◦ (S–N to SSW–NNE), depending on period. In the

following, we will refer to them only by one direction, in this case

N–NNE. The amplitude of the directional variation is larger for

shorter periods (∼6 per cent at 5 s), decreasing with period and

reaching a plateau at around 10 s, where lower amplitudes of 1–2

per cent are observed. At periods larger than 20 s, the amplitude

increases again up to ∼4 per cent. All shown error bars indicate

one standard deviation. There is an interdependence of errors in

direction and amplitude with the amplitude A itself. The lower the

amplitude A, the less-well-determined A and ϕ2 are. This leads to

very high errors (±3 per cent) for amplitudes <2 per cent, meaning

that no directional dependence (A = 0) of group velocities is

consistent with the observations at least for some periods (10–20 s,

Fig. 3a).

We regionalize the directional dependence, as described above,

of the measured group velocities for 5 s (Fig. 4a) and 20 s (Fig. 4e)

to represent the shallow (5 s) and mid-crustal structure (20 s). We

find that these periods show distinctly different behaviour in our

approach that is representative for the entire period-range. Here,

we choose to parametrize the grid-cells with 2◦ width and height,

and 85 per cent overlap. This dense distribution of cells is used to

more clearly illustrate the observations we make and support the

arguments we bring forward. For the purpose of discussion, how-

ever, we will later apply a coarser grid to prevent overinterpretation

given the limitations in lateral resolution of our approach. The most

striking feature of the regionalized fast orientations is that they

seem to form a tangential shape around the southeastern part at

5 s (Fig. 4a). The ‘centre’ of this shape is roughly collocated with

the major sedimentary basins in the region [VB and Little Hungar-

ian Plain (LHP)], marked by the two low-velocity features in the

isotropic model of Schippkus et al. (2018) (Fig. 4d). For a given

2◦-cell, the paths across sedimentary basins are generally slower
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Figure 3. Directional dependence (2θ -terms) of group velocities for measured (a), modelled (b), and residual (c) group velocities. (a) Measured group velocities

show N–NNE fast orientations (ϕ2) for all periods. Amplitude decreases with period until plateau is reached. (b) Group velocities modelled from the isotropic

velocity model also show directional dependence. Similar trend in amplitude as (a). Decreasing amplitude of velocity model (represented by standard deviation

std(M), grey points) with period may explain decreasing amplitude of the 2θ -term. (c) Residual group velocities show stable NNE fast orientation that rotates

slightly towards E with increasing period. Lower, but stable amplitudes for all periods around 1–2 per cent.

than paths across crystalline basement rocks of the BM. This re-

sults in a pattern where fast orientations are oriented tangentially

around the low-velocity anomalies. The same effect is visible for

20 s (Fig. 4e) for which only the VB and underlying structure re-

mains as a dominant low-velocity anomaly (Fig. 4h), resulting in a

smaller radius of the tangential feature (Fig. 4e). These observations

suggest that the regionalized fast orientations determined from mea-

sured interstation group-velocities may be dominated by isotropic

effects—the heterogeneous distribution of velocities—rather than

anisotropic structure.

3.2 Modelled group velocities

To test this hypothesis, we determine the directional dependence of

group velocities as predicted by the isotopic velocity model (Schipp-

kus et al. 2018), first on the entire region. We find that the isotropic

model also predicts a directional dependence of Rayleigh wave

velocities (Fig. 3b), although different from the measured group

velocities (Fig. 3a). Fast orientations are varying over a larger range

(–50◦ to 65◦) and amplitudes are generally lower, especially at short

(5–10 s) and long periods (20–25 s). At intermediate periods (10–

20 s), a slight increase in amplitude is observed, corresponding to a

change in fast orientation to NW. However, an amplitude decrease

with period for short periods (5–10 s) is present for both the mea-

sured (Fig. 3a) and predicted group velocities (Fig. 3b). The standard

deviation of the isotropic velocity model std(M) (Fig. 3b) suggests

that the decrease of amplitude with period may be partly explained

by the decreasing model amplitude. The amplitude of directional

dependence may be influenced by the velocity-contrasts within the

model, pointing again to isotropic effects rather than anisotropic

structure.

The regionalized fast orientations as estimated from modelled

group velocities (Figs 4b and f) show striking similarity with those

estimated from measured group velocities (Figs 4a and e), espe-

cially for 5 s (Figs 4a and b). At 20 s (Figs 4f and e), some dif-

ferences are visible, but the overall pattern is very similar, with

the main feature—fast orientations tangential to the low-velocity

anomalies—well visible. Our hypothesis that the distinct pattern

of fast orientations is largely explained by the heterogeneity of

isotropic velocities seems to hold, given how closely the patterns

from measured and modelled group velocities resemble each other.

3.3 Group velocity residuals

As shown above, the fast orientations estimated from measured

group velocities appear to be dominated by isotropic effects. There-

fore, we analyse the residuals after isotropic inversion, that is the

difference of modelled and measured group velocities, to extract

azimuthal anisotropy. These residuals contain only effects that the

isotropic model cannot explain, that is errors in data (e.g. inaccu-

rate measurements), errors in the model (e.g. invalid assumptions,

smoothing) and effects of the anisotropic structure, the target of our

study. The group velocity residuals (Fig. 3c) show a stable NNE

(∼30◦) fast orientation ϕ2 that rotates slightly towards east (from

25◦ to 50◦) with increasing period. The amplitude A is relatively

stable around 1.5 per cent and no longer exhibits a decreasing trend.
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2060 S. Schippkus et al.

Figure 4. Regionalization of fast orientations for measured (a, e), modelled (b, f) and residual group velocities (c, g) in a grid of 2◦-cells, overlapping with

85 per cent at 5 s (top row) and 20 s (bottom row). The group velocity maps (d, h) of Schippkus et al. (2018) allow to interpret the observed features. Fast

orientations (ϕ2) estimated from measured and modelled group velocities show a very similar pattern. Striking is the tangential alignment of fast orientations

around the major low-velocity anomalies, explained by isotropic effects (fast paths within a cell are those that do not cross the low-velocity anomalies). Locally,

amplitudes can be considerable (A ∼ 10 per cent). Residual group velocities at 5 s (c) show a smoothly varying distribution of fast orientations, although fast

orientations in the Southeast that are similar to both (a) and (b) remain. At 20 s (g), fast orientations from residuals are universally aligned ∼NE.

The regionalized fast orientations of residual group velocities at

5 s (Fig. 4c) show a distribution that still appears to contain some

previously observed features, but it is overall very different from

the patterns observed for measured (Fig. 4a) and modelled (Fig. 4b)

velocities. Most notably, the NE ϕ2-orientation at the southeast-

ern edge, present for both measured and modelled group velocities

(Figs 4a and b), remains consistent, although with reduced ampli-

tude. The clear tangential pattern observed previously (Figs 4a and

b) is no longer present and instead a spatially-coherent rotation of

the fast orientation (N–NE) from west to east is visible. At 20 s

(Fig. 4g), the fast orientations are spatially coherent NE over the en-

tire region with only minimal variation. Still, a very slight tangential

trend appears to be present around the low-velocity anomaly in the

NE, but the effect is negligible compared to previous observations

(Figs 4a, b, e and f).

3.4 Impact of smoothing constraint

As mentioned above, the smoothing constraint during the isotropic

inversion may propagate isotropic effects into the residuals. Be-

cause we have direct control over this parameter, we can test how it

may bias our measurements. For this, we invert the measured group

velocities with weaker smoothing and compare to our results with

stronger smoothing (Fig. 5). Each panel (a–d) shows the regional-

ized fast orientation measured from group-velocity residuals on the

left-hand side. On the right-hand side, we show the inverted group-

velocity residuals, where the residuals are used as input in a second

isotropic inversion to regionalize them. The second inversion is

parametrized the same as the first inversion. This allows insight into

whether the residuals are randomly distributed or heavily influenced

by the isotropic velocity structure.

With stronger smoothing, as used in this study and Schippkus

et al. (2018) (smoothing factor a = 35), the model does not fully

explain the measured group velocities. The model velocities in the

VB and LHP are not low enough to fully account for the measured

velocities (a, b in Fig. 5a). Similarly, the model velocities in between

the basins are too low to explain the data (c in Fig. 5a). Here, the

Little Carpathians separate the two basins. This mountain range

is geographically too narrow to be properly represented with the

chosen smoothing constraint. This suggests that isotropic effects

do indeed propagate into the residuals. Isotropic inversion with

a weaker smoothing constraint (a = 10, Fig. 5b) results in a more

random distribution of residuals. They still contain isotropic effects,

but the effects are no longer as dominant in the model. The retrieved

azimuthal anisotropy from those residuals is generally much weaker

and constrained more poorly (Fig. 5b) and may locally even change

orientation dramatically. Note that the amplitude of the directional

dependence decreases with weaker smoothing, because a weaker

smoothing constraint results in a better data-fit and therefore lower

residuals. The fast orientations (Fig. 5b), however, still appear to be

mostly consistent with the findings for stronger smoothing (Fig. 5a).

At 20 s, similar observations can be made. The model velocities

near the VB are also too low to fully explain the data (Fig. 5c)

and with weaker smoothing the residual distribution appears more

random (Fig. 5d). However, the isotropic effects are not as impactful

on the regionalized fast orientations at 20 s as compared to 5 s.

This is evident by the minimal effect of the smoothing constraint

on the retrieved fast orientations (Figs 5c and d). Importantly, the

tangential-trend-argument introduced above does not explain the
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Vienna basin anisotropy 2061

Figure 5. Impact of the smoothing constraint applied during isotropic inversion on retrieved azimuthal anisotropy from group-velocity residuals. Each panel

(a–d) shows the regionalization of anisotropy (left-hand side) and the inverted group velocity residuals, in a second isotropic inversion. Left-hand panel: results

for the stronger smoothing constraint used in Schippkus et al. (2018) (a = 35). Right-hand panel: results for a weaker smoothing constraint (a = 10). With

stronger smoothing, isotropic velocity structure carries over into the residuals (a, c) and may continue to bias estimation of anisotropy. Distribution of residuals

with weaker smoothing (b, d) appears more random and less representative of isotropic structure, although some influence remains. At 5 s, the smoothing

constraint has strong impact on retrieved anisotropy. At 20 s, the smoothing has only minimal impact on the retrieved directions. Note the different scale for

strong and weak smoothing, and that the amplitude of anisotropy decreases with weaker smoothing.

consistently observed NE fast orientations across the entire region

(Figs 5c and d).

4 D I S C U S S I O N

We split the discussion into two parts: a methodological and a

structural part. In the methodological part, we aim to discuss the

assumptions, robustness, and limitations of our approach in order

to argue that we do indeed observe anisotropic structure in residual

group velocities. In the structural part, we discuss our findings in

the geological and tectonic context.

4.1 Methodology

The group velocity u(
⇀

x, �) at a location
⇀

x is the sum of two

contributions

u
(

⇀

x, �

)

= uiso

(

⇀

x
)

+ uaniso

(

⇀

x, �

)

,

with the isotropic part uiso(
⇀

x) and the anisotropic part uaniso(
⇀

x, �),

which is dependent on the direction of wave propagation �. The

approach presented in this paper is a sequential one based on the

assumption that a thoroughly conducted isotropic inversion (as done

in Schippkus et al. 2018) retrieves the isotropic structure uiso(
⇀

x),

whereas the residual group velocities of the isotropic inversion are

primarily sensitive to the anisotropic velocity structure uaniso(
⇀

x, �).

The observed anisotropy on the order of a few per cent raises

the question about the accuracy of our traveltime measurements

and potential biases therein. Errors on this order are negligible

for interpreting tomographic images of the crust (Schippkus et al.

2018), but this is still to be seen in the context of anisotropy.

A non-uniform distribution of noise sources might, in extreme

cases, introduce traveltime errors on the order of a few per cent in

Green’s functions estimated from cross-correlations of the ambi-

ent seismic field (Tsai 2009; Froment et al. 2010). Froment et al.

(2010) find faster velocities for station pairs that are aligned roughly

normal to the dominant noise source direction. However, if the

wavefield is sufficiently scattered, that is if not ballistic waves are

cross-correlated but their coda, this error is reduced to almost zero

(Froment et al. 2010). The primary (∼14 s) and secondary (∼7 s)

microseism peaks are generated by different mechanisms (Longuet-

Higgings 1950; Hasselmann 1963) and originate at different loca-

tions (Juretzek & Hadziioannou 2016), resulting in a less-well-

defined dominant noise source direction. Furthermore, we use data

recorded over 2 yr to retrieve estimated Green’s functions, account-

ing for different dominant noise source regimes, which are different

in winter and summer months. Therefore, in our case, the wavefield

likely consists of a variety of ballistic and scattered waves arriving

from different directions. We believe that this alleviates potential

traveltime errors.

This study is based on group velocities measured on estimated

Green’s functions that contain Rayleigh waves. Group-velocity

measurements are not very precise, because the peak of the envelope

of a filtered waveform is picked as an estimate for group-velocity

(Dziewonski et al. 1969). The distribution of residuals in Fig. S1

indicates that measurement errors give rise to velocity errors that

are not larger than 0.2 km s–1, and probably smaller than that (since

unmodelled effects are also included). One might think that longer

periods would be associated with less precise measurements, due to

the filtre-width increase with wavelength. Fig. S1 suggests though

that this does not seem to be the case. Overall, the uncertainties are

not large.
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Some of the errors that enter prior to the retrieval of residual

group velocities are on the order of the measured effect of a few

per cent. To test for the significance of our results, we model the

worst-case scenario: What if the combination of all errors results

in entirely random group-velocity residuals that are no longer rep-

resentative of any physical feature? For this, we compute 10 000

sets of randomly distributed interstation residuals for each period,

using the available interstation geometry per period and measure

azimuthal anisotropy on them (Fig. S3). We find that our results,

although small in amplitude and subject to potentially significant

errors, are extremely unlikely to be a result of chance, especially

given the consistency of our results over the period range. This gives

more credibility to our results and agrees with our previous con-

siderations that the errors we introduce are likely smaller than the

amplitude of anisotropy A. This approach does not account for the

propagation of physical effects other than from anisotropic structure

into the residuals, though. Our tests on the impact of the smoothing

constraint (Fig. 5) should give confidence that the isotropic velocity

structure does not heavily influence the retrieved fast orientations,

at least for periods longer than 5 s.

The interpretation of group velocity residuals in terms of az-

imuthal anisotropy relies not only on negligible propagation of

isotropic effects into the residuals, but also on a purely isotropic

model that does not already account for anisotropic effects. As dis-

cussed in Schippkus et al. (2018), we believe this model is a good

representation of the isotropic velocity structure of the wider Vienna

Basin region. In addition to the arguments presented in Schippkus

et al. (2018), which include surface geology, velocity contrasts at

known faults, and gravitational anomalies to confirm the lateral ex-

tent of the observed features, as well as ground truth from boreholes

and refraction profiles to confirm the depth-extent, the refraction

profile 7R (Dvorak et al. 1990) is also in good agreement with the

imaged deep low-velocity anomaly in the Vienna Basin. Therefore,

we believe that there is no significant influence of anisotropy on the

isotropic velocity model.

In recent literature, it is common practice to interpret azimuthal

anisotropy directly from measured group velocities (e.g. Mordret

et al. 2013; Zigone et al. 2015; Taylor et al. 2019). In this study,

we show that interpretation of measured group velocities in terms

of anisotropic structure can be misleading, as the heterogeneities

of the isotropic velocity structure can dominate the apparent fast

orientations. This can occur even with a relatively homogeneous

distribution of path geometries (Fig. 2). We suggest that a simple 2-

step approach of isotropic inversion and interpretation of residuals

will result in more confident estimates of anisotropic structure. An

alternative approach would be to perform a simultaneous inversion,

as has been done for the Swiss region by Fry et al. (2010). They

have tested the trade-off between isotropic and anisotropic terms,

and found that there are indeed such trade-offs for experimental

conditions that are somewhat similar to ours (e.g. noise-based mea-

surements, study region size, number of stations). This confirms us

in our sequential approach to analyse anisotropic effects that cannot

be explained by the isotropic model.

4.2 Geological and tectonic context

These arguments lead us to conclude that the group velocity resid-

uals contain mainly anisotropic effects (and not errors or biases),

and they can thus be interpreted in terms of structure and tectonics.

In the study area, most of the major fault systems (SEMP, MML,

VBTFS, LA, see Fig. 1) accommodate the lateral extrusion of blocks

during the Miocene (Gutdeutsch & Aric 1988; Ratschbacher et al.

1991), a consequence of the Africa–Eurasia collision and the Alpine

orogeny (e.g. Schmid et al. 2004, and references therein). These

faults and with them the extruded blocks are oriented towards NE,

roughly matching the fast orientations we observe on the group

velocity residuals across all available periods (Figs 3c, 4 and 6).

We note an overall rotation to more eastern orientations at longer

periods.

The most likely explanation for the consistent change in fast

orientation towards NE with increasing period (Figs 3c, 4 and 6) is

the depth sensitivity of Rayleigh waves (Fig. 7a). The two periods we

will discuss here (5 and 20 s, Fig. 6) have their maximum sensitivity

at depths of ∼2 and ∼15 km, respectively (Fig. 7a). The full range

of studied periods are presented in Fig. S4. Seismic anisotropy in the

crust generally consists of two parts, a) stress-related and b) texture-

related anisotropy (Fig. 7b; Kern 1990). The effect of crack-induced

(i.e. stress-related) anisotropy is confined to the topmost kilometers

in the crust (see also Nur & Simmons 1969), while texture-related

anisotropy can occur at any depth. Whether anisotropy appears in

seismological observations depends largely on processes that align

the microscopic anisotropy at spatial scales comparable to seismic

wavelengths (kilometers to tens of kilometres).

There are two candidates for such aligning processes, (a) cracks

in the topmost kilometers may be aligned by the tectonic stress

field and (b) shear in the lower crust may align minerals spatially.

Crack-related anisotropy is therefore likely to appear in measure-

ments for shorter periods (especially around 5 s) making it possible

to characterize the present-day stress-field acting within the top-

most kilometers. This has been confirmed by borehole studies (e.g.

Zinke & Zoback 2000). If the measurements do not pertain to the

vicinity of major faults, seismic fast orientations directly give the

orientation of maximum horizontal compressive stress σH (Boness

& Zoback 2006). Longer periods (more than ∼10 s), on the other

hand, are no longer sensitive to cracks, as potential cracks are likely

closed due to higher lithostatic pressure at depths larger than a few

kilometres (Fig. 7b). The longer periods are most likely sensitive

to the alignment of crystals in the deeper crust during long periods

of deformation (Barruol & Kern 1996), i.e. the deformation associ-

ated with the deeper extent of the faults and the lateral extrusion of

blocks. Rayleigh waves can in principle distinguish crack-induced

anisotropy from that created by deeper crustal deformation. This

allows insight into each of the two processes separately.

In the very shallow crust (Fig. 6a), two regions of common fast

orientation ϕ2 can be distinguished. In the west, and especially to the

West of the Vienna Basin (VB), fast orientations align along ∼N.

To the east, roughly south of the AF (Fig. 6a) fast orientations are

rotated towards NE. Some of these ϕ2-orientations agree with the

stress-field orientations of Reinecker & Lenhardt (1999), especially

in the southwestern region around the SEMP and the western part

of the MML (Fig. 8). They are also consistent in tendency in the Bo-

hemian Massif, with an observed rotation to NNW. The agreement

is lower for the Vienna Basin area, the eastern MML, and VBTFS,

where Reinecker & Lenhardt (1999) also show NNW orientations.

There, the stress-field orientations they report are however almost

normal to the MML and VBTFS (Fig. 8), inconsistent with its seis-

mic activity. Their orientations would correspond to angles of the

stress field with the MML of around α ∼ 20◦, which would require

that the fault moves despite rather low values of the coefficient of

internal friction (Fig. 9). Such orientations are unlikely to explain

the seismic activity along the MML. The results in Reinecker &

Lenhardt (1999) are based on 28 individual focal mechanisms and

9 borehole breakout measurements, which scattered strongly around
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Figure 6. Regionalized azimuthal anisotropy of Rayleigh waves (a, b) and their shallow (c) and mid-crustal (d) interpretations. (a) At 5 s—sensitive to the

top few kilometers of the crust—fast orientations align with the orientation of the maximum horizontal compressive stress σ H , due to formation of cracks.

(b) At 20 s—sensitive to mid-crustal depths—there is a rotation of fast orientation towards northeast, almost parallel to the faults that accommodate lateral

extrusion of blocks. (c) Near the MML, fast orientations ϕ2 are oriented within 30–45 degrees to the fault, which is compatible (for σ H ) with reactivation

of slightly-weakened rocks (see Fig. 9). Near the normal faults of the VBTFS ϕ2 are oriented essentially parallel to them. The horizontal principal stress are

indicated for both the strike-slip (σ H = σ 1 ) and the normal faults (σ H = σ 2 ). (d) Mid-crustal deformation due to lateral extrusion results in alignment of

crystals in the direction of relative motion, leading to fast orientations along the axis.

the (known) orientation of the fault. These few measurements likely

do not sample the whole system.

Bada et al. (1998) and Gerner et al. (1999) have investigated

the stress field in a larger area including the VB region, but their

observations also do not seem to obey these constraints of seismic

activity. There is a large mismatch between their modeled and the

observed stress-field orientations in that region. Stress data from

the oil industry scatter a lot (and possibly vary spatially), but they

often show ∼N–S orientations of σH (e.g. Marsch et al. 1990;

Decker et al. 2005; Decker & Burmester 2008; Schippkus et al.

in press).

The stress-field orientations reported in Robl & Stüwe (2005) and

Bada et al. (2007), however, are largely consistent with our results

(Robl & Stüwe (2005) shown in Fig. 8). These studies report similar

orientations in the region of interest based on two independent

approaches: the results of Bada et al. (2007) are based on a smoothed

map of point-wise measurements of the stress-field orientation over

a larger region. In the wider Vienna Basin region, however, these

measurements scatter considerably and are sparse (e.g. Bada et al.

2007; Heidbach et al. 2018). Robl & Stüwe (2005) performed a

viscous thin sheet simulation, constrained by geological and tectonic

considerations, and consistent with the velocity field measured by

GPS stations. There is some disagreement between the two studies

in the northeast, they are almost perpendicular to each other. At the

northeastern edge of our study area, our results show orientations

very similar to Robl & Stüwe (2005) (Fig. 8), but are based only on

few data (as can be seen by unresolved pixels in the shear-velocity

model in Fig. 4d). In the northwest, our orientations deviate slightly

from the results of Robl & Stüwe (2005) (∼NNW versus ∼NNE

orientations), but their ∼NNW-orientations lie within one standard

deviation of our orientations (marked by light red colour in Fig. 8).

Our results show seismic fast orientations to have angles with

the MML α between 30◦ and 45◦ (Figs 6a and c). These are rea-

sonable values for an ‘actively moving’ fault (see Fig. 9), which

is characterized by the occurrence of earthquakes (or fault creep).

Near the normal-fault sides of the VBTFS, the fast orientations are

essentially parallel to the faults, which is not surprising, if the fast

orientation ϕ2 indeed represents σH (as shown by Zinke & Zoback

2000). These observations are illustrated in Fig. 6(c), where we

present a schematic view of how the fast orientations ϕ2 (and thus
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Figure 7. Sensitivity of Rayleigh waves to anisotropic effects. (a) Group-velocity sensitivity to shear-velocity structure for the mean velocity model of the

region (Schippkus et al. 2018). The period range in this study probes the crustal structure, with maxima at different depths. At 5 s Rayleigh waves are most

sensitive to shallow crustal structure (top ∼5 km), whereas at 20 s they are more sensitive to the deeper crustal structure (below ∼10 km). (b) General

dependence of seismic anisotropy on confining pressure (redrawn after Kern 1990). The trend is analogous for shear velocities (e.g. Kern & Wenk 1990). There

are two types of seismic anisotropy, stress-related versus texture-related. Stress-related anisotropy is due to the existence of open cracks, and it is thus confined

to the topmost kilometers (100 MPa confining stress corresponds roughly to 3 km depth).

Figure 8. Orientation of the maximum horizontal compressive stress σ H

from this study, Reinecker & Lenhardt (R. & L. 1999) and Robl & Stüwe (R.

& S. 2005). Our results show limited agreement with Reinecker & Lenhardt

(1999), whereas they are highly consistent the orientations reported by Robl

& Stüwe (2005).

orientation of σH ) likely relate to the geometry and different faulting

regimes of the MML and VBTFS.

These considerations suggest that the ϕ2-orientations we find do

indeed indicate the orientations of σH , and with that a more coherent

orientation of σH ∼NNE–SSW across the region (Figs 6a and c)

similar to Robl & Stüwe (2005), as compared to the strong lateral

change of σH reported by Reinecker & Lenhardt (1999). This is of

much interest especially for an area like the wider Vienna Basin

region, where many aspects of the stress field are not well-known.

Figure 9. Schematic Mohr’s circle to illustrate the interaction between

stress-field and seismic activity at the MML fault. The repeatedly ruptured

and therefore weakened rocks of the MML likely have reduced coefficients

of internal friction µ. This allows a wider range of rupture plane orientations

to be active (green area), beyond optimally oriented faults. Therefore, the

fast orientations (and hence stress field) we observe in this study is com-

patible with the recent seismic activity along the MML, one of Austria’s

seismically most active faults.

Our reported σH -orientations are consistent with the geometry of

the different fault systems (see Fig. 6c), even though the type of

stress-field regime (strike-slip-, normal- or reverse-faulting) appears

to vary at close spatial distance, indicated by the complexity of

faulting in the area. A simple schematic model like the one in

Fig. 6c cannot—and is not intended to—fully capture the spatial

complexity nor the necessary time-dependent deformation. Some

of this complexity (or time-dependence) may however be reflected

by indications of a vertical rotation of σH in the crystalline basement

compared to the overlying rocks across individual faults such as the

Steinberg fault (Marsch et al. 1990; Decker et al. 2005).

From Fig. 6(a) we further note that amplitudes of azimuthal

anisotropy are smaller in the BM and higher to the east, in the sedi-

mentary basins (VB, LHP). However, at this point it seems beyond
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our goals to speculate about whether that difference in amplitude

could be explained by the difference in susceptibility of crystalline

and sedimentary rocks to crack-formation, or the increased stresses

in the east due to the stronger tectonic deformation in that region

(e.g. ongoing influence of lateral extrusion).

To understand the general characteristics of the stress field, it

appears useful to look at the larger regional scale. Reinecker et al.

(2010) and Heidbach et al. (2018) show highly consistent orienta-

tions of σH ∼N–S in the Molasse region that rotate towards west

into NNW-orientations—suggesting an important role of the grav-

itational potential of the Alps. Towards the east, σH rotates into

NNE-orientations, as reported in Reinecker & Lenhardt (1999) at

least for Upper Austria. Our results suggest that the stress field

continues its consistent trend even further to the east towards the

eastern edge of the Alps and into the Alpine-Carpathian transition

zone, which supports the strong impact of gravitational forces to the

regional stress field. This has been proposed before by Bada et al.

(2007).

In the deeper crust (Fig. 6b), we find fast orientations generally

towards NE. These orientations inside and at the edge of the ex-

truded blocks are almost parallel to the major sinistral strike-slip

fault systems (SEMP, MML, VBTFS in Figs 1 and 6). To the north

of these fault systems, ∼NNE fast orientation seem to be domi-

nant. At the larger depths to which Rayleigh waves are sensitive at

these periods, this anisotropy could very-well be caused by crystal

alignment associated with crustal deformation (e.g. Barruol & Kern

1996). During the lateral extrusion over a long period of time (at

least since the mid-Miocene) the crystalline structure of the deeper

basement rocks likely aligned along this axis, resulting in the fast

orientation of Rayleigh waves in the direction of relative motion

with respect to the underlying medium. This would imply that the

extrusion is at least partly accommodated at crustal depths, and

that we are observing its effect in the seismic recordings. We show

a schematic view (Fig. 6d) to illustrate how the lateral extrusion

may induce fast orientations in the lower crust, whereas the shal-

low crust is more rigid and largely unaffected by this effect. This

may explain why the anisotropy in the deeper crust is generally

stronger to the SE of the southern Vienna basin fault. Bianchi &

Bokelmann (2014) argue that crystals in the lower crust are instead

aligned by the anticlockwise-rotating absolute motion of the Adri-

atic microplate, suggested by a few anisotropic receiver function

measurements that are potentially poorly constrained. Our results

do not support this interpretation. Qorbani et al. (2016) present re-

sults from SKS-splitting in the region, sensitive to anisotropy in the

upper mantle. Zhu & Tromp (2013) report fast orientations in the

upper mantle from anisotropic adjoint tomography. Both of these

studies find fast orientations in the mantle that are roughly per-

pendicular to our results in the crust. This suggests a decoupling

between crust and mantle anisotropy.

5 C O N C LU S I O N S

We have demonstrated that fast orientations of ambient-noise-

derived Rayleigh waves can provide important information at

depths, where either stress field or deformation-related crystal align-

ment strongly affect seismic anisotropy. A prerequisite is to properly

correct the group velocities to avoid contamination of the isotropic

structure. We indeed find that interpretation of measured Rayleigh

wave group velocities in terms of anisotropic structure can be heav-

ily biased by isotropic structure, i.e. the heterogeneous distribution

of velocities. However, velocity residuals after isotropic inversion

appear to contain mostly anisotropic effects and allow to study the

anisotropic structure. This approach can therefore be applied to

many already existing data from isotropic velocity models.

Seismic anisotropy in the Vienna Basin area in the topmost kilo-

meters of the crust is apparently controlled by the regional stress

field, via crack-induced anisotropy. Fast orientations can be inter-

preted as orientations of σH . This is corroborated by the active

faults in the area whose orientation agrees closely with what is ex-

pected from the stress-field orientation. At deeper levels in the crust,

anisotropy is rather controlled by crystal alignment by deformation

due to faults and the lateral extrusion in the area. Orientations agree

closely with what is expected from deformation.
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Bada, G., Horváth, F., Dövényi, P., Szafián, P., Windhoffer, G. & Cloetingh,

S., 2007. Present-day stress field and tectonic inversion in the Pannonian

basin, Global Planet. Change, 58(1–4), 165–180.

Barruol, G. & Kern, H., 1996. Seismic anisotropy and shear-wave splitting

in lower-crustal and upper-mantle rocks from the Ivrea Zone; experi-

mental and calculated data. In Dynamics of the Subcontinental Mantle,

from Seismic Anisotropy to Mountain Building (eds. Mainprice, D. and

Vauchez, A.), Phys. Earth planet. Inter., 95(3–4), 175–194.

Beyreuther, M., Barsch, R., Krischer, L., Megies, T., Behr, Y. & Wassermann,

J., 2010. Obspy: A python toolbox for seismology, Seismol. Res. Lett.,

81(3), 530.

Bianchi, I. & Bokelmann, G., 2014. Seismic signature of the Alpine inden-

tation, evidence from the Eastern Alps, J. Geodyn., 82, 69–77, Elsevier

Ltd. doi:10.1016/j.jog.2014.07.005.

Boness, N.L. & Zoback, M.D., 2006. Mapping stress and structurally con-

trolled crustal shear velocity anisotropy in California, Geology, 34, 825–

828.

Brückl, E., Weber, R., Apoloner, M.-T., Brückl, J., Loderer, W., Maras,

J. et al., 2014. ALPAACT - Seismological and Geodetic Monitoring of

Alpine-PAnnonian Active Tectonics Final Report 2008–2013. in Geo-

physics of the Earth’s Crust, pp. 1–67, Österreichische Akadamie der
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Plavecká priepast cave (Detrekői-zsomboly), Little Carpathians, Slovakia

- first results, J. Seismol., 21(5), 1111–1130.

Gutdeutsch, R. & Aric, K., 1988. Seismicity and neotectonics of the East

Alpine-Carpathian and Pannonian Area, in The Pannonian Basin: A Study

in Basin Evolution/Book and Maps (Aapg Memoir), pp. 183–194, ed.

Royden, L.H.

Gutdeutsch, R., Hammerl, C., Mayer, I. & Vocelka, K., 1987. Erdbeben

als historisches Ereignis: Die Rekonstruktion des Bebens von 1590 in
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1. Measurement of the 2θ - and 4θ -anisotropy terms on all

available group velocities for 5 s (a–c) and 15 s (d–f) on measured

group velocities (a, d), modelled group velocities (b, e), and group

velocity residuals (c, f). Group velocities are binned in 5◦ azimuth

bins and the medians in each bin (black dots) are weighted by stan-

dard deviation (error bars). The blue line is the best fitting curve,

using the parametrization described in the main text. Strong direc-

tional dependence on measured group velocities (left-hand column)

is fairly well-explained by modelled group velocities (centre col-

umn) from the isotropic velocity model of (Schippkus et al. 2018).

Residuals show weaker anisotropy on the order of 1 per cent.

Figure S2. Directional dependence (4θ -terms) of group velocities,

similar to Fig. 3 (main text). Azimuth limited to 0–90◦, because of

π/2-symmetry of the 4θ -term. Low amplitudes (B ≤ 2%) for all

periods on measured (a), modelled (b) and residual group velocities

(c). Fast orientations for measured and modelled group velocities

match fairly well. Fast orientations measured on residual group

velocities show very low amplitudes with high errors, suggesting

that there is no significant contribution of the 4θ -terms.

Figure S3. Numerical simulations of 2θ -parameter-retrieval for

10 000 random sets of interstation group-velocity residuals per pe-

riod (grey violin plots) and how they compare to the measured

parameters (black dots). Each violin plot represents the normalized

distribution of the results for all sets for a given period. Available

interstation azimuths for each period after applying quality criteria

(see Fig. S1) were used for the simulations. On random data, our

procedure introduces a slight bias in the retrieved fast orientations

for some periods around 0◦ and 90◦ (top) due to available interstation

paths (see Fig. 2), the azimuth-binning, and very low amplitudes.

The consistent fast orientations with period we observe and their

significantly higher amplitudes than random group-velocity residu-

als would yield, however, confirm that the group-velocity residuals

do still contain information about the structure of the Earth. While

the measured azimuthal anisotropy is weak (A < 2 per cent), the

measurements are exceedingly unlikely to be explained by chance,

especially considering the consistency of fast orientations and am-

plitudes over the available period range.

Figure S4. Regionalized azimuthal anisotropy of Rayleigh waves

for the available period range (5–20s). The shown periods have their

maximum sensitivity to shear velocity at depths of ∼2 km (5 s, a),

∼7 km (10 s, b), ∼11 km (15 s, c), ∼15 km (20s, d), and are sensitive

to a broad range of depths (see Fig. 7, main text). Rotation of fast

orientations towards east with increasing period. This represents a

gradual shift from sensitivity to the shallow stress field at shorter

periods (5 s) to sensitivity to mid-crustal deformation at longer

periods (20 s), which results in different fast orientations.

Please note: Oxford University Press is not responsible for the con-

tent or functionality of any supporting materials supplied by the

authors. Any queries (other than missing material) should be di-

rected to the corresponding author for the paper.
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