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ARE ADEQUATE, BUT THERE ARE EASIER WAYS
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Percentage agreement measures of interobserver agreement or "reliability" have tra-
ditionally been used to summarize observer agreement from studies using interval re-
cording, time-sampling, and trial-scoring data collection procedures. Recent articles
disagree on whether to continue using these percentage agreement measures, and on
which ones to use, and what to do about chance agreements if their use is continued.
Much of the disagreement derives from the need to be reasonably certain we do not
accept as evidence of true interobserver agreement those agreement levels which are
substantially probable as a result of chance observer agreement. The various percentage
agreement measures are shown to be adequate to this task, but easier ways are discussed.
Tables are given to permit checking to see if obtained disagreements are unlikely due
to chance. Particularly important is the discovery of a simple rule that, when met, makes
the tables unnecessary. If reliability checks using 50 or more observation occasions
produce 10% or fewer disagreements, for behavior rates from 10% through 90%,
the agreement achieved is quite improbably the result of chance agreement.
DESCRIPTORS: chance agreement, chance reliability, interobserver agreement, ob-

servational data, observational technology, percentage agreement, reliability

THE PROBLEM:
ARE PERCENTAGE AGREEMENT

MEASURES ADEQUATE?

Kelly ( 1977) surveyed all research published
in the Journal of Applied Behavior Analysis
from 1968 through 1975 and found that the

majority of studies involved observational data
as opposed to mechanically collected or perma-
nent-product data. Most of these studies used
trial scoring, interval recording, or momentary
time-sampling to record data and summarized
interobserver agreement or reliability via the
calculation of some measure of percentage
agreement. Percentage agreement measures used
included point-by-point reliability, often referred
to as interval-by-interval or as moment-by-mo-
ment reliability, based on the proportion of all
observation occasions for which the two ob-

Reprints of this article are available from John C.
Birkimer, Department of Psychology, University of
Louisville, Louisville, Kentucky 40208.

servers agree regarding whether or not target
behavior occurred. (This proportion converted
to a percentage is the reliability measure.) Per-
centage agreement measures used also included
occurrence reliability, the ratio of the number of
occasions both observers agree the behavior oc-
curred to the sum of those occasions plus occa-
sions on which they disagreed (converted to a
percentage), and nonoccurrence reliability, the
ratio of agreements regarding the nonoccurrence
of target behavior to those agreements plus

disagreements!1
Recent articles dealing with the percentage

agreement measures disagree on whether we

should continue using them (Baer, 1977a; Hop-
kins and Hermann, 1977) or not (Hartmann,
1977; Yelton, Wildman, and Erickson, 1977);

'Other methods of calculating reliability exist
(Kelly, 1977). This paper addresses issues involving
the most frequently used reliability calculation proce-
dures for the most frequently used recording proce-
dures.
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whether, if any are used, all three should be
presented (Hopkins and Hermann, 1977) or
not (Hawkins and Dotson, 1975); how best to
protect against accepting, as evidence of true
observer agreement, levels which might have
resulted from "chance" or random agreement
(Hartmann, 1977; Hopkins and Hermann,
1977; Kratochwill and Wetzel, 1977; Yelton
etal., 1977).

We believe there are only two major prob-
lems regarding the three percentage agreement
measures raised in those articles. The first prob-
lem is that, under conditions of low reported
rates of target behavior, researchers and con-
sumers must be aware of the magnitude of ob-
servers' disagreements relative to their agree-
ments on occurrences and, when reported rates
are high, they must be aware of the magnitude
of disagreements relative to agreements on non-
occurrences. In Birkimer and Brown (1979),
we showed that comparing the percentage of dis-

agreements to the percentage of agreements on
occurrences and to the percentage of agreements
on nonoccurrences is simpler and easier than
calculating the three reliability percentages,
though they are adequate, and presented a pro-
cedure for doing this graphically. That proce-
dure summarizes all the reliability data usually
collected and has the added advantage of help-
ing to identify apparent experimental effects
which are not great enough to be trustworthy.

The second problem raised by the articles
cited above is the problem of accepting "chance"

agreement. We need a procedure to help re-

searchers and consumers be certain that obtained
interobserver agreement is not likely the result
of chance agreement. This paper supplies three

such procedures. The procedures are based on

our belief, shared by Baer ( 1977a) and at least

partially by Kratochwill and Wetzel (1977)
that such procedures should be as little removed
from past practices, require as little statistical
sophistication, and be as closely related to our

primary data as possible. (Such procedures are
more likely to be adopted, understood, and
useful.)

PROTECTING AGAINST
CHANCE AGREEMENT

Chance agreements on occurrences, chance

disagreements, and chance agreements on non-

occurrences would occur if two observers re-
sponded randomly during any reliability check.
Formulas for calculating the chance probabili-
ties for each, and the resulting chance probabili-
ties of each of the three percentage agreement
reliabilities, are given in Birkimer and Brown
(1979).2 These formulas, however, give the
mean value for each which would occur by
chance; for each there exists a theoretical dis-
tribution of values which could occur if observ-
ers responded randomly. (In fact, chance re-

sponding could produce perfect agreement, and
would on some percentage of occasions.) The

question that must be answered, then, for any

degree of obtained observer agreement, however
summarized, is not "how much better than
chance" it is, but rather "how likely is this agree-
ment if observers are really responding ran-

domly?"
The issue is that any obtained disagreement

rate, occurrence agreement rate, and nonoccur-

rence agreement rate, and thus any of their com-

binations in percentage agreement measures,
have some real, determinable probability of oc-

curring if observers are responding randomly.
We must, then, as researchers and as consumers,
protect ourselves and others from accepting as

evidence of observer agreement levels of ob-
tained agreement which would be likely as a re-

sult of chance agreements. (Hopkins and Her-

mann's suggestion that the calculated "chance"

reliabilities be taken as minimum values which

2Hopkins and Hermann's formulas for chance oc-

currence and nonoccurrence reliabilities are not totally
correct. The appropriate denominator for chance oc-

currence reliability is the chance occurrence agree-
ment rate plus the chance disagreement rate, and
the denominator for chance nonoccurrence reliability
is the chance nonoccurrence rate plus the chance dis-
agreement rate. Neither is appropriately T2 as they
suggested. The formulas we presented are theirs with
this correction.
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obtained values must exceed only guarantees that
values accepted would be in the top half of the

distribution of values possible by chance. Such
values would occur by chance 50% of the time,

so their suggestion is scant protection against ac-

cepting chance agreement as evidence of true

agreement.)
Hopkins and Hermann's statement that

larger sample sizes make any obtained level of
agreement less probable by chance is true but is

not a criticism of probability generating statis-

tics. Such statements are descriptive of the way

events in the environment occur. Of coins tossed
in the air, 100% will land "heads" 1 time in 2

if only one coin is tossed, but only 1 time in

1,024 if ten coins are tossed. Any valid proba-
bility generating formula must reflect the fact
that increasing sample sizes reduces the proba-
bilities of discrepant outcomes.

We are not arguing here for statistical sig-
nificance tests as they are typically used, to

identify experimental effects. The experimental
designs currently in use admirably demonstrate
such effects in the single subject. The logic of
our recommendation is, however, similar to that
underlying such tests. When we obtain from a

reliability check two observers' occurrence agree-

ment rate, disagreement rate, and nonoccur-

rence rate (and, perhaps, convert these to per-

centage agreement measures) there is always the
possibility that observers responded randomly
(our values occurred by chance) and the possi-
bility that they did not (our values reflect true

observer agreement). If we determine the proba-
bility of our obtained values, assuming they re-

sulted from chance responding, and we find that

probability is trivially low, then we can reject

the assumption they resulted from chance and
conclude that our measures show true observer
agreement.

A formula provided by Yelton et al. (1977),
a useful adaptation of Fisher's Exact Probability
Test (Siegel, 1956), permits calculation of the

probability of any obtained level of occurrence

agreement having resulted from chance or ran-

dom observer responding. We do not agree with

their suggestion that the probability itself should

be used as the primary measure of observer
agreement; the probability value does not com-
pare disagreements to agreements on occur-
rences and to agreements on nonoccurrences,
can be reasonable when observers disagree on
many more than 10% of observation occasions,
and is too far removed from basic data to be a
preferred summary of observer agreement. The
formula is quite valuable, however, because it
can be used to protect against accepting as true
those levels of observer agreement which may
have resulted from random observer responding.

The Yelton et 4. ( 1977) formula, given the

number of observation occasions and the two ob-
servers' reported rates of target behavior, can be
used to calculate the probability of any obtained
number of agreements on occurrences. For any
given number of observation occasions (N) and
observer one and observer two reported numbers
of target behaviors (X and Y), however, the
number of disagreements (and the number of
agreements on nonoccurrences) is determined
once the number of agreements on occurrences
(Z) is known. (Given N, X, and Y, with X E
Y, and Z agreements on occurrences, there will
be D = X + Y - 2Z disagreements and N -

D - Z agreements on nonoccurrences.) What
the Yelton et al. formula actually calculates is
the probability of a particular number of agree-
ments on occurrences, disagreements, and agree-
ments on nonoccurrences, given N, X, and Y.

This has a very useful implication: once the
chance probability of a given level of agreement
on occurrences is calculated, the probability of
the resulting numbers of disagreements and of
agreements on nonoccurrences is identical. That
probability is also the probability of each of the
three percentage agreement reliabilities which
could be calculated from these agreements and
disagreements. Thus, if we determine the proba-
bility of any one of these six measures occurring
as a result of chance, and find it improbable, we
know all our measures are equally improbably
the result of chance.

Tables 1 and 2 were developed by applying
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the Yelton et al. formula to the various X and
Y reported occurrences which would produce
median (or, since they are the same, mean) re-
ported rates of target behavior of 5%, 10%,
20%, and so forth through 95%. This was done
for sample sizes (or numbers of observation oc-
casions) of 20, 50, and 100.

The formula was applied first, for each sam-
ple size and median reported rate of occur-
rences, to values of X = Y, to find the number
of occurrence agreements which were "accept-
ably improbable" as a result of chance. "Ac-

ceptably improbable" was defined as p . .05 in

Table 1, a result which would occur by chance
one time in 20, and p 1 .01 in Table 2, a result
which would occur by chance one time in 100.
We then applied the formula to values of X
Y + 1, then to X Y + 2, and so forth until
Y was enough less than X to represent observers
disagreeing by 10% on their reported rates of
target behavior (X=Y + 2 forN= 20, X
Y +±5 for N = 50, and X Y + 10 for N
100). In every calculation, the Yelton et 4a.
formula was first applied to the case of perfect
agreement on occurrences, then to each succeed-
ing level of less-than-perfect agreement. The
resulting probabilities were summed, from the
perfect agreement case down, so the lowest level
of occurrence agreement which was still "accept-
ably improbable" by chance was found.

Finally, since Y's differing from X by odd
integers produce medians not quite equal to the

table heading values, we calculated these for the

cases where the medians would be just closer

to 50% than the table heading values, referred
to as "more central X = Y + 1, Y + 3, etc.,"
and for the cases where the medians would be
just further from 50% than the table heading
values, "less central X-Y ± 1, Y + 3, etc."

Thus, for N - 20 and Median Reported Per-
centage of Target Behavior of 20%, X Y +
1 "more central" involves X 5 and Y = 4
for a true Median Reported Percentage of
22.5%, with X - Y + 1 "less central" involv-

ing X = 4 and Y = 3 for a Percentage of

17.5 %. For N = 50 the more central Percent-

ages are 1% nearer 50% with the less central
1% more distant and for N = 100 the more
central and less central Percentages are .5%
nearer and further from 50%, respectively. In
the tables less central and more central are
abbreviated l.c. and m.c., respectively.
We converted from occurrence agreements to

disagreements after calculating but before con-

structing the tables. The tables are read as fol-
lows: The median (or mean) percentages of
target behavior are listed across the top. (Note
that we show percentages greater than 50% in

parentheses. The full table is symmetric around
50%, so greater percentages are read back from
50% to the left.) The three sample sizes are

listed down the left. Table entries are the num-

ber of acceptable disagreements. This number of

disagreements is improbable enough as a result

of chance to be acceptable evidence of true ob-
server agreement, with improbable defined as

occurring one time or fewer in 20 for Table 1,
and as one time or fewer in 100 for Table 2.

(We prefer Table 2, in keeping with Baer's

[1977b] urging to try to avoid "Type 1" errors,
accepting as true those results which are not.)
Occasionally the probabilities for a number of
disagreements produced by X and Y values

change enough, as these vary around X_ Y.
to make acceptable one more disagreement, or to

make the generally acceptable number unac-

ceptable by one. These cases are included in the

table with a brief explanation of when they
apply, with the unexplained entry applying in

all other cases.

Procedure 1

Researchers could use Table 2 to guarantee
that they accept agreement rates as true evidence

of agreement only when those rates are great
enough to be improbable as a result of chance.

A conservative usage would be to check obtained
numbers of disagreements against the acceptable
number for the tabled sample size equal to or

just smaller than one's own sample size. Thus,
true sample sizes below 50 but above 20 would
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Table 1

Acceptable (p ' .05) numbers of disagreements for various median (or mean) reported
percentages of target behavior, for N = 20, N = 50, and N = 100 observation occa-
sions. Table applies from case where X (one observer's reported percentage of behav-
ior) = Y (other observer's percentage) through case where X and Y differ by 10%.
Unexplained number of disagreements applies in all cases, except those listed for ex-
plained number. See text for explanation of m.c. (more central) and l.c. (less central).

N 5% (95%) 10% (90%) 20% (80%o) 30% (70%) 40% (60%) 50%

20 None 0 2 when l.c. 4 4 when l.c. 5
0 when X=Y+1 X=Y+1
X=Y

3 5

50 None 5 10 when l.c. 14 when l.c. 17 18
0 when 6 when X=Y+1 X=Y+1
X=Y+1 X=Y+4 orY+3 or Y+3
and m.c. 11 15
X=Y+2

100 6 when l.c. 13 25 34 38 40
X=Y+1,
Y+3, or
Y+5
7 14 when 26 when 39 when m.c. 41 when

X=Y+6 X=Y+8 X=Y+9 X=Y+7
Y+8, or or Y+10 or Y+9
Y+10

15 when m.c.
X=Y+9

Table 2

Acceptable (p ' .01) numbers of disagreements for various median (or mean) reported
percentages of target behavior, for N = 20, N = 50, and N = 100 observation occa-
sions. Table applies from case where X (one observer's reported percentage of behav-
ior) = Y (other observer's percentage) through case where X and Y differ by 10%.
Unexplained number of disagreements applies in all cases, except those listed for ex-
plained number. See text for explanation of m.c. (more central) and l.c. (less central).

N 5% (95%) 10% (90%) 20% (80%) 30% (70%) 40% (60%) 50%

20 None 0 1 2 when l.c. 3 3
2 when X=Y+ 1 4 when
X=Y+2 X=Y+2

3

50 None 4 when l.c. 9 12 when l.c. 14 when l.c. 15
0 when X=Y+1, X=Y+1, X=Y+1
X=Y+1 Y+3, or Y+3
or mc. Y+5
X=Y+2 5 13 15 16 when

X=Y+4
100 4 when lc. 12 22 when l.c. 30 when l.c. 35 37

X=Y+1 X=Y+ 1, X=Y+ 1, 38 when
Y=3, or Y+3, or X=Y+10
Y+5 Y+5

5 13 when m.c. 23 31
6 when X=Y+5
X=Y+6 through
7 when mc. Y+9
X=Y+7
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be checked against the N = 20 limits. A simi-
larly conservative procedure would be to require

the number of disagreements considered accept-
able, for median percentage behaviors between
table heading values, to be the smaller of the
numbers shown for the two nearest table head-
ing percentages. Thus, a median percentage be-
havior of 37% for N 50 would require the

tabled 13 or fewer disagreements for 30%
rather than the tabled 15 or fewer for 40%.
Alternatively, the trends in the tables appear
linear enough that linear interpolation between
N's and between Median Reported Percentage
Target Behavior values would not be misleading.

The chance probability of any particular num-
ber of disagreements, for given sample size and
reported rates of target behavior, is identical to

the chance probability for the resulting numbers
of occurrence agreements and for the resulting
numbers of nonoccurrence agreements, and is

thus identical to the chance probabilities of any

of the percentage agreement statistics which are

based on them. Researchers, then, can check the

chance probability of their obtained disagree-
ment percentages to be sure their point-by-point,
occurrence, and/or nonoccurrence reliabilities
are acceptably unlikely the result of chance. This

is one procedure to solve the problem of accept-
ing "chance" agreement. The percentage agree-
ment measures are, then, adequate for assuring
that obtained levels of agreement are unlikely
the result of chance.

Procedure 2: An Easier Way

A second procedure to solve the problem of
chance agreements, an easier way, is to follow
our earlier recommendation to present disagree-
ments, agreements on occurrences, and agree-
ments on nonoccurrences directly and to check
directly the chance probability of obtained dis-

agreements in Table 2. Only if obtained dis-

agreements, for a given sample size and re-

ported rate of target behavior, are acceptable by
Table 1 or 2 would the agreement be taken as

evidence of true observer agreement.

Procedure 3: The Easiest Way-

50-10-10 (90) Rule

Fortunately, there is an even easier way to
protect against the acceptance of agreement
levels that are too probable by chance. Figure 1

shows the Table 2 acceptable disagreement
values plotted for each sample size. The left-
hand vertical axis is the percentage of all obser-
vation occasions, with the right-hand axis show-
ing acceptable disagreement percentages. These

are graphed, down from the top of the figure,
so agreements of both sorts fall below the func-
tion, and acceptable disagreement percentages
lie above it.
The figure leads to several conclusions. Note

that acceptable disagreement percentages for
N - 20 are zero (agreements totaling 100%)
with response rates of 10% and 90%, and are

5% (agreements totaling 95 % ) for response
rates of 20% and 80%. The sample size of 20,

then, does not easily permit proof of true ob-
server agreement for response rates below 20-

30% or above 70-80%. Sample sizes of 50 and

100, on the other hand, permit substantial and
very similar acceptable disagreement percent-

I

Iup

A

Im

MEDIAN REPORTED PERCENTAGE OF TARGET
BEHAVIOR

Fig. 1. Acceptable (p c .01) agreement percentages
and disagreement percentages for various median re-
ported percentages of target behavior and for various
numbers of observation occasions.
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ages. The figure indicates, then, that increasing
sample size beyond 50 observation occasions
during reliability checks has only a small effect
on the observer agreement needed to demon-
strate true agreement.
A less comforting implication of Figure 1 is

that, with very low or very high response rates,
very little disagreement may occur and still per-
mit concluding true observer agreement has
been shown. (Increasing sample size helps here,
'but, as the figure shows, with diminishing re-
turns. )

The most valuable conclusion from Figure 1
is that disagreement percentages of 10% or less
are clearly improbable enough to be evidence
of true observer agreement, if sample sizes are
50 or greater, for reported response rates from
10% to 90%. This is a substantial and impor-
tant discovery, for it can serve as a simple rule
and make consulting Table 2 unnecessary, in
most studies. We refer to this third solution to
the problem of chance agreement as "the 50-10-
10 (90) rule." If researchers consistently in-
clude at least 50 observation occasions in all
reliability checks, obtain disagreement percent-
ages of 10% or less, and have reported rates of
target behavior between 10% and 90%, then
they and consumers can conclude the obtained
observer agreement is evidence of true observer
agreement.

Suppose a researcher obtains reported target
behavior percentages of 38% and 42% from
two observers during a reliability check, with 4
disagreements, and there were 50 observation
occasions during the recording session (it mat-
ters not whether these were intervals, moments,
or trials). Following the first procedure we pro-
pose, the researcher calculates any or all of the
percentage agreement reliabilities, checks the
number of disagreements in Table 2, finds that
for the Median Reported Percentage of Target
Behavior of 40% with an N of 50, 4 disagree-
ments are many fewer than the minimally (p .
.01 ) acceptable 15, so concludes he/she has
obtained true (non-chance) observer agreement.
Following the second (easier) procedure we

described, the researcher would not calculate the
reliability percentages but simply show the per-
centages of agreements of both sorts and dis-
agreements, probably graphically, as Birkimer
and Brown (1979) recommended, and check
the number of disagreements in Table 2, reach-
ing the same conclusion as above. Following
the third (easiest) procedure, using the 50-10-
10 (90) rule, the researcher would simply note

that there were 50 observation occasions, fewer
than 10% disagreements, and a reported median
behavior percentage between 10% and 90%,
so correctly conclude that true observer agree-
ment has been shown. (Note that checking
Table 2 was unnecessary.)
A second researcher obtains a median reported

percentage of target behavior of 88% over 50
observation occasions, but obtains 6 disagree-
ments ( 12% ) from the observers. He/she cal-
culates (procedure 1 ) the reliability percentages
and checks the 6 disagreements in Table 2, but
finds that, while 9 would be acceptable for a

behavior percentage of 80%, only 5 are ac-

ceptable for 90%. Following the "conservative"
procedure we described he/she would evaluate
the 6 against the acceptable 5 at 90% and con-
clude true observer agreement was not quite
demonstrated. Using, instead, linear interpola-
tion between the 9 acceptable at 80% and the 5
at 90%, the researcher would see that acceptable
disagreements decrease by 4 from 80% to 90%,
or by 4/10 for each one percent, so would be
5.8 for 889%, permitting the conclusion that
he/she had shown (barely) that true (non-
chance) observer agreement existed. Following
our procedure 2, this researcher would calculate
the percentages of agreements of both sorts and
disagreements, proceed as in procedure 1 with
Table 2, and reach the same conclusions. (Since
this reliability check produced 12% disagree-
ments, it violates the 50-10-10 (90) rule and
forces the use of Table 2, as would use of fewer
than 50 observation occasions or obtaining be-
havior percentages below 10% or greater than
90%.)

In Birkimer and Brown (1979) we recom-
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mended (Recommendation 4) graphing the

limits of what we called "the chance disagree-

ment range" around the median of the two ob-

servers' median reported percentage of target be-

havior. This was to permit comparison to the sim-

ilarly graphed obtained "disagreement range,"

to show obtained disagreement was less than

expected by chance. Our recommended proce-

dures here are superior, in handling the prob-
lem of chance agreements, since these involve
precise criteria (p . .01 ) for determining that

obtained agreement is unlikely the result of

chance agreements. Our first three recommenda-
tions in that paper speak to other issues and

still stand. Conveniently, the graphing of the

disagreement range recommended there, along

with a statement of the number of observa-
tion occasions, permits rapid determination of
whether or not the 50-10-10 (90) rule has been

met.
Meeting the "10% or fewer disagreements"

criteria in the 50-10-10 (90) rule is conserva-
tive in that, with sample sizes greater than 50

and behavior percentages between 10% and

90%, disagreement percentages considerably
greater than 10% are often acceptably non-

chance. However, in Birkimer and Brown

(1979) we showed, essentially, that claimed

experimentally produced changes in target be-

havior must be greater than the percentage of

disagreements obtained in reliability checking
in order to be strong evidence of treatment

effects. Meeting the 10% disagreement criterion

would, then, assure that rate changes of 10% or

greater would be believable. In general, accept-

able agreement must permit demonstration of

believable experimental effects, as addressed in

our earlier paper, and be acceptably unlikely as

a result of chance, as better addressed here.

In conclusion, then, complex statistical mea-

sures of observer agreement are unnecessary for

interval recording, momentary time-sampling,
and trial scoring data. Percentage agreement
measures adequately compare disagreement per-

centages to the percentages of agreements on

occurrences and on nonoccurrences and, if dis-

agreements are checked in Table 2 for their

"acceptability," can be shown to be improbable
as a result of chance agreements, thus evidence
for true agreement. Easier ways exist and are
recommended.

RECOMMENDATIONS

1. Researchers collecting data by interval re-
cording, momentary time-sampling, or trial scor-
ing should, if they calculate the various reli-
ability percentages, check their obtained number
of disagreements in Table 2 to be sure their
reliabilities are acceptably unlikely the result of

chance agreement. (Procedure 1)
2. As an easier procedure, researchers can

simply present their obtained percentages of

agreements on occurrences, of agreements on

nonoccurrences, and of disagreements, and check
their obtained number of disagreements in Table
2 to assure acceptably non-chance agreement.
(Procedure 2 )

3. A third, still easier, option is to use rou-

tinely at least 50 observation occasions. If 10%6
or fewer disagreements are obtained, for median
reported behavior percentages from 10% to

90X%, then acceptable evidence of true (non-
chance) agreement has been obtained. (Proce-
dure 3; the 50-10-10 (90) rule. When the rule

is violated, researchers should revert to proce-
dure 2.)
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